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Abstract. If A(z) belongs to the Bergman space B
1
2 , then the differential equation

f ′′ + A(z)f = 0 is Blaschke-oscillatory, meaning that the zero sequence of every
nontrivial solution satisfies the Blaschke condition. Conversely, if A(z) is analytic
in the unit disc such that the differential equation is Blaschke-oscillatory, then A(z)
almost belongs to B

1
2 . It is demonstrated that certain “nice” Blaschke sequences can

be zero sequences of solutions in both cases when A ∈ B
1
2 or A �∈ B

1
2 . In addition, no

condition regarding only the number of zeros of solutions is sufficient to guarantee
that A ∈ B

1
2 .

2010 Mathematics Subject Classification. Primary 34M10; Secondary 30J10.

1. Introduction. In 1982, Pommerenke [17] proved that if A(z) is analytic in the
unit disc � (denoted by A ∈ H(�) for short) and

∫
�

|A(z)| 1
2 dm(z) < ∞, (1)

where dm(z) = rdrdθ is the Lebesgue area measure, then all solutions of

f ′′ + A(z)f = 0 (2)

belong to the Nevanlinna class N [4]. This in turn implies that (2) is Blaschke-oscillatory,
meaning that the zero sequence {zn} of any nontrivial solution of (2) satisfies the
Blaschke condition

∑
n

(1 − |zn|) < ∞. (3)

The converse direction is considered in [10, Theorems 2 and 4 (b)]: If A ∈ H(�) and if
either (2) is Blaschke-oscillatory or (2) possesses a nontrivial solution in N, then

∫
D(0,r)

|A(z)| 1
2 dm(z) = O

(
log2 e

1 − r

)
, r → 1−. (4)
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Moreover, if the solution f ∈ N has the property that f ′ ∈ N, then (4) improves to∫
D(0,r)

|A(z)| 1
2 dm(z) = O

(
log

e
1 − r

)
, r → 1−. (5)

The problem of finding a necessary and sufficient condition for (2) to be Blaschke-
oscillatory is still open. To illustrate the complexity of this problem, and also to obtain
partial results in this direction, we will concentrate on prescribed zero sequences.

In 1959, Šeda [12, 19] proved that if {zn}∞n=1 is a given sequence of pairwise distinct
points in � with no finite limit points, then there is an entire function A(z) such that
the differential equation (2) has a solution with zeros precisely at the points zn. Here,
we consider prescribed Blaschke sequences having certain constraints. For example,
we say that an arbitrary sequence {zn}∞n=1 in � is separated, if

δ := inf
n�=k

∣∣∣∣ zn − zk

1 − znzk

∣∣∣∣ > 0, (6)

and uniformly separated, if

δu := inf
k

∏
n�=k

∣∣∣∣ zn − zk

1 − znzk

∣∣∣∣ > 0. (7)

It is known that a uniformly separated sequence is a Blaschke sequence, while a
separated sequence need not be one.

The convergence condition (3) guarantees that the corresponding Blaschke product

B(z) =
∞∏

n=1

|zn|
zn

zn − z
1 − znz

converges in compact subsets of �, and hence is an analytic function with zeros
precisely at the points zn. Since, by [2, Theorem 3], a uniformly separated sequence is
interpolating, a Blaschke product with a uniformly separated zero sequence is known
as interpolating. At times (3) needs to be strengthened, for example, to∑

n

(1 − |zn|)α < ∞, (8)

where α ∈ (0, 1]. For example, if (8) holds for α ∈ (0, 1/2), then the corresponding
Blaschke product B has the property that B′ belongs to the Hardy space H1−α, and
hence to N [18, Theorem 2].

For p > 0, the Bergman space Bp consists of all functions f ∈ H(�) satisfying∫
�

|f (z)|pdm(z) < ∞.

The discussion above leads us to consider the following problem.

Problem. Which assumptions on a given Blaschke sequence {zn}∞n=1 in � will
guarantee that there exists a function A ∈ B

1
2 such that the differential equation (2)

has a solution with zeros precisely at the points zn?
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Clearly the zeros must be pairwise distinct and the possible limit points must be on
∂�. Assuming, for example, that {zn}∞n=1 is separated will guarantee both requirements.
We have the following partial result.

THEOREM 1 ([10], Theorem 19). Let {zn}∞n=1 be a uniformly separated sequence of
nonzero points in � satisfying the condition (8) for some α ∈ (0, 1). Then there exists a
function A ∈ B

1
2 such that the differential equation (2) has a solution with zeros precisely

at the points zn.

We sketch the proof as follows. Take f = Beg for a candidate solution, where B
is a Blaschke product with zeros at the points zn, and the function g ∈ H(�) has the
interpolation property

g′(zn) = − B′′(zn)
2B′(zn)

, n ∈ �. (9)

The latter guarantees that

A(z) = −B′′(z)
B(z)

− 2g′(z)
B′(z)
B(z)

− g′(z)2 − g′′(z) (10)

is analytic in �, and that f solves (2). After a suitable g is found, then the growth of
A(z) in (10) is estimated [10, p. 78].

Theorem 1 in the case α = 1 extends to the following result.

THEOREM 2. Let {zn}∞n=1 be a uniformly separated sequence of nonzero points in �.
Then there exists a function A ∈ H(�) satisfying (5) such that the differential equation
(2) has a solution with zeros precisely at the points zn.

Although not entirely removable, the assumption (8) for α ∈ (0, 1) in Theorem 1
can be slightly weakened to ∑

n

h(1 − |zn|) < ∞, (11)

where h(x) is a positive continuous function on (0, 1) tending to zero as x → 0+, and
satisfies the following conditions:

(i) h(x)/x is decreasing and h(x) is increasing on (0, 1);
(ii)

∫ 1
0 (1 − r)−

1
2 h(1 − r)−

1
2 rdr < ∞.

Then the choice h(x) = x logp ep

x , p > 2, shows that the following result is an
improvement of Theorem 1.

THEOREM 3. Let h(t) be a function as above, and let {zn}∞n=1 be a uniformly separated
sequence of nonzero points in � satisfying (11). Then there exists a function A ∈ B

1
2 such

that the differential equation (2) has a solution with zeros precisely at the points zn.

Next we turn our attention to the separation of the zero sequences. If {zn}∞n=1 is a
union of two exponential sequences [4, p. 156] approaching pairwise to one another
exponentially, then it is proved in [8, Theorem 5] that A(z) cannot belong to the
Korenblum space A−∞ [9, p. 110]. In particular, both of the two component sequences
are uniformly separated, and yet all solutions of (2) are “far away” from the class N
as being of infinite order of growth.
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In the recent study [3], it is illustrated that the growth of A(z) within the Korenblum
space is restricted by the (weighted) separation of the zeros of any solution, and
conversely. Here, we assume the usual separation, but require the separation constant
δ ∈ (0, 1) in (6) to be close enough to the constant one in terms of

(2π + 1)

√
1 − δ

(1 − √
1 − δ)2

< 1. (12)

This makes {zn}∞n=1 to be interpolating for some Bergman space Bp with p > 1 [5,
p. 192]. Now the assumption on uniform separation in Theorem 1 can be relaxed at
the expense of strengthening the Blaschke condition.

THEOREM 4. Let {zn}∞n=1 be a separated sequence of nonzero points in � such that
the separation constant δ in (6) satisfies (12). Suppose in addition that (8) holds for
α ∈ (0, 1/2]. Then there exists a function A ∈ B

1
2 such that the differential equation (2)

has a solution with zeros precisely at the points zn.

REMARK. The assumption (12) in Theorem 4 can in fact be replaced by a weaker
condition that the upper uniform density D+ of {zn}∞n=1 is less than one. See [5,
pp. 171–172] for more details.

So far we have concentrated in one prescribed zero sequence only. Next we will
widen our point of view to concern all solutions. First, an example of a nonoscillatory
differential equation of the form (2) is constructed in [10, Section 4.3] such that all
nontrivial solutions of (2) are of unbounded characteristic. In this case it is clear that
A �∈ B

1
2 [17]. Second, by a more careful analysis on an example, which can be found in

[10, 13], we will prove that the solutions of (2) can have infinite uniformly separated
and sparse zero sequences even if A �∈ B

1
2 . This result also shows that the requirement

α ∈ (0, 1/2] in Theorem 4 is essential.

THEOREM 5. There exists a function A ∈ H(�) with A �∈ B
1
2 such that the differential

equation (2) has the following properties:
(a) There exists a zero-free solution base.
(b) There are solutions with infinitely many zeros.
(c) Every infinite zero sequence satisfies (8) for every α ∈ (1/2, 1].
(d) Every infinite zero sequence is uniformly separated.
(e) There are infinite separated zero sequences whose separation constant δ satisfies

(12).
(f) Every solution and all of their derivatives belong to N.

Note that even if the differential equation (2) is disconjugate, it is still possible that
A /∈ B

1
2 . This can be seen by means of the gap series

g(z) =
∞∑

n=0

(
2n

n

)2

z2n
, z ∈ �.

First, by [1, Proposition 2.1], we infer g /∈ B
1
2 . Second, using [20, Theorem 1 (II)]

together with the standard representation

g(z) = g(0) +
∫ z

0
g′(ξ ) dξ
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yields g ∈ H∞
2 . Finally, denoting A(z) = g(z)/‖g‖H∞

2
, we see that (2) is disconjugate by

the proof of [16, Theorem I], while A /∈ B
1
2 .

Summarizing, we conclude that no condition regarding only the number of zeros
of solutions of (2) is sufficient to guarantee that A ∈ B

1
2 .

2. Proof of Theorem 2. One of the key results in proving Theorem 1 is

∫
�

∣∣∣∣B(k)(z)
B(z)

∣∣∣∣
1
k

dm(z) < ∞, (13)

valid for an interpolating Blaschke product B with zeros {zn} satisfying (8) for some
α ∈ (0, 1) [10, Theorem 15]. We will require a variant of this result.

LEMMA 1. Let B be an interpolating Blaschke product. Then

∫
D(0,r)

∣∣∣∣B(k)(z)
B(z)

∣∣∣∣
1
k

dm(z) = O
(

log
e

1 − r

)
, r → 1−,

for all k ∈ �.

Proof. If B is an arbitrary Blaschke product, then Cauchy’s formula yields

|B(k)(z)| = O
(

(1 − |z|)−k
)

, |z| → 1−,

for every k ∈ �. In particular,∫ 2π

0
|B(k)(reiθ )| 1

k dθ = O
(

1
1 − r

)
, k ∈ �. (14)

Suppose that B is interpolating, and denote the pseudo-hyperbolic disc with centre
a ∈ � and radius r ∈ (0, 1) by

�(a, r) = {z ∈ � : |ϕa(z)| < r} , (15)

where ϕa(z) = (a − z)/(1 − az). Let K = ⋃
n∈� �(zn, δu/2), where {zn}∞n=1 is the zero

sequence of B and δu is the interpolation constant defined in (7). Now, by using (14)
instead of [7, Theorem 1.1] in the proof of [10, Theorem 15], we obtain

∫
D(0,r)\K

∣∣∣∣B(k)(z)
B(z)

∣∣∣∣
1
k

dm(z) = O
(

log
e

1 − r

)
, r → 1−.

Integration over the discs �(zn, δu/2) can be done in a similar way as in the proof of
[10, Theorem 15]. Thus the assertion follows. �

We proceed to prove Theorem 2. Let B be an interpolating Blaschke product
having zeros at the points zn. By the proof of [11, Theorem 4.2], we can find g ∈ H(�)
satisfying (9). Indeed, the derivative of g is given by

g′(z) =
∞∑

k=1

σk
Ck(z)
B′(zk)

|zk|2 − 1
(1 − zkz)2

, (16)
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where

Ck(z) = B(z)
1 − zkz
zk − z

and σk = − B′′(zk)
2B′(zk)

.

Now f = Beg solves (2), where A(z) is given by (10) and belongs to H(�).
Next, we proceed to prove that

∫
D(0,r)

|g′(z)| dm(z) = O
(

log
e

1 − r

)
, r → 1−, (17)

and ∫
D(0,r)

|g′′(z)| 1
2 dm(z) = O

(
log

e
1 − r

)
, r → 1−. (18)

Following [11], we know that there exist constants M1, M2 > 0 such that

|σk| ≤ M1

1 − |zk|2 and
1

|B′(zk)| ≤ M2(1 − |zk|2) (19)

for all k ∈ �. Hence

|g′(z)| ≤ R
∞∑

k=1

1 − |zk|2
|1 − zkz|2 , (20)

where the constant R > 0 is independent of z, and so

∫ 2π

0
|g′(reiθ )| dθ ≤ R

∞∑
k=1

1 − |zk|2
1 − |zk|2r2

∫ 2π

0

1 − |zk|2r2

|1 − zkteiθ |2 dθ

≤ 2πR
∞∑

k=1

1 − |zk|2
1 − |zk|2r2

= O
(

1
1 − r

)
, r → 1−.

This implies (17). Now the Hölder inequality and the proof of [4, Theorem 5.5] yield

∫ 2π

0
|g′′(reiθ )| 1

2 dθ ≤ (2π )
1
2

(∫ 2π

0
|g′′(reiθ )| dθ

) 1
2

= O
(

1
1 − r

)
, r → 1−,

and so (18) follows.
Finally, by (10) it is clear that

|A(z)| 1
2 ≤

∣∣∣∣B′′(z)
B(z)

∣∣∣∣
1
2

+
√

2|g′(z)| 1
2

∣∣∣∣B′(z)
B(z)

∣∣∣∣
1
2

+ |g′(z)| + |g′′(z)| 1
2 . (21)

Thus, the assertion follows by the Hölder inequality, (17), (18) and Lemma 1.

3. Proof of Theorem 3. We begin by introducing two lemmas in which h(t) is a
positive continuous function defined on (0, 1) and tends to zero as t → 0+.
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LEMMA 2. Let k ∈ �, and let B be a Blaschke product formed with zeros {zn}∞n=1
satisfying (11) such that h(x)/x is decreasing and h(x) is increasing on (0, 1), and that

∫ 1

0
(1 − r)

1−k
k h(1 − r)−

1
k rdr < ∞. (22)

Then

∫
�

|B(k)(reiθ )| 1
k dm(z) < ∞. (23)

Proof. By [6, Theorem 3.1] the assertion holds for k = 1. Hence, by k − 1 applications
of the proof of [4, Theorem 5.5], we can easily see that

∫ 2π

0
|B(k)(reiθ )| dθ = O

(
1

(1 − ρ)k−1h(1 − ρ)

)

for ρ ∈ (r, 1). Thus the Hölder inequality yields

∫ 2π

0
|B(k)(reiθ )| 1

k dθ ≤ (2π )
1
k

(∫ 2π

0
|B(k)(reiθ )| dθ

) 1
k

= O

(
1

(1 − ρ)
k−1

k h(1 − ρ)
1
k

)
,

and so the assertion follows. �

REMARK. As noted in [6], since our sequences already satisfy the Blaschke
condition, the condition (11) provides with further information on the rate of increase
of the zeros only if h(x) ≥ x as x → 0+. This means that if (22) is valid for some
k ∈ �, then (22) is valid when k is replaced with any integer j ∈ {1, . . . , k}.

By using Lemma 2, we can rewrite the proof of [10, Theorem 15], and achieve the
following result.

LEMMA 3. Let B and h be as in Lemma 2, and, in addition, suppose that B is
interpolating. Then (13) holds.

We proceed to prove Theorem 3. Let B be an interpolating Blaschke product
having zeros at the points zn satisfying (11). As in the proof of Theorem 2, we can
find a function g ∈ H(�) such that f = Beg solves (2), where A(z) is given by (10) and
belongs to H(�).

By (20) and [6, Lemma 2.1], we have

∫ 2π

0
|g′(z)| dθ ≤ R

∞∑
k=1

1 − |zk|2
1 − |zk|2r2

∫ 2π

0

1 − |zk|2r2

|1 − zkreiθ |2 dθ = 2πR
h(1 − r)

.
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Hence, the Hölder inequality and the proof of [4, Theorem 5.5] yield

∫ 2π

0
|g′′(z)| 1

2 dθ ≤ (2π )
1
2

(∫ 2π

0
|g′′(z)| 1

2 dθ

) 1
2

= O

(
1

(1 − r)
1
2 h(1 − r)

1
2

)
, r → 1−.

Using the condition (ii) related to (11), we obtain g′ ∈ B1 and g′′ ∈ B
1
2 . Thus the

assertion follows by (21), the Hölder inequality and Lemma 3.

4. Proof of Theorem 4. We require a new lemma on logarithmic derivatives of
noninterpolating Blaschke products.

LEMMA 4. Suppose that B is a Blaschke product with a zero sequence {zn}∞n=1. Then
(13) holds if

∞∑
n=1

(1 − |zn|) log
e

1 − |zn| < ∞ (24)

in the case k = 1, and if (8) holds for α ∈ (0, 1/k] in the case k ≥ 2.

Proof. Since

∣∣∣∣B′(z)
B(z)

∣∣∣∣ ≤
∞∑

n=1

1 − |zn|2
|1 − znz||zn − z| =

∞∑
n=1

∣∣∣∣ϕ
′
zn

(z)

ϕzn (z)

∣∣∣∣ ,
we have

∫
�

∣∣∣∣B′(z)
B(z)

∣∣∣∣ dm(z) ≤
∞∑

n=1

∫
�\�(zn,

1
2 )

∣∣∣∣ϕ
′
zn

(z)

ϕzn (z)

∣∣∣∣ dm(z) +
∞∑

n=1

∫
�(zn,

1
2 )

∣∣∣∣ϕ
′
zn

(z)

ϕzn (z)

∣∣∣∣ dm(z)

=: S1 + S2,

where �(a, r) is the pseudo-hyperbolic disc defined in (15). By the condition (24), it
follows that

S1 ≤ 2
∞∑

n=1

∫
�

|ϕ′
zn

(z)| dm(z)

= 2
∞∑

n=1

∫ 1

0

1 − |zn|2
1 − |zn|2r2

(∫ 2π

0

1 − |zn|2r2

|1 − znreiθ | dθ

)
rdθdr

= 4π

∞∑
n=1

(1 − |zn|2)
∫ 1

0

rdr
1 − |zn|2r2

≤ C1

∞∑
n=1

(1 − |zn|) log
e

1 − |zn| < ∞
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for some constant C1 > 0. On the other hand, by a change of variable, we have

S2 ≤
∞∑

n=1

∫
�(zn,

1
2 )

1 − |zn|2
(1 − |zn|)2|ϕzn (z)| dm(z)

≤ 2
∞∑

n=1

1
1 − |zn|

∫
�(zn,

1
2 )

dm(z)
|ϕzn (z)|

= 2
∞∑

n=1

1
1 − |zn|

∫
|w|< 1

2

1
|w| |ϕ

′
zn

(w)|2 dm(w)

= 2
∞∑

n=1

1
1 − |zn|

∫
|w|< 1

2

1
|w|

(1 − |zn|2)2

|1 − znw|4 dm(w)

≤ 27
∞∑

n=1

(1 − |zn|)
∫

|w|< 1
2

dm(w)
|w| < ∞.

Hence, the assertion for k = 1 is proved.
If the condition (8) holds for some α = 1/k, where k ≥ 2, then also (24) holds.

Hence, we make an induction assumption that (13) holds for some k ≥ 1, and so we
have to prove that (13) holds also for the index k + 1.

By [15, p. 44], we have

B(k+1)(z)
B(z)

=
k+1∑
n=2

∗∑
M

m∏
j=1

B(nj)(z)
B(z)

−
∞∑

n=1

k∑
j=0

(1 − |zn|2)zj
nk!

(1 − znz)j+1(zn − z)k−j+1
,

where M is a constant and the sum
∑∗ is taken over all m-tuples (n1, n2, . . . , nm) for

which n1 + n2 + · · · + nm = k + 1, and nj ≥ 1 for 1 ≤ j ≤ m. Next, we use the general
form of the Hölder inequality with conjugate indices pj = k+1

nj
for which

1
p1

+ 1
p2

+ · · · + 1
pm

= 1

to conclude that

∫
�

m∏
j=1

∣∣∣∣B(nj)(z)
B(z)

∣∣∣∣
1

k+1

dm(z) ≤
m∏

j=1

⎛
⎝∫

�

∣∣∣∣B(nj)(z)
B(z)

∣∣∣∣
1
nj

dm(z)

⎞
⎠

nj
k+1

< ∞.

Hence,

∫
�

∣∣∣∣B(k+1)(z)
B(z)

∣∣∣∣
1

k+1

dm(z)

≤ C2 + C3

∞∑
n=1

k∑
j=0

∫
�

(
1 − |zn|2

|1 − znz|k+2|ϕzn (z)|k−j+1

) 1
k+1

dm(z),

where C2, C3 > 0 are constants. It suffices to consider the term with index j = 0 since
the associated integrand takes the largest value for every z with index j = 0, because
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|ϕzn (z)| < 1. Now,

∫
�

(
1 − |zn|2

|1 − znz|k+2|ϕzn (z)|k+1

) 1
k+1

dm(z) =
∫

�\�(zn,
1
2 )

+
∫

�(zn,
1
2 )

≤ 2
∫

�

(
1 − |zn|2

|1 − znz|k+2

) 1
k+1

dm(z) + 2
1

k+1

1 − |zn|
∫

�(zn,
1
2 )

dm(z)
|ϕzn (z)|

≤ 2(1 − |zn|2)
1

k+1

∫
�

dm(z)

|1 − znz| k+2
k+1

+ 2
1

k+1

1 − |zn|
∫

|w|< 1
2

1
|w| |ϕ

′
zn

(z)|2 dm(w)

≤ C4(1 − |zn|) 1
k+1 ,

where C4 > 0 is a constant. This proves (13) for the index k + 1, and hence the assertion
follows by the principle of mathematical induction. �

REMARK. For f ∈ H(�), k ∈ � and p > 0, we recall from [14, pp. 179–180] the
asymptotic comparability

∫ 2π

0

∣∣Dkf (reiθ )
∣∣p

dθ 
∫ 2π

0

∣∣∣f (k)(reiθ )
∣∣∣p

dθ, r → 1−,

where Dkf is the fractional derivative of f of order k. Now Lemma 4 can be seen as
an improvement of a special case of [14, Theorem 3.1. (2)(3)], where α = 0, β = k,
p = 1/k, and the fractional derivative is replaced with the usual derivative of the same
order k.

We proceed to prove Theorem 4. Let B be a Blaschke product having zeros at the
points zn satisfying the given assumptions. Then, by [5, p. 192], the sequence {zn}∞n=1
is interpolating for some Bergman space Bp with p > 1. Hence we can find a function
g ∈ H(�) satisfying (9) such that g′ ∈ Bp and that f = Beg solves (2), where A(z) is
given by (10) and belongs to H(�). On the other hand, by [5, p. 80], it is clear that
g′′ ∈ B

1
2 . Thus the assertion follows by (21), the Hölder inequality and Lemma 4.

5. Proof of Theorem 5. Let g(z) = log(1 − z) and h(z) = z/(1 − z). We see that
the functions

fj(z) = exp
(
g(z) + (−1)jh(z)

)
, j = 1, 2,

are linearly independent solutions of (2), where

A(z) = − (
g′′(z) + g′(z)2 + h′(z)2) = −(1 − z)−4
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belongs to H(�) and satisfies

∫
D(0,r)

|A(z)| 1
2 dm(z) =

∫ r

0

∫ 2π

0

1
|1 − teiθ |2 dθ tdt

=
∫ r

0

1
1 − t2

∫ 2π

0

1 − t2

|1 − teiθ |2 dθ tdt

= π

∫ r

0

2t
1 − t2

dt = π log
1

1 − r2
.

Thus A �∈ B
1
2 . Since the base functions f1 and f2 have no zeros, we turn our attention

to their linear combinations. For simplicity, we consider the special case f = f2 − Cf1,
C > 0, leaving the general solution cf1 + df2, c, d ∈ �, to the reader.

By the 2π i-periodicity of the exponential function, the solution f has zeros exactly
at points zn satisfying h(zn) = D + πni, where D = (log C)/2. Since h maps � onto the
half-plane �z > −1/2, we need to assume C > 1/e in order for the solution f to have
zeros in the first place. Under the assumption C > 1/e the zeros of f are precisely at
the points

zn = D + πni
1 + D + πni

= D(1 + D) + π2n2 + πni
(1 + D)2 + π2n2

, n ∈ �. (25)

We see that

∞∑
n=−∞

(1 − |zn|2)α =
∞∑

n=−∞

(
1 + 2D

(1 + D)2 + π2n2

)α

< ∞

holds for every α > 1/2. In addition, (8) is not valid for α ∈ (0, 1/2]. On the other
hand, by a direct calculation, we obtain

1 −
∣∣∣∣ zn − zk

1 − znzk

∣∣∣∣
2

= (1 + 2D)2

π2(n − k)2 + (1 + 2D)2
, (26)

so that

∑
n�=k

(
1 −

∣∣∣∣ zn − zk

1 − znzk

∣∣∣∣
)

≤ (1 + 2D)2

π2

∑
n�=k

1
(n − k)2

= 2(1 + 2D)2

π2

∞∑
m=1

1
m2

= (1 + 2D)2

3

for every k ∈ �. In particular, the upper bound is independent on k. This implies (7),
and so the sequence {zn}n∈� is uniformly separated.

Since {zn}n∈� is uniformly separated, it is also separated. From (26) we see that the
separation constant δ defined in (6) is δ = π/

√
π2 + (1 + 2D)2. If the constant C > 1/e

is chosen close enough to 1/e, then this δ clearly satisfies the condition (12).
Finally, since eh ∈ N, it follows that every solution f belongs to N. Moreover, the

functions g, h as well as their derivatives belong to the union of all Hardy spaces, and
hence in N, so that f (n) ∈ N for all n ∈ �.
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