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The success of connectomics research in mapping the neural interconnections, as needed for 

understanding brain functions, largely depends on advances in microscopy and image analysis. Miniature 

features in brain rule its functions. Yet, large regions of interest (ROIs) must be scouted, for a proper 

understating of neural network system. This requires obtaining high-resolution tomographies of relatively 

large brain samples [1]. Regardless of what tomography technique is used, a critical step is the 

segmentation of the produced images to identify the boundaries of the constituent objects within the brain 

sample of interest. For that, each pixel (voxel) in the 2D (3D) image is assigned a label that is shared 

among all the pixels (voxels) of the same object, resulting in a 2D (3D) image that is partitioned into 

several groups of connected pixels (voxels) [2]. Doing so is necessary for follow-up interpretation steps 

but it faces significant challenges. Conventionally, the segmentation process is conducted manually, where 

trained individuals spend months to segment volumes in the order of cubic millimeters [1]. Aside from 

extensive labor and cost involved, such manual process entails human error. Double-checking and triple-

checking practices to eliminate such error would add to the required time and effort for conducting the 

manual segmentation. Existing attempts to crowdsource the manual segmentation task using volunteers 

face the challenge of volunteer’s lack of motivation [3]. On top of these, a major drawback of the state-

of-the-art software packages that enable manual segmentation is that the user, at each point in time, has 

only a 2D perception of the brain sample, which acts as a prohibitive factor on the way of conducting a 

realistic segmentation. Automated segmentation techniques tend to address these issues but they come 

short of providing a reliable solution [4]. Conventional computer-vision-based segmentation methods, 

such as thresholding are often only useful for aiding the manual segmentation and the machine-learning-

based segmentation algorithms [5] suffer from shortage of ground truth data, especially because the 

required data for supervised training of these algorithms must be produced manually. 

We propose a model-based approach to develop a fully automated segmentation method for 3D brain 

images, from different modalities. For that, we will leverage simulated imaging algorithms to produce 

labeled data for training machine-learning algorithms. Different classes of neurons will be considered. For 

each class, first a detailed computer aided design (CAD) model of the neuron, so called as “virtual” neuron, 

will be constructed, by reverse-engineering high-resolution tomographies (i.e. 3D images) of real brain 

samples. Next, the image of each neuron will be simulated (at different microscopy modalities), using 

physics-based image simulator algorithms. These algorithms will take the computer model of the neuron 

and the spatial map of its chemical composition, as well as a set of imaging parameters to generate a highly 

accurate image of the neuron in silico. Throughout an iterative process, the image simulation settings will 

be fine-tuned by conducting a quantitative comparison between the simulated image of the virtual neuron 

and the real image of the real neuron, through a feedback loop. This is followed by parametrizing the 

geometry of each neuron class to allow for an efficient, yet realistic, enumeration of different instance of 

each class of neuron. Then, through a combinatorial algorithm, a large number (thousands, millions or 

billions) of virtual, yet realistic, brain neural network blocks are generated in silico, where each block 

represents a different arrangement of virtual neurons and mimics a real brain sample block. For this, the 

geometric parameters, which define the shape of the a neuron, as well as the pose parameters, which define 

its orientation and position in space, will be set, using a random sampling approach, to generate different 
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virtual neurons. In fact, in each random selection, the geometric and pose parameters will adopt values 

within a plausible range. Also, material composition distribution of the neuron will be determined, through 

a random sampling approach and using the information at hand about the plausible chemical composition 

of each class of neurons. This is followed by putting the generated virtual neurons together to form virtual 

brain sample blocks. Although virtual, this brain block will contain a realistic network of neurons of 

various classes, sizes, shapes and orientations. This process is repeated until sufficient number of virtual 

brain blocks are produced in silico. Each virtual brain block will then undergo a simulated imaging step. 

Artefacts such as noise and charging will be incorporated in the simulation to result in more realistic 

images. The pair of the resulting in silico image and the in silico brain block is expected to serve as a 

highly realistic ground truth dataset for training the machine-learning algorithm for automated 

segmentation. One key advantage of the proposed segmentation method is that, it leverages the context 

(i.e., the knowledge that the objects are neurons) for a significantly more effective segmentation. That is, 

by narrowing down the set of possible geometries that could have resulted the image, reverse-engineering 

of the images to obtain the corresponding neural network is significantly facilitated. Further, due to the 

fact, in theory, there is no limitation in terms of the number of generated training data, the proposed 

approach is expected to significantly outperform currently practiced machine learning methods that use 

human-produced labeled data from real samples for training purposes. 

 
Figure 1. Schematic overview of the proposed innovation for establishing an automated brain 

segmentation method 
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Figure 2. Artificial neural network (ANN)'s generic architecture used for automatic labeling of the 

pixels/voxels of brain images 
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