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#### Abstract

For a truncated matrix moment problem, we describe in detail the set of positive definite matrices of measures $\mu$ in $V_{2 n}$ (this is the set of solutions of the problem of degree $2 n$ ) for which the polynomials up to degree $n$ are dense in the corresponding space $\mathcal{L}^{2}(\mu)$. These matrices of measures are exactly the extremal measures of the set $V_{n}$.


1. Introduction. Let $\nu=\left(\nu_{i, j}\right)_{1 \leq i, j \leq N}$ be a positive definite matrix of measures with finite moments $S_{k}$ of any order and having a sequence $\left(P_{n}\right)_{n=0}^{\infty}$ of orthonormal matrix polynomials, $P_{n}$ of degree $n$ and with non-singular leading coefficient. For the sake of simplicity we will assume $P_{0}(t)=I$.

These polynomials satisfy a three-term recurrence relation of the form

$$
\begin{equation*}
t P_{n}(t)=A_{n+1} P_{n+1}(t)+B_{n} P_{n}(t)+A_{n}^{*} P_{n-1}(t), \quad n \geq 0 \tag{1.1}
\end{equation*}
$$

( $A_{n}$ and $B_{n}$ being $N \times N$ matrices such that $\operatorname{det}\left(A_{n}\right) \neq 0$ and $B_{n}^{*}=B_{n}$ ), with initial condition $P_{-1}(t)=\theta$ (here and in the rest of this paper, we write $\theta$ for the null matrix, the dimension of which can be determined from the context. For instance, here $\theta$ is the $N \times N$ null matrix). It is well-known that this recurrence relation is equivalent to the orthogonality with respect to a positive definite matrix of measures: this is the matrix version of Favard's Theorem (see [AN], [D1] and [DL1]).

We denote by $Q_{n}(t)$ the corresponding sequence of polynomials of the second kind,

$$
Q_{n}(t)=\int_{\mathbb{R}} \frac{P_{n}(t)-P_{n}(x)}{t-x} d \nu(x), \quad n \geq 0
$$

which also satisfy the recurrence relation (1.1), with initial conditions $Q_{0}(t)=\theta$ and $Q_{1}(t)=A_{1}^{-1}$.

For $n \geq 0$ we denote by $V_{n}$ the set of positive definite matrices of measures whose moments up to degree $n$ are finite and coincide with those of $\nu$, that is:

$$
V_{n}=\left\{\mu=\left(\mu_{i, j}\right)_{1 \leq i, j \leq N}: \int_{\mathbb{R}} t^{p} d \mu_{i, j}=\int_{\mathbb{R}} t^{p} d \nu_{i, j}, \text { for } 0 \leq p \leq n \text { and } 1 \leq i, j \leq N\right\}
$$

For $\mu$ a positive definite matrix of measures, the space $\mathcal{L}^{2}(\mu)$ is defined as the set of $N \times N$ matrix functions $f: \mathbb{R} \rightarrow M_{N \times N}(\mathbb{C})$ such that $\tau\left(f(t) M(t) f(t)^{*}\right) \in L^{1}(\tau \mu)$, where
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$M$ is the Radon-Nikodym derivative of $\mu$ with respect to its trace $(\tau \mu)$ (for a matrix $A=\left(a_{i, j}\right)_{1 \leq i, j \leq N}$, we denote $\tau A$ for its trace, i.e. $\left.\tau A=\sum_{i=1}^{N} a_{i, i}\right)$ :

$$
M=\left(m_{i, j}\right)_{i, j=1}^{N}=\left(\frac{d \mu_{i, j}}{d \tau \mu}\right)_{1 \leq i, j \leq N}
$$

The space $\mathcal{L}^{2}(\mu)$ is endowed with the norm

$$
\|f\|_{2, \mu}=\left\|\tau\left(f(t) M(t) f(t)^{*}\right)^{\frac{1}{2}}\right\|_{2, \tau \mu}=\left(\int_{\mathbb{R}} \tau\left(f(t) M(t) f(t)^{*}\right) d \tau \mu(t)\right)^{\frac{1}{2}}
$$

and is a Hilbert space. The duality works as for the scalar case (see [R] or [DL2] for more details. For the definition of the $\mathcal{L}^{p}$ spaces associated to $\mu$ see [DL2]).

We stress that since we only impose the matrices of measures in $V_{2 n}$ to have finite moments up to degree $2 n$, for $\mu \in V_{2 n}$ we can guarantee only that the polynomials up to degree $n$ belong to the corresponding space $\mathcal{L}^{2}(\mu)$. In any case, the polynomials $\left(P_{k}\right)_{k=0, \ldots, n}$ are orthonormal with respect to any measure in $V_{2 n}$.

In this paper we characterize the matrices of measures $\mu$ of $V_{2 n-2}$ for which the polynomials up to degree $n-1$ are dense in $\mathcal{L}^{2}(\mu)$ : $\mu$ is an extremal matrix (in the sense of convexity) in $V_{n-1}$. Furthermore, this is the case if and only if $\mu$ is a discrete matrix of measures whose support (the support of a positive definite matrix of measures $\mu=\left(\mu_{i, j}\right)_{1 \leq i, j \leq N}$ is the support of its trace measure $\left.\tau \mu=\sum_{i=1}^{N} \mu_{i, i}\right)$ is the set of zeros of $\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)$ (the zeros of a matrix polynomial $P(t)$ are the zeros of the determinant of $P(t)$ ), where the matrix $A$ makes $A_{n} A$ hermitian:

THEOREM 1. For a matrix of measures $\mu$ in $V_{2 n-2}(n \geq 1)$ the following statements are equivalent:
(1) $\mu$ is an extremal measure of the set $V_{n-1}$.
(2) The matrix polynomials of degree less than or equal to $n-1$ are dense in the space $\mathcal{L}^{2}(\mu)$.
(3) There exists an $N \times N$ matrix $A$ such that $A_{n} A=A^{*} A_{n}^{*}$ and for which $\mu=\sum_{i=1}^{q} G_{i} \delta_{x_{i}}$, where $x_{i}, i=1, \ldots, q$, are the different zeros of the polynomial $\operatorname{det}\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)$ and $G_{i}$ are the matrices which appear in the simple fraction decomposition

$$
\begin{equation*}
\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)^{-1}\left(Q_{n}(\lambda)-A Q_{n-1}(\lambda)\right)=\sum_{i=1}^{q} \frac{G_{i}}{\lambda-x_{i}} \tag{1.2}
\end{equation*}
$$

The numbers $x_{i}$ are real and the matrices $G_{i}$ are positive semidefinite, $i=1, \ldots, q$.
The comparison between Theorem 1 and its scalar version points out the existence of important divergences created by the matrix structure. We devote the third section of this paper to study one of these divergences: in the scalar case, the points of the support of the extremal measures support the maximum mass in $V_{2 n-2}$; indeed, if $\mu \in V_{2 n-2}$ is extremal in $V_{n-1}$, it is well-known (see for example [A, p. 61]) that if $x_{i} \in \operatorname{supp}(\mu)$, then

$$
\mu\left(\left\{x_{i}\right\}\right)=\frac{1}{\sum_{k=0}^{n-1} p_{k}^{2}\left(x_{i}\right)}
$$

and $\mu\left(\left\{x_{i}\right\}\right) \geq \nu\left(\left\{x_{i}\right\}\right)$, for any $\nu \in V_{2 n-2}$.
This property is not true in the matrix case. Indeed, the matrices in $V_{2 n-2}$ extremal in $V_{n-1}$ may not support the maximum mass in $V_{2 n-2}$. This happens exactly when the mass is a non-singular matrix, in which case the polynomial $P_{n}(\lambda)-A P_{n-1}(\lambda)$ has a zero of maximum multiplicity at the corresponding point $x_{i}$. In that case $A$ is given by $A=P_{n}\left(x_{i}\right) P_{n-1}^{-1}\left(x_{i}\right)$ (see Theorem 3.1).
2. The structure Theorem. We prove here Theorem 1. Before beginning on the proof we need some formulae and preliminary results.

Lemma 2.1. (1) The Christoffel-Darboux formula

$$
\begin{equation*}
P_{n-1}^{*}(u) A_{n} P_{n}(v)-P_{n}^{*}(u) A_{n}^{*} P_{n-1}(v)=(v-u) \sum_{k=0}^{n-1} P_{k}^{*}(u) P_{k}(v), \quad u, v \in \mathbb{C}, \tag{2.1}
\end{equation*}
$$

(2) with its particular case

$$
\begin{equation*}
P_{n-1}^{*}(z) A_{n} P_{n}^{\prime}(z)-P_{n}^{*}(z) A_{n}^{*} P_{n-1}^{\prime}(z)=\sum_{k=0}^{n-1} P_{k}^{*}(z) P_{k}(z), \quad z \in \mathbb{C} \tag{2.2}
\end{equation*}
$$

(3) The Green formula

$$
\begin{equation*}
P_{n-1}^{*}(u) A_{n} Q_{n}(v)-P_{n}^{*}(u) A_{n}^{*} Q_{n-1}(v)=I+(v-u) \sum_{k=0}^{n-1} P_{k}^{*}(u) Q_{k}(v), \quad u, v \in \mathbb{C} . \tag{2.3}
\end{equation*}
$$

(4) If $A$ is a $N \times N$ matrix such that $A_{n} A=A^{*} A_{n}^{*}$, and $\lambda \in \mathbb{C}$ is not a zero of $\operatorname{det}\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)$ then

$$
\begin{aligned}
& \left(Q_{n}^{*}(\lambda)-Q_{n-1}^{*}(\lambda) A^{*}\right)\left(P_{n}^{*}(\lambda)-P_{n-1}^{*}(\lambda) A^{*}\right)^{-1} \\
& \quad=\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)^{-1}\left(Q_{n}(\lambda)-A Q_{n-1}(\lambda)\right)
\end{aligned}
$$

In particular, if $\lambda \in \mathbb{R}$ is not a zero of $\operatorname{det}\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)$ then the matrix $\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)^{-1}\left(Q_{n}(\lambda)-A Q_{n-1}(\lambda)\right)$ is hermitian.
(5) If $\mu_{0}$ is an extremal matrix of measures of the set $V_{n-1}$, then $\mu_{0}$ has at most $n N^{2}$ points in its support.

Proof. (1), (2) and (3) can be found in Lemma 2.1 of [D2].
(4) can be proved as the Step 1 of [D2, Theorem 3.1].
(5) This result is taken from [K]. Taking into account this article is written in Ukrainian, we include here the translation of the proof, to make this paper more complete. We seize the opportunity to express Professor Alexander Aptekarev our gratitude for his assistance to translate this result.

Suppose on the contrary that $\mu_{0}$ has a number of points in its support bigger than or equal to $n N^{2}+1$. Then it is possible to choose $n N^{2}+1$ disjoint intervals $\Delta_{0}, \ldots, \Delta_{n N^{2}}$ such that $\mu_{0}\left(\Delta_{i}\right) \neq \theta$, for $0 \leq i \leq n N^{2}$. Let's call

$$
\Delta_{n N^{2}+1}=\mathbb{R} \backslash \bigcup_{i=1}^{n N^{2}} \Delta_{i} .
$$

Since $\Delta_{0} \subseteq \Delta_{n N^{2}+1}$ we have that $\mu_{0}\left(\Delta_{n N^{2}+1}\right) \neq \theta$.
Given a vector $\left(a_{1}, \ldots, a_{n N^{2}+1}\right)$ in $\mathbb{R}^{n N^{2}+1}$ with $a_{i} \geq 0$ for $1 \leq i \leq n N^{2}+1$, it is possible to define a matrix of measures $\nu$ by

$$
\nu(A)=\sum_{i=1}^{n N^{2}+1} a_{i} \mu_{0}\left(A \cap \Delta_{i}\right)
$$

Let's call $W_{n-1}$ the set of vectors $\left(a_{1}, \ldots, a_{n N^{2}+1}\right)$ in $\mathbb{R}^{n N^{2}+1}$ with non-negative coordinates for which the corresponding matrix of measures $\nu$ belongs to $V_{n-1}$.

We then have that the matrix of measures associated to the vector $(1, \ldots, 1)$ is $\mu_{0}$ and since this matrix of measures is extremal in $V_{n-1}$ we have that $(1, \ldots, 1)$ is extremal in $W_{n-1}$.

The set $W_{n-1}$ is characterized by the equations

$$
\begin{cases}a_{i} \geq 0, & \text { for } 1 \leq i \leq n N^{2}+1  \tag{2.4}\\ \sum_{i=1}^{n N^{2}+1} a_{i} \int_{\Delta_{i}} t^{k} d \mu_{0}(t)=S_{k}, & \text { for } 0 \leq k \leq n-1,\end{cases}
$$

which determine a system of $n N^{2}$ equations in the $n N^{2}+1$ unknowns $a_{i}$. Thus it is possible to choose a solution $\left(h_{1}, \ldots, h_{n N^{2}+1}\right)$ for the homogeneous system (that is, replacing $S_{k}$ by $\theta$ ) such that $\left|h_{i}\right|<1$ for $1 \leq i \leq n N^{2}+1$.

Defining $H_{+}=\left(1+h_{1}, \ldots, 1+h_{n N^{2}+1}\right)$ and $H_{-}=\left(1-h_{1}, \ldots, 1-h_{n N^{2}+1}\right)$, it is clear that $H_{+}$and $H_{-}$satisfy (2.4), and so does $H=\frac{1}{2}\left(H_{+}+H_{-}\right)$, so $H$ is not extremal in $W_{n-1}$, which is a contradiction.

We are now ready to proceed with the proof of Theorem 1 :
Proof of Theorem 1. (1) $\Rightarrow$ (2) If $\mu$ is extremal in $V_{n-1}$, from Lemma 2.1(5) follows that $\mu$ is discrete and then of the form

$$
\mu=\sum_{i=1}^{q} G_{i} \delta_{x_{i}}
$$

where $q$ is certain natural number, $x_{i}$ are real numbers and $G_{i}$ are positive semidefinite numerical matrices.

If the polynomials up to degree $n-1$ are not dense in the space $\mathcal{L}^{2}(\mu)$ then by the Hahn-Banach Theorem there exists a non zero operator $\Lambda$ acting on $\mathcal{L}^{2}(\mu)$ such that it vanishes on any polynomial of degree lower than $n$. By the duality Theorem we can represent this operator with a unique function $g=\sum_{i=1}^{q} A_{i} \delta_{x_{i}}$ in $\mathcal{L}^{2}(\mu)$. For any function $f$ in $\mathcal{L}^{2}(\mu)$ the operator $\Lambda$ is defined by

$$
\Lambda(f)=\int_{\mathbb{R}} \tau\left(f(t) d \mu(t) g^{*}(t)\right)=\sum_{i=1}^{q} \tau\left(f\left(x_{i}\right) G_{i} A_{i}^{*}\right)
$$

Since $\Lambda(p)=0$ for any polynomial $p$ up to degree $n-1$ we have that the not necessarily positive definite matrix of measures

$$
\mu_{0}=\sum_{i=1}^{q} G_{i} A_{i}^{*} \delta_{x_{i}}
$$

has null moments up to degree $n-1$.
By considering

$$
\mu_{0}^{H}=\sum_{i=1}^{q}\left(G_{i} A_{i}^{*}+A_{i} G_{i}\right) \delta_{x_{i}}=\sum_{i=1}^{q} H_{i} \delta_{x_{i}}
$$

we obtain a hermitian matrix of measures with null moments up to degree $n-1$. Let's put $a_{i}$ for the smallest non zero eigenvalue of the matrix $G_{i}$ (we recall that $G_{i}$ are positive semidefinite) and choose a positive number $C$ such that

$$
\frac{1}{C} \max _{1 \leq i \leq q}\left\|H_{i}\right\|_{2}<\min _{1 \leq i \leq q} a_{i}
$$

We decompose the matrix of measures $\mu$ in the following way

$$
\mu=\frac{1}{2}\left(\mu+\frac{1}{C} \mu_{0}^{H}\right)+\frac{1}{2}\left(\mu-\frac{1}{C} \mu_{0}^{H}\right)
$$

and we next prove that the matrices of measures $\mu \pm \frac{1}{C} \mu_{0}^{H}$ are positive definite, for which it is enough to prove that the numerical matrices $G_{i} \pm \frac{1}{C} H_{i}$ are positive semidefinite. For it, if $v$ is a vector in $\mathbb{C}^{N}$ and belongs to $\operatorname{Ker} G_{i}$, then

$$
v\left(G_{i} \pm \frac{1}{C} H_{i}\right) v^{*}=v\left(G_{i} \pm \frac{1}{C}\left(G_{i} A_{i}^{*}+A_{i} G_{i}\right)\right) v^{*}=0
$$

and if $v$ is orthogonal to $\operatorname{Ker} G_{i}$ then

$$
\begin{aligned}
v\left(G_{i} \pm \frac{1}{C} H_{i}\right) v^{*} & =v G_{i} v^{*} \pm \frac{1}{C} v H_{i} v^{*} \\
& \geq\|v\|^{2} a_{i}-\frac{1}{C}\left\|H_{i}\right\|\|v\|^{2} \\
& \geq\left(\min _{1 \leq i \leq q} a_{i}-\frac{1}{C} \max _{1 \leq i \leq q}\left\|H_{i}\right\|\right)\|v\|^{2}>0
\end{aligned}
$$

Hence we conclude that the matrix of measures $\mu$ can not be extremal in $V_{n-1}$, which is a contradiction.
$(2) \Rightarrow(1)$ Suppose now that the polynomials up to degree $n-1$ are dense in $\mathcal{L}^{2}(\mu)$ and also that $\mu$ is not extremal in the set $V_{n-1}$, that is $\mu$ can be written as $\mu=\alpha \mu_{1}+(1-\alpha) \mu_{2}$, for certain $0<\alpha<1$ and $\mu_{1}$ and $\mu_{2}$ being two different matrices of measures in $V_{n-1}$. We then define the operators $T$ and $T_{1}$ on $\mathcal{L}^{2}(\mu)$ by:

$$
T(f)=\int_{\mathbb{R}} \tau(f d \mu I) \quad \text { and } \quad T_{1}(f)=\int_{\mathbb{R}} \tau\left(f d \mu_{1} I\right)
$$

Both are clearly linear and $T$ is continuous because $I$ belongs to $\mathcal{L}^{2}(\mu)$. For $T_{1}$ we have:

$$
\begin{aligned}
\left|\int_{\mathbb{R}} \tau\left(f d \mu_{1} I\right)\right| & =\frac{1}{\alpha}\left|\int_{\mathbb{R}} \tau\left(f d\left(\mu-(1-\alpha) \mu_{2}\right) I\right)\right| \\
& \leq \frac{1}{\alpha}\left(\int_{\mathbb{R}} \tau\left(f d\left(\mu-(1-\alpha) \mu_{2}\right) f^{*}\right)\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} \tau\left(I d\left(\mu-(1-\alpha) \mu_{2}\right) I\right)\right)^{\frac{1}{2}} \\
& \leq \frac{1}{\alpha}\left(\int_{\mathbb{R}} \tau\left(f d \mu f^{*}\right)\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} d \tau \mu\right)^{\frac{1}{2}}
\end{aligned}
$$

so if we take $c=\frac{1}{\alpha}\left(\int_{\mathbb{R}} d \tau \mu\right)^{\frac{1}{2}}$ we have $\left|T_{1}(f)\right| \leq c\|f\|_{2, \mu}$, that is $T_{1}$ is a continuous operator. We define now $U=T-T_{1}, U$ is a linear and continuous operator defined on $\mathcal{L}^{2}(\mu), U$ is not the zero operator but vanishes on any polynomial up to degree $n-1$, so we conclude that the polynomials up to degree $n-1$ are not dense in the space $\mathcal{L}^{2}(\mu)$.

REMARK. Observe that the proof given for $(2) \Rightarrow(1)$ also works for a non-truncated matrix moment problem. In that case, if $\mu$ is a solution of the moment problem and the polynomials are dense in the space $\mathcal{L}^{2}(\mu)$, then $\mu$ is extremal in the set of solutions of that matrix moment problem.

To prove $(3) \Rightarrow(2)$ we need the following lemma:
LEMMA 2.2. (1) If $\mu=M(t) d \tau \mu$ is a positive definite matrix of measures and $\left(P_{k}\right)_{k=0}^{\infty}$ is a sequence of associated orthonormal matrix polynomials, with $\operatorname{dgr}\left(P_{k}\right)=k$ and with non-singular leading coefficient, then for any $f$ in $\mathcal{L}^{2}(\mu)$ and for any $n$ natural, the best approximation of $f$ in $\mathcal{L}^{2}(\mu)$ by a polynomial of degree at most $n$ is the given by the Fourier series

$$
\sum_{k=0}^{n}\left(f, P_{k}\right) P_{k}
$$

where

$$
\left(f, P_{k}\right)=\int_{\mathbb{R}} f(t) M(t) P_{k}^{*}(t) d \tau \mu(t) .
$$

(2) For a given positive definite matrix of measures of the form

$$
\mu=\sum_{i=1}^{q} G_{i} \delta_{x_{i}}
$$

where $q$ is a natural number, $x_{i}$ are real numbers and $G_{i}$ are positive semidefinite numerical matrices, the following statements are equivalent:
(a) $\overline{\mathbb{C}_{n-1}^{N \times N}[x]}=\mathcal{L}^{2}(\mu)$.
(b) $\sum_{i=1}^{q} \operatorname{rank}\left(G_{i}\right)=n N$.

PROOF. (1) It is enough to proceed as in the scalar case.
(2) For a matrix of measures like this (discrete and with finite support), it is clear that any function $f$ in $\mathcal{L}^{2}(\mu)$ can be represented as

$$
f=\sum_{i=1}^{q} F_{i} \delta_{x_{i}}
$$

where $F_{i}$ are numerical matrices and $x_{i}$ are the points in the support of $\mu$. We identify $f$ with $\theta$ if and only if $F_{i} G_{i}=\theta$, for $i=1, \ldots, q$. Since $\operatorname{dim}\left(\operatorname{Im}\left(F \rightarrow G_{i} F\right)\right)=N \operatorname{rank}\left(G_{i}\right)$ it is not difficult to find

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{L}^{2}(\mu)\right)=\sum_{i=1}^{q} N \operatorname{rank}\left(G_{i}\right)=N \sum_{i=1}^{q} \operatorname{rank}\left(G_{i}\right) \tag{2.5}
\end{equation*}
$$

(a) $\Rightarrow$ (b) If $\mathbb{C}_{n-1}^{N \times N}[x]$ is dense in $\mathcal{L}^{2}(\mu)$, we can represent any function $f$ in $\mathcal{L}^{2}(\mu)$ in the form

$$
f=\sum_{k=0}^{n-1} A_{k} P_{k}(t)
$$

$A_{k}$ being $N \times N$ numerical matrices; if

$$
\sum_{k=0}^{n-1} A_{k} P_{k}(t)=\sum_{k=0}^{n-1} A_{k}^{\prime} P_{k}(t)
$$

it is enough to use the orthonormality of $P_{0}, \ldots, P_{n-1}$ to obtain that $A_{k}=A_{k}^{\prime}$, for $k=$ $0, \ldots, n-1$. This way, ranging the matrices $A_{k}$ in $M_{N \times N}(\mathbb{C})$ we obtain the whole space $\mathcal{L}^{2}(\mu)$ and hence we deduce

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{L}^{2}(\mu)\right)=n N^{2} \tag{2.6}
\end{equation*}
$$

Taking now into account (2.5) we have

$$
\sum_{i=1}^{q} \operatorname{rank}\left(G_{i}\right)=n N
$$

(b) $\Rightarrow$ (a) Given $P, Q$ in $\mathbb{C}_{n-1}^{N \times N}[x], P \neq Q$, we can write

$$
P=\sum_{k=0}^{n-1} A_{k} P_{k}, \quad Q=\sum_{k=0}^{n-1} B_{k} P_{k}
$$

with $B_{k} \neq A_{k}$ for some $k$ between 0 and $n-1$, hence $P \neq Q$ in $\mathcal{L}^{2}(\mu)$. Since $\mathbb{C}_{n-1}^{N \times N}[x] \subseteq$ $\mathcal{L}^{2}(\mu)$, we have $\operatorname{dim}\left(\mathcal{L}^{2}(\mu)\right) \geq n N^{2}$.

Furthermore, from (2.5) we obtain

$$
\operatorname{dim}\left(\mathcal{L}^{2}(\mu)\right)=N\left(\sum_{i=1}^{q} \operatorname{rank}\left(G_{i}\right)\right)=n N^{2}
$$

so $\mathbb{C}_{n-1}^{N \times N}[x]=\mathcal{L}^{2}(\mu)$, and hence the polynomials up to degree $n-1$ are dense in $\mathcal{L}^{2}(\mu)$.
We return to the proof of the Theorem, proving (3) $\Rightarrow$ (2)
In [D2, Section 3] it is proved that for a sequence of orthonormal matrix polynomials $\left(P_{n}\right)_{n}$ satisfying the three-term recurrence relation

$$
t P_{n}(t)=A_{n+1} P_{n+1}(t)+B_{n} P_{n}(t)+A_{n}^{*} P_{n-1}(t)
$$

if $A$ is a $N \times N$ matrix such that $A_{n} A=A^{*} A_{n}^{*}$, then the simple fraction decomposition

$$
\begin{equation*}
\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)^{-1} R(\lambda)=\sum_{k=1}^{m} \frac{G_{n, k}}{\lambda-x_{n, k}} \tag{2.7}
\end{equation*}
$$

is always possible, for $R$ any matrix polynomial of degree lower than or equal to $n-1$. This is possible even though the zeros $x_{n, k}$ of $\operatorname{det}\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)=0$ can have multiplicity bigger than 1. $G_{n, k}$ are certain numerical matrices explicitly given by:

$$
\begin{aligned}
G_{n, k}= & \frac{1}{\left(\operatorname{det}\left(P_{n}(t)-A P_{n-1}(t)\right)\right)^{\left(l_{k}\right)}\left(x_{n, k}\right)} \\
& \cdot\left(\operatorname{Adj}\left(P_{n}(t)-A P_{n-1}(t)\right)\right)^{\left(l_{k}-1\right)}\left(x_{n, k}\right) R\left(x_{n, k}\right), \quad k=1, \ldots, m
\end{aligned}
$$

where $l_{k}$ is the order of $x_{n, k}$ as a zero of the polynomial $\operatorname{det}\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)$. For the particular case $R(\lambda)=Q_{n}(\lambda)-A Q_{n-1}(\lambda)$, the matrices $G_{n, k}(k=1, \ldots, m)$ are positive semidefinite and the rank of $G_{n, k}$ coincides with the multiplicity of the zero $x_{n, k}$.

In consequence, $\sum_{i=1}^{q} \operatorname{rank}\left(G_{i}\right)=\sum_{i=1}^{q}$ multiplicity $\left(x_{i}\right)=n N$. Now it is enough to apply Lemma 2.2(2).
(2) $\Rightarrow$ (3) Suppose now $\mu \in V_{2 n-2}$, and $\mathbb{C}_{n-1}^{N \times N}[x]$ is dense in $\mathcal{L}^{2}(\mu)$. Since this condition is equivalent to the extremality of $\mu$ in $V_{n-1}$, from Lemma 2.1(5), we can express $\mu=$ $\sum_{i=1}^{q} G_{i} \delta_{x_{i}}$, with $G_{i}$ positive semidefinite numerical matrices and $x_{i}$ real numbers we are going to determine. We proceed in several steps.

STEP ONE. For $1 \leq i, j \leq q$, the following formula holds

$$
G_{j}\left(P_{n-1}^{*}\left(x_{j}\right) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}\left(x_{j}\right) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right) G_{i}=\theta
$$

From Lemma 2.2(2), and since by hypothesis $\overline{\mathbb{C}_{n}^{N \times N}[x]}=\mathcal{L}^{2}(\mu)$, for any function $f$ in $\mathcal{L}^{2}(\mu)$ we have

$$
f=\sum_{k=0}^{n-1}\left(f, P_{k}\right) P_{k}
$$

in $\mathcal{L}^{2}(\mu)$, where $\left(f, P_{k}\right)$ is the Fourier coefficient of $f$ associated to $P_{k}$. Taking into account that we identify $f$ with $\theta$ if and only if $F_{i} G_{i}=\theta$, for $i=1, \ldots, q$, this is equivalent to

$$
f\left(x_{i}\right) G_{i}=\sum_{k=0}^{n-1}\left(f, P_{k}\right) P_{k}\left(x_{i}\right) G_{i}, \quad \text { for } 1 \leq i \leq q
$$

For $\lambda \in \mathbb{C} \backslash \mathbb{R}$, we call $f_{\lambda}(t)=\frac{I}{t-\lambda}$. Since $f_{\lambda}$ is bounded, $f_{\lambda} \in \mathcal{L}^{2}(\mu)$. We compute its Fourier coefficients:

$$
\begin{aligned}
\left(f_{\lambda}, P_{k}\right) & =\int_{\mathbb{R}} \frac{I}{t-\lambda} d \mu(t) P_{k}^{*}(t) \\
& =\int_{\mathbb{R}} d \mu(t) \frac{P_{k}^{*}(t)-P_{k}^{*}(\lambda)}{(t-\lambda)}+\int_{\mathbb{R}} \frac{d \mu(t)}{t-\lambda} P_{k}^{*}(\lambda) \\
& =Q_{k}^{*}(\lambda)+\omega(\lambda) P_{k}^{*}(\lambda)
\end{aligned}
$$

where $\omega(\lambda)$ is the Hilbert transform of $f_{\lambda}$, that is

$$
\omega(\lambda)=\int_{\mathbb{R}} \frac{d \mu(t)}{t-\lambda}=\sum_{i=1}^{q} \frac{G_{i}}{x_{i}-\lambda} .
$$

Then, for $1 \leq i \leq q$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$, we have

$$
\begin{aligned}
\frac{G_{i}}{x_{i}-\lambda} & =\sum_{k=0}^{n-1}\left(Q_{k}^{*}(\lambda)+\omega(\lambda) P_{k}^{*}(\lambda)\right) P_{k}\left(x_{i}\right) G_{i} \\
& =\sum_{k=0}^{n-1} Q_{k}^{*}(\lambda) P_{k}\left(x_{i}\right) G_{i}+\omega(\lambda) \sum_{k=0}^{n-1} P_{k}^{*}(\lambda) P_{k}\left(x_{i}\right) G_{i},
\end{aligned}
$$

which gives

$$
\theta=\left[-I+\left(x_{i}-\lambda\right) \sum_{k=0}^{n-1} Q_{k}^{*}(\lambda) P_{k}\left(x_{i}\right)\right] G_{i}+\omega(\lambda)\left[\left(x_{i}-\lambda\right) \sum_{k=0}^{n-1} P_{k}^{*}(\lambda) P_{k}\left(x_{i}\right)\right] G_{i}
$$

for $1 \leq i \leq q$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$.
By using the formulae (2.1) and (2.3) we obtain

$$
\begin{align*}
\theta=[ & \left.Q_{n-1}^{*}(\lambda) A_{n} P_{n}\left(x_{i}\right)-Q_{n}^{*}(\lambda) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right] G_{i} \\
& +\omega(\lambda)\left[P_{n-1}^{*}(\lambda) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}(\lambda) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right] G_{i} \tag{2.8}
\end{align*}
$$

for $1 \leq i \leq q$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$.
Multiplying (2.8) by $\left(x_{j}-\lambda\right)$ and taking limit for $\lambda$ tending to $x_{j}$, for $j \neq i$, and taking into account that $\omega(\lambda)=\sum_{i=1}^{q} \frac{G_{i}}{x_{i}-\lambda}$ we obtain

$$
\begin{equation*}
G_{j}\left(P_{n-1}^{*}\left(x_{j}\right) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}\left(x_{j}\right) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right) G_{i}=\theta \tag{2.9}
\end{equation*}
$$

for $1 \leq i, j \leq q, i \neq j$.
Since $P_{n-1}^{*}\left(x_{i}\right) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}\left(x_{i}\right) A_{n}^{*} P_{n-1}\left(x_{i}\right)=\theta$ (formula (2.1)), formula (2.9) holds for every $1 \leq i, j \leq q$.

Step Two. Definition of the matrix $A$.
To define the matrix $A$ we need to prove that the sum of the images of the mappings represented by the matrices $P_{n-1}\left(x_{i}\right) G_{i}, i=1, \ldots, q$, is all $\mathbb{C}^{N}$. To prove this it will be enough to establish that the sum of the images of the mappings represented by the matrices $P_{n-1}\left(x_{i}\right) G_{i} P_{n-1}^{*}\left(x_{i}\right), i=1, \ldots, q$, is all $\mathbb{C}^{N}$.

Let $A_{i}=\left(v_{i, j}\right)_{j=1, \ldots, k_{i}}$ be a basis of $\operatorname{Im}\left(P_{n-1}\left(x_{i}\right) G_{i} P_{n-1}^{*}\left(x_{i}\right)\right)$. If the space spanned by the elements of $A_{i}(1 \leq i \leq q)$, that is, $\left\langle A_{1}, \ldots, A_{q}\right\rangle$ has dimension lower than $N$, then there exists a non zero vector $v$ orthogonal to $\left\langle A_{1}, \ldots, A_{q}\right\rangle$. For this vector $v$ and for any $i$ we can write

$$
P_{n-1}\left(x_{i}\right) G_{i} P_{n-1}^{*}\left(x_{i}\right) v=\sum_{j=1}^{k_{i}} \alpha_{i, j} v_{i, j},
$$

where $\alpha_{i, j}$ are complex numbers. Taking now into account that $v$ is orthogonal to $A_{i}$ we have

$$
v^{*} P_{n-1}\left(x_{i}\right) G_{i} P_{n-1}^{*}\left(x_{i}\right) v=\sum_{j=1}^{k_{i}} \alpha_{i, j} v^{*} v_{i, j}=0
$$

Since

$$
\begin{equation*}
\sum_{i=1}^{q} P_{n-1}\left(x_{i}\right) G_{i} P_{n-1}^{*}\left(x_{i}\right)=\int_{\mathbb{R}} P_{n-1}(t) d \mu(t) P_{n-1}^{*}(t)=I \tag{2.10}
\end{equation*}
$$

summing in the former equality for $i$ we get $v^{*} v=0$, which implies $v=0$, which is a contradiction.

We are now ready to define the matrix $A$.
$A$ is the matrix representing a linear mapping $A: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ we define as follows: for a vector $v$ in $\mathbb{C}^{N}$, we can write $v=\sum_{i=1}^{q} P_{n-1}\left(x_{i}\right) G_{i} v_{i}$, where $v_{i}$ are certain vectors in $\mathbb{C}^{N}$. Then we put $A v=\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} v_{i}$.

Let's see now that $A$ is well defined. Suppose that $v$ admits the two representations

$$
v=\sum_{i=1}^{q} P_{n-1}\left(x_{i}\right) G_{i} w_{i}=\sum_{i=1}^{q} P_{n-1}\left(x_{i}\right) G_{i} z_{i},
$$

where $w_{i}$ and $z_{i}$ are vectors in $\mathbb{C}^{N}$. We have to prove that

$$
\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} w_{i}=\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} z_{i}
$$

By multiplying in (2.9) to the right by $w_{i}$ and summing for $i$ we get

$$
\begin{equation*}
G_{j} P_{n-1}^{*}\left(x_{j}\right) A_{n} \sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} w_{i}-G_{j} P_{n}^{*}\left(x_{j}\right) A_{n}^{*} v=\theta, \quad \text { for } 1 \leq j \leq q . \tag{2.11}
\end{equation*}
$$

By multiplying to the right by $z_{i}$ and summing for $i$ we get

$$
\begin{equation*}
G_{j} P_{n-1}^{*}\left(x_{j}\right) A_{n} \sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} z_{i}-G_{j} P_{n}^{*}\left(x_{j}\right) A_{n}^{*} v=\theta, \quad \text { for } 1 \leq j \leq q \tag{2.12}
\end{equation*}
$$

Subtracting (2.11) and (2.12) yields

$$
\begin{equation*}
G_{j} P_{n-1}^{*}\left(x_{j}\right) A_{n}\left(\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} w_{i}-\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} z_{i}\right)=\theta, \quad \text { for } 1 \leq j \leq q \tag{2.13}
\end{equation*}
$$

Multiplying in (2.13) by $P_{n-1}\left(x_{j}\right)$ to the left and summing we get

$$
\left(\sum_{j=1}^{q} P_{n-1}\left(x_{j}\right) G_{j} P_{n-1}^{*}\left(x_{j}\right)\right) A_{n}\left(\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} w_{i}-\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} z_{i}\right)=\theta
$$

Again taking into account (2.10) and that $A_{n}$ is non-singular we deduce $\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} w_{i}$ $=\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} z_{i}$ and thus $A$ is well defined.

Step Three. $\quad A_{n} A=A^{*} A_{n}^{*}$.
Given an arbitrary vector $v$ in $\mathbb{C}^{N}$, we write it as $v=\sum_{i=1}^{q} P_{n-1}\left(x_{i}\right) G_{i} v_{i}$, where $v_{i}$ are vectors in $\mathbb{C}^{N}$. Multiplying in (2.9) to the right by $v_{i}$ and summing for $i$ yields

$$
G_{j}\left(P_{n-1}^{*}\left(x_{j}\right) A_{n} A-P_{n}^{*}\left(x_{j}\right) A_{n}^{*}\right) v=\theta
$$

hence we deduce

$$
G_{j} P_{n-1}^{*}\left(x_{j}\right) A_{n} A-G_{j} P_{n}^{*}\left(x_{j}\right) A_{n}^{*}=\theta
$$

Multiplying now in this formula to the left by $v_{j}^{*}$ and summing yields

$$
v^{*} A_{n} A-v^{*} A^{*} A_{n}^{*}=\theta
$$

for any vector $v$ in $\mathbb{C}^{N}$, so we have $A_{n} A=A^{*} A_{n}^{*}$.

Step Four. For $\lambda \in \mathbb{C} \backslash \mathbb{R}$,

$$
\omega(\lambda)=-\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)^{-1}\left(Q_{n}(\lambda)-A Q_{n-1}(\lambda)\right)
$$

We retake now formula (2.8):

$$
\begin{aligned}
\theta= & {\left[Q_{n-1}^{*}(\lambda) A_{n} P_{n}\left(x_{i}\right)-Q_{n}^{*}(\lambda) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right] G_{i} } \\
& +\omega(\lambda)\left[P_{n-1}^{*}(\lambda) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}(\lambda) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right] G_{i}
\end{aligned}
$$

for $1 \leq i \leq q$. Let $v \in \mathbb{C}^{N}$ and write it as

$$
v=\sum_{i=1}^{q} P_{n-1}\left(x_{i}\right) G_{i} \omega_{i}
$$

Then $A v=\sum_{i=1}^{q} P_{n}\left(x_{i}\right) G_{i} \omega_{i}$. Multiplication by $\omega_{i}$ in the above formula (2.8) for each $i$ followed by summation over $i$ yields

$$
\theta=\left[Q_{n-1}^{*}(\lambda) A_{n} A-Q_{n}^{*}(\lambda) A_{n}^{*}\right] v+\omega(\lambda)\left[P_{n-1}^{*}(\lambda) A_{n} A-P_{n}^{*}(\lambda) A_{n}^{*}\right] v
$$

for every $v$ in $\mathbb{C}^{N}$ and every $\lambda \in \mathbb{C} \backslash \mathbb{R}$. Since $A_{n}$ is non-singular we deduce

$$
\theta=\left[Q_{n-1}^{*}(\lambda) A_{n} A A_{n}^{*-1}-Q_{n}^{*}(\lambda)\right] A_{n}^{*} v+\omega(\lambda)\left[P_{n-1}^{*}(\lambda) A_{n} A A_{n}^{*-1}-P_{n}^{*}(\lambda)\right] A_{n}^{*} v
$$

for every vector $v$ in $\mathbb{C}^{N}$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$. By using now $A_{n} A=A^{*} A_{n}^{*}$ we obtain

$$
\theta=\left[Q_{n-1}^{*}(\lambda) A^{*}-Q_{n}^{*}(\lambda)\right]+\omega(\lambda)\left[P_{n-1}^{*}(\lambda) A^{*}-P_{n}^{*}(\lambda)\right], \quad \lambda \in \mathbb{C} \backslash \mathbb{R}
$$

which gives

$$
\omega(\lambda)=-\left(Q_{n}^{*}(\lambda)-Q_{n-1}^{*}(\lambda) A^{*}\right)\left(P_{n}^{*}(\lambda)-P_{n-1}^{*}(\lambda) A^{*}\right)^{-1}, \quad \lambda \in \mathbb{C} \backslash \mathbb{R}
$$

which by virtue of Lemma 2.1 is

$$
\omega(\lambda)=-\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)^{-1}\left(Q_{n}(\lambda)-A Q_{n-1}(\lambda)\right), \quad \lambda \in \mathbb{C} \backslash \mathbb{R}
$$

Taking into account $\omega(\lambda)=\sum_{i=1}^{q} \frac{G_{i}}{x_{i}-\lambda}$ and the simple fraction decomposition of $\left(P_{n}(\lambda)-A P_{n-1}(\lambda)\right)^{-1}\left(Q_{n}(\lambda)-A Q_{n-1}(\lambda)\right)$, the theorem is proved.

REMARK. Observe that in case the polynomials of degree less than or equal to $n-1$ are dense in $\mathcal{L}^{2}(\mu)$, no closure operation is necessary, because in this case the space $\mathcal{L}^{2}(\mu)$ is of finite dimension.
3. The maximum mass Theorem. It is convenient to compare Theorem 1 with its scalar version. The representation of the measures in $V_{2 n-2}$ extremal in $V_{n-1}$ in terms of the polynomials $p_{n}-a p_{n-1}$ is almost trivial in the scalar case, because it is possible to find directly $a=\frac{p_{n}\left(x_{i}\right)}{p_{n-1}\left(x_{i}\right)}$. As we have seen, the matrix structure introduces some complications which make the result harder to obtain, requiring new ideas.

These differences of structure between the matrix and scalar case create important divergences as we are going to see next. Indeed, as we pointed out in the introduction, in the scalar case, the points of the support of the extremal measures support the maximum mass in $V_{2 n-2}$. This property is not true in the matrix case. The matrices in $V_{2 n-2}$ extremal in $V_{n-1}$ may not support the maximum mass in $V_{2 n-2}$.

THEOREM 3.1. If $\mu \in V_{2 n-2}$ is a matrix of measures extremal in $V_{n-1}$, put

$$
\mu=\sum_{i=1}^{q} G_{i} \delta_{x_{i}}
$$

where $x_{i}$ are the zeros of $P_{n}(\lambda)-A P_{n-1}(\lambda)$, for certain $A$ such that $A_{n} A=A^{*} A_{n}^{*}$, then the following conditions are equivalent:
(1) $\mu$ reaches in $x_{i_{0}}$ the maximum mass which can be concentrated in $V_{2 n-2}$, more concretely,

$$
G_{i_{0}}=\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\right)^{-1} .
$$

(2) $G_{i_{0}}$ is non-singular.
(3) $P_{n}(\lambda)-A P_{n-1}(\lambda)$ has a zero of maximum multiplicity $(N)$ in $x_{i_{0}}$.
(4) $P_{n-1}\left(x_{i_{0}}\right)$ is non-singular and $A=P_{n}\left(x_{i_{0}}\right) P_{n-1}^{-1}\left(x_{i_{0}}\right)$.

Proof. (1) $\Rightarrow$ (2) The maximum mass which can be concentrated for $\mu \in V_{2 n-2}$ in $x_{i_{0}}$ is

$$
\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\right)^{-1}
$$

because

$$
\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)=\int_{\mathbb{R}}\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}(t)\right) d \mu(t)\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}(t)\right)^{*}
$$

and hence

$$
\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right) \geq\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\right) B\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\right)^{*}
$$

where we denote by $B$ the mass of the matrix of measures in $x_{i_{0}}$. We then have

$$
\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\left[\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\right)^{-1}-B\right] \sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right) \geq 0
$$

from which we deduce that

$$
\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\right)^{-1}-B \geq 0
$$

This result is also contained in [Z].
So, if $\mu$ supports the maximum mass which can be concentrated in $x_{i_{0}}$, this is given by

$$
G_{i_{0}}=\left(\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right)\right)^{-1},
$$

which is a non-singular matrix since it is the inverse of an invertible matrix:

$$
\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i_{0}}\right) P_{k}\left(x_{i_{0}}\right) \geq P_{0}^{*}\left(x_{i_{0}}\right) P_{0}\left(x_{i_{0}}\right)=I .
$$

(2) $\Leftrightarrow$ (3) Since rank $G_{i_{0}}$, as mentioned earlier, is equal to the multiplicity of the zero $x_{i_{0}}$ of $P_{n}(\lambda)-A P_{n-1}(\lambda)$, we see that $G_{i_{0}}$ is non-singular if and only if $x_{i_{0}}$ is of multiplicity $N$.
(3) $\Leftrightarrow$ (4) If $P_{n}(\lambda)-A P_{n-1}(\lambda)$ has a zero of multiplicity $N$ in $x_{i_{0}}$, we deduce from the Remark 2.3 of [DL1] that $P_{n}\left(x_{i_{0}}\right)-A P_{n-1}\left(x_{i_{0}}\right)=\theta$, and hence that $P_{n}\left(x_{i_{0}}\right)=A P_{n-1}\left(x_{i_{0}}\right)$. If $P_{n-1}\left(x_{i_{0}}\right)$ was singular we would have that $x_{i_{0}}$ would be a zero of $P_{n-1}(\lambda)$ and $P_{n}(\lambda)$, and moreover $P_{n}\left(x_{i_{0}}\right)$ and $P_{n-1}\left(x_{i_{0}}\right)$ would have a common eigenvector associated to 0 , which is in contradiction with Theorem 1.1(2) of [DL1]. In consequence, $P_{n-1}\left(x_{i_{0}}\right)$ is non-singular and thus $A=P_{n}\left(x_{i_{0}}\right) P_{n-1}^{-1}\left(x_{i_{0}}\right)$. On the other hand, if $A=P_{n}\left(x_{i_{0}}\right) P_{n-1}^{-1}\left(x_{i_{0}}\right)$, it is clear that $P_{n}(\lambda)-A P_{n-1}(\lambda)$ has a zero of multiplicity $N$ in $x_{i_{0}}$.
(2) $\Rightarrow$ (1) Taking limit as $\lambda \longrightarrow x_{i}$ in (2.8) we get

$$
\begin{aligned}
\theta=( & \left.Q_{n-1}^{*}\left(x_{i}\right) A_{n} P_{n}\left(x_{i}\right)-Q_{n}^{*}\left(x_{i}\right) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right) G_{i} \\
& +\sum_{j \neq i} G_{j} \frac{1}{x_{j}-x_{i}}\left(P_{n-1}^{*}\left(x_{i}\right) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}\left(x_{i}\right) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right) G_{i} \\
& +\lim _{\lambda \rightarrow x_{i}} G_{i} \frac{1}{x_{i}-\lambda}\left(P_{n-1}^{*}(\lambda) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}(\lambda) A_{n}^{*} P_{n-1}\left(x_{i}\right)\right) G_{i} .
\end{aligned}
$$

From (2.3) in Lemma 2.1,

$$
\begin{aligned}
Q_{n-1}^{*}\left(x_{i}\right) A_{n} P_{n}\left(x_{i}\right)-Q_{n}^{*}\left(x_{i}\right) A_{n}^{*} P_{n-1}\left(x_{i}\right) & =\left(P_{n}^{*}\left(x_{i}\right) A_{n}^{*} Q_{n-1}\left(x_{i}\right)-P_{n-1}^{*}\left(x_{i}\right) A_{n} Q_{n}\left(x_{i}\right)\right)^{*} \\
& =-I^{*}=-I
\end{aligned}
$$

and from (2.1) in Lemma 2.1,

$$
P_{n-1}^{*}\left(x_{i}\right) A_{n} P_{n}\left(x_{i}\right)-P_{n}^{*}\left(x_{i}\right) A_{n}^{*} P_{n-1}\left(x_{i}\right)=\theta
$$

so that

$$
-G_{i}=G_{i}\left(\lim _{\lambda \rightarrow x_{i}} \frac{P_{n}^{*}(\lambda) A_{n}^{*} P_{n-1}\left(x_{i}\right)-P_{n-1}^{*}(\lambda) A_{n} P_{n}\left(x_{i}\right)}{x_{i}-\lambda}\right) G_{i}
$$

Therefore

$$
G_{i}^{-1}=-\lim _{\lambda \rightarrow x_{i}} \frac{P_{n}^{*}(\lambda) A_{n}^{*} P_{n-1}\left(x_{i}\right)-P_{n-1}^{*}(\lambda) A_{n} P_{n}\left(x_{i}\right)}{x_{i}-\lambda},
$$

since $G_{i}$ was invertible by assumption.
Finally this gives

$$
G_{i}^{-1}=-\lim _{\lambda \rightarrow x_{i}} \frac{\lambda-x_{i}}{x_{i}-\lambda} \sum_{k=0}^{n-1} P_{k}^{*}(\lambda) P_{k}\left(x_{i}\right)=\sum_{k=0}^{n-1} P_{k}^{*}\left(x_{i}\right) P_{k}\left(x_{i}\right) .
$$
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