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Abstract

Let \( \Omega \) be the set of unit vectors and \( w \) be a radial weight on the plane. We consider the weighted directional maximal operator defined by

\[
M_{\Omega, w} f(x) := \sup_{R \in B_{\Omega}} \frac{1}{w(R)} \int_R |f(y)| w(y) \, dy,
\]

where \( B_{\Omega} \) denotes the set of all rectangles on the plane whose longest side is parallel to some unit vector in \( \Omega \) and \( w(R) \) denotes \( \int_R w \). In this paper we prove an almost-orthogonality principle for this maximal operator under certain conditions on the weight. The condition allows us to get the weighted norm inequality

\[
\|M_{\Omega, w} f\|_{L^2(w)} \leq C \log N \|f\|_{L^2(w)},
\]

when \( w(x) = |x|^a \), \( a > 0 \), and when \( \Omega \) is the set of unit vectors on the plane with cardinality \( N \) sufficiently large.
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1. Introduction

Fix a sufficiently large natural number \( N \), denoted by \( N \gg 1 \). For a real number \( a > 0 \), let \( B_{a,N} \) be the family of all cylinders in the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \), \( n \geq 2 \), which are congruent to the cylinders with height \( Na \) and width \( a \), but with arbitrary directions and centres. For a locally integrable function \( f \) on \( \mathbb{R}^n \) the ‘small’ Kakeya maximal operator \( K_{a,N} \) is defined by

\[
K_{a,N} f(x) := \sup_{R \in \mathcal{B}_{a,N}} \frac{1}{|R|} \int_R |f(y)| \, dy
\]
and the Kakeya maximal operator $\mathcal{K}_N$ is defined by

$$\mathcal{K}_N f(x) := \sup_{a > 0} |\mathcal{K}_{a,N} f(x)|,$$

where $|R|$ denotes the Lebesgue measure on $R$. It has been conjectured that $\mathcal{K}_N$ is bounded on $L^p(\mathbb{R}^n)$ with the norm growing no faster than $O((\log N)^{\alpha_n})$ for some $\alpha_n > 0$ as $N \to \infty$. In the case $n = 2$, this conjecture was solved affirmatively by Córdoba [5] with the exponent $\alpha_2 = 2$ and re-proved by Strömberg [12] with $\alpha_2 = 1$. In the higher-dimensional case, $n > 2$, these estimates have been proved so far only for some restricted class of functions. For functions of product type $f(x) = f_1(x_1) f_2(x_2) \cdots f_n(x_n)$, Igarı [8] proved the estimate for $\mathcal{K}_{a,N}$ with the exponent $\alpha_n = 3/2$ and the second author [13] re-proved this with the exponent $\alpha_n = (n - 1)/n$. When the functions are of radial type $f(x) = f_0(\|x\|_p)$, Carbery et al. [4] proved the estimate for $\mathcal{K}_N$ with the exponent $\alpha_n = 1$. In [14], for functions of radial type $f(x) = f_0(\|x\|_p)$, the second author proved the estimate for $\mathcal{K}_{a,N}$ with the exponent $\alpha_n = 1$. In [6], for functions of radial type $f(x) = f_0(\|x\|_l)$, $1 \leq q \leq n$, Duoandikoetxea and Naibo proved the estimate for $\mathcal{K}_N$ with the exponent $\alpha_n = 1$.

A more powerful but complicated maximal operator has been studied on the plane. Let $\Omega$ be a set of unit vectors in $\mathbb{R}^2$ with cardinality $N$. For a locally integrable function $f$ on $\mathbb{R}^2$, the directional maximal operator $M_\Omega$ is defined by

$$M_\Omega f(x) := \sup_{r > 0, \omega \in \Omega} \frac{1}{2r} \int_{-r}^{r} |f(x + t\omega)| dt.$$

Strömberg showed in [12] that if $\Omega$ is an equidistributed set of directions with cardinality $N$ then

$$\|M_\Omega f\|_{L^2(\mathbb{R}^2)} \leq C \log N \|f\|_{L^2(\mathbb{R}^2)}. \quad (1.1)$$

Notice that (1.1) yields the sharp $L^2(\mathbb{R}^2)$ estimate of the Kakeya maximal operator $\mathcal{K}_N$, since

$$\mathcal{K}_N f(x) \leq C M_\Omega f(x).$$

In [9] and [10], Katz established that (1.1) holds without the condition that $\Omega$ is an equidistributed set of directions. In [4] and [6], for functions of radial type $f(x) = f_0(\|x\|_p)$, $1 \leq q \leq n$, it is essentially proved that

$$\|M_\Omega f\|_{L^p(\mathbb{R}^n)} \leq C \log N \|f\|_{L^p(\mathbb{R}^n)}.$$

In [1] and [2], Alfonseca et al. proposed a new method to study this operator and obtained a simple proof of the Katz result. In this paper we investigate the weighted version of their method and obtain a weighted version of the Katz result. To state our theorem, we first introduce some notation due to [1] and [2].

Let $\Omega$ be a subset of $[0, \pi/4]$ and $w$ be a weight on $\mathbb{R}^2$. We define the weighted directional maximal operator $M_{\Omega,w}$, acting on locally integrable functions $f$ on $\mathbb{R}^2$, by

$$M_{\Omega,w} f(x) := \sup_{x \in \mathbb{R}^2} \frac{1}{w(R)} \int_{R} |f(y)|w(y) \, dy,$$
where $\mathcal{B}_\Omega$ denotes the basis of all rectangles with longest side forming an angle $\theta$ with the $x$-axis for some $\theta \in \Omega$, and $w(R)$ denotes $\int R w$. Let $\Omega_0 = \{ \theta_1 > \theta_2 > \cdots > \theta_j > \cdots \}$ be an ordered subset of $\Omega$. We take $\theta_0 = \pi/4$ and consider, for each $j \geq 1$, sets $\Omega_j = [\theta_j, \theta_{j-1}) \cap \Omega$, such that $\theta_j \in \Omega_0$ for all $j$. Assume also that $\Omega = \bigcup \Omega_j$. To each set $\Omega_j$, $j = 0, 1, 2, \ldots$, we associate the corresponding basis $\mathcal{B}_j$. We define the weighted maximal operators associated to each basis for $\Omega_j$ by

$$M_{\Omega_j,w}f(x) := \sup_{x \in R \in \mathcal{B}_j} \frac{1}{w(R)} \int_R |f(y)|w(y) \, dy, \quad j = 0, 1, 2, \ldots.$$

Throughout this paper we always assume that the weight $w$ is a radial weight: $w(x) = w_0(||x||_2) = w_0(||x||)$ for some nonnegative function $w_0$ on $\mathbb{R}_+$. We assume further that $w_0$ satisfies the following two conditions.

**Doubling condition.** For all $0 \leq r_1 \leq r_1' \leq r_2' \leq r_2 < \infty$ with $r_2 - r_1 = 2(r_2' - r_1')$,

$$\int_{r_1}^{r_2'} w_0(r) \, dr \leq C \int_{r_1'}^{r_2'} w_0(r) \, dr. \quad (1.2)$$

**Supremum condition.** For all $0 < r_1 < r_2 < \infty$,

$$\sup_{r_1 < r < r_2} w_0(r) \leq C \frac{r_2 - r_1}{r_2 - r_1} \int_{r_1}^{r_2} w_0(r) \, dr. \quad (1.3)$$

Notice that $r^a$ with $a > 0$ satisfies these conditions. Indeed, the doubling condition is clear and, for all $0 < r_1 < r_2 < \infty$,

$$(r_2)^{a} = \frac{a + 1}{r_2} \int_{r_1}^{r_2} r^a \, dr \leq \frac{a + 1}{r_2 - r_1} \int_{r_1}^{r_2} r^a \, dr.$$

The main result of this paper is the following theorem.

**Theorem 1.1.** Let $w$ be a radial weight satisfying (1.2) and (1.3). Then there exists a constant $C$ independent of $\Omega$ such that

$$\|M_{\Omega,w}\|_{L^2(w) \to L^2(w)} \leq \sup_{j \geq 1} \|M_{\Omega_j,w}\|_{L^2(w) \to L^2(w)} + C \|M_{\Omega_0,w}\|_{L^2(w) \to L^2(w)},$$

where $\|T\|_{L^2(w) \to L^2(w)}$ denotes the operator norm $T : L^2(w) \to L^2(w)$.

It is known that the weight $|x|^a$, $a > 0$, is in $A^*_\infty(\mathbb{R}^2)$ (see [11, page 236]), where $A^*_\infty(\mathbb{R}^2)$ is the Muckenhoupt weight classes replacing the cubes $Q$ by the rectangles $R$ with sides parallel to the coordinate axes. From this fact and rotation invariance of the radial weights we can apply the proof of Corollary 4 in [2], and this allows us to give a weighted estimate of the Katz result (see [7, Theorems 6.7 and 16.13]).

**Corollary 1.2.** Let $\Omega$ be a set of unit vectors on $\mathbb{R}^2$ with cardinality $N \gg 1$ and $w(x) = |x|^a$, $a > 0$. Then there exists a constant $C$ depending only on $a$ such that

$$\|M_{\Omega,w}\|_{L^2(w) \to L^2(w)} \leq C \log N.$$
To prove Theorem 1.1, we essentially adapt the arguments in [1, 2]. In particular, the following is a weighted version of the key geometric observation used in [1].

**Proposition 1.3.** Let $0 < \theta_1, \theta_2 < \pi/4$. Let

$$\omega_0 = (1, 0), \quad \omega_1 = (\cos \theta_1, \sin \theta_1) \quad \text{and} \quad \omega_2 = (\cos(-\theta_2), \sin(-\theta_2)).$$

Let $B$ be a rectangle whose longest side is parallel to $\omega_1$ and let $R$ be a rectangle whose longest side is parallel to $\omega_2$. Suppose that $B \cap R \neq \emptyset$ and that the long side length of $B$ is bigger than that of $R$. Then there exists a rectangle $\tilde{R} \supset R$ whose longest side is parallel to $\omega_0$ such that

$$\frac{w(R \cap B)}{w(R)} \leq C \frac{w(\tilde{R} \cap B)}{w(\tilde{R})},$$

where the constant $C$ is independent of $\theta_1, \theta_2, B$ and $R$.

To prove the proposition we need several technical lemmas. We briefly describe the rest of this paper. In Section 2 we show Proposition 1.3. Several technical lemmas are also shown in this section. By using Proposition 1.3, we show Theorem 1.1 in Section 3.

### 2. Geometry on the plane

The aim of this section is to prove Proposition 1.3. To do so we first introduce our notation. We write $X \lesssim Y$, $Y \gtrsim X$ if there is a constant $C$ such that $X \leq CY$. The constant $C$ may vary from line to line but the constants with subscripts, such as $C_1, C_2$, do not change in different occurrences. We write $X \approx Y$ if $X \lesssim Y$ and $X \gtrsim Y$.

Given rectangle $R \subset \mathbb{R}^2$, let $cR$ be the rectangle with the same centre as $R$, but with sides $c$ times as long. Given a measurable set $E \subset \mathbb{R}^2$, let $|E|$ denote the Lebesgue measure of $E$ and $w(E)$ denote $\int_E w$.

Our first task is to show two key lemmas.

#### 2.1. First key lemma.

Recall that we always suppose that the weight $w$ satisfies $w(x) = w_0(|x|)$ and that $w_0$ satisfies the doubling condition (1.2) and the supremum condition (1.3). For an $A \subset \mathbb{R}^2$ we set $r_1(A) := \inf_{x \in A} |x|$, $r_2(A) := \sup_{x \in A} |x|$ and rad $(A) := r_2(A) - r_1(A)$. By definition we can easily see that, if $A \subset B \subset \mathbb{R}^2$, then rad $(A) \leq$ rad $(B)$. We also see that rad $(2R) \lesssim$ rad $(R)$ for any rectangle $R \subset \mathbb{R}^2$. The following is our first key lemma.

**Lemma 2.1.** Let $R \subset \mathbb{R}^2$ be a rectangle. Then

$$\frac{w(R)}{|R|} \approx \frac{1}{\text{rad } (R)} \int_{r_1(R)}^{r_2(R)} w_0(r) \, dr.$$

**Proof.** Notice that

$$w(R) = \int_{r_1(R)}^{r_2(R)} \text{arc } (R \cap C_r) w_0(r) \, dr, \quad (2.1)$$
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where $C_r$ is the circle of radius $r$ and centred at the origin and $\text{arc } (R \cap C_r)$ is the arc length of the arc $R \cap C_r$. It follows from (2.1) and the supremum condition (1.3) that
\[
\frac{w(R)}{|R|} = \frac{1}{|R|} \int_{r_1(R)}^{r_2(R)} \text{arc } (R \cap C_r) w_0(r) \, dr \\
\leq \sup_{r_1(R) < r < r_2(R)} w_0(r) \cdot \frac{1}{|R|} \int_{r_1(R)}^{r_2(R)} \text{arc } (R \cap C_r) \, dr \\
= \sup_{r_1(R) < r < r_2(R)} w_0(r) \cdot \frac{1}{\text{rad } (R)} \int_{r_1(R)}^{r_2(R)} w_0(r) \, dr.
\]

Thus, we shall prove the converse,
\[
\frac{w(R)}{|R|} \geq \frac{1}{\text{rad } (R)} \int_{r_1(R)}^{r_2(R)} w_0(r) \, dr.
\]

Since $w_0$ satisfies the doubling condition (1.2), we need only verify the following claim.

**Claim.** There exists a set $A \subset \mathbb{R}$ such that
\[
\text{rad } (R) \leq C_1 \text{ rad } (A) \tag{2.2}
\]
and
\[
\text{rad } (A) \inf_{r_1(A) < r < r_2(A)} \text{arc } (A \cap C_r) \geq C_2 |R|, \tag{2.3}
\]
where the constants $C_1$ and $C_2$ are independent of $R$ and $A$.

If this claim is true, then it follows from (2.1) and the doubling condition (1.2) that
\[
w(R) \geq \int_{r_1(A)}^{r_2(A)} w_0(r) \, dr \cdot \inf_{r_1(A) < r < r_2(A)} \text{arc } (A \cap C_r) \\
\geq \frac{1}{\text{rad } (R)} \int_{r_1(A)}^{r_2(A)} w_0(r) \, dr \cdot \text{rad } (A) \inf_{r_1(A) < r < r_2(A)} \text{arc } (A \cap C_r) \\
\geq \frac{1}{\text{rad } (R)} \int_{r_1(A)}^{r_2(A)} w_0(r) \, dr \cdot |R|.
\]

We now prove the claim.

Because of the rotation invariance and the symmetry of the problem, we may assume that the rectangle $R$ forms
\[
R = (a_1, a_2) \times (b_1, b_2), \quad 0 < a_1 < a_2 < \infty, \quad 0 < b_1 < b_2 < a_2.
\]

Let
\[
r_1 = \sqrt{a_1^2 + b_1^2}, \quad r_2 = \sqrt{a_2^2 + b_1^2}, \quad r_3 = \sqrt{a_1^2 + b_2^2} \quad \text{and} \quad r_4 = \sqrt{a_2^2 + b_2^2}.
\]

Then $r_1 = r_1(R)$ and $r_4 = r_2(R)$ and a simple calculation shows that
\[
r_3 - r_1 \geq r_4 - r_2 \quad \text{and} \quad r_2 - r_1 \geq r_4 - r_3. \tag{2.4}
\]

We now consider two cases.
The case \( r_2 \leq r_3 \). For \( t \geq -1 \), we set
\[
u(t) := \sqrt{a_2^2 + t(a_2^2 - a_1^2)}.
\]
Let
\[
t_1 = \frac{b_1^2}{a_2^2 - a_1^2} \quad \text{and} \quad t_2 = \frac{b_2^2}{a_2^2 - a_1^2} - 1.
\]
Then we observe that
\[
r_1 = u(t_1 - 1), \quad r_2 = u(t_1), \quad r_3 = u(t_2), \quad r_4 = u(t_2 + 1),
\]
and hence \( t_1 \leq t_2 \). We choose an \( A \subset R \) to be a set lying between the circles \( C_{u(t_1 - 1/2)} \) and \( C_{r_3} \).

We first show (2.2). It follows that
\[
\frac{r_2 - r_1}{r_2 - u(t_1 - 1/2)} = \frac{u(t_1) - u(t_1 - 1)}{u(t_1) - u(t_1 - 1/2)} = \frac{u(t_1) + u(t_1 - 1/2)}{u(t_1) + u(t_1 - 1)} \leq \frac{2u(t_1)}{u(t_1)} = 4.
\]
This and (2.4) imply
\[
r_4 - r_1 = (r_4 - r_3) + (r_3 - r_2) + (r_2 - r_1)
\leq (r_3 - r_2) + 2(r_2 - r_1)
\leq 8(r_3 - r_2) + 8(r_2 - u(t_1 - 1/2))
= 8(r_3 - u(t_1 - 1/2)),
\]
which means \( \text{rad } (R) \leq 8 \text{ rad } (A) \) and proves (2.2).

We next show (2.3). Observe that if \( t \in [t_1, t_2] \) then the circle \( C_{u(t)} \) intersects with both vertical sides of \( R \). Furthermore, we observe that the circle \( C_{u(t)} \) intersects with the vertical line \( x = a_2 \) at the height \( \sqrt{t} \sqrt{a_2^2 - a_1^2} \) and intersects with the vertical line \( x = a_1 \) at the height \( \sqrt{t + 1/2} \sqrt{a_2^2 - a_1^2} \) (see Figure 1). Hence, for all \( t_1 \leq t \leq t_2 \),
\[
\text{arc } (R \cap C_{u(t)}) \geq (\sqrt{t + 1} - \sqrt{t}) \sqrt{a_2^2 - a_1^2} \geq \frac{\sqrt{a_2^2 - a_1^2}}{2 \sqrt{t + 1}}.
\]
Thus
\[
\inf_{r_2 < r < r_3} \text{arc } (A \cap C_r) \geq \frac{\sqrt{a_2^2 - a_1^2}}{2 \sqrt{t_2 + 1}} \geq \frac{\sqrt{a_2^2 - a_1^2}}{4 \sqrt{t_2 + 1}}. \tag{2.5}
\]
We also observe that the circle \( C_{u(t_1 - 1/2)} \) intersects with the vertical line \( x = a_1 \) at the height \( \sqrt{t_1 + 1/2} \sqrt{a_2^2 - a_1^2} \).
Then

$$\inf_{(t_1-1/2) < r < r_2} \arccos (A \cap C_r) = \arccos (R \cap C_{u(t_1-1/2)})$$

$$\geq (\sqrt{t_1} + 1/2 - \sqrt{t_1})\sqrt{a_2^2 - a_1^2}$$

$$\geq \frac{\sqrt{a_2^2 - a_1^2}}{4\sqrt{t_1} + 1/2}.$$ 

Thus, by (2.5) and $t_1 \leq t_2$,

$$(r_3 - u(t_1 - 1/2)) \inf_{(t_1-1/2) < r < r_3} \arccos (R \cap C_r)$$

$$\geq (r_3 - u(t_1 - 1/2)) \frac{\sqrt{a_2^2 - a_1^2}}{4\sqrt{t_2} + 1}$$

$$= \frac{1}{r_3 + u(t_1 - 1/2)} \frac{1/2 + t_2 - t_1}{4\sqrt{t_2} + 1} \sqrt{a_2^2 - a_1^2} (a_2 - a_1)(a_2 + a_1)$$

$$\geq \frac{a_2 + a_1}{8(r_3 + u(t_1 - 1/2))} (\sqrt{t_2 + 1} - \sqrt{t_1}) \sqrt{a_2^2 - a_1^2} (a_2 - a_1)$$

$$\geq \frac{a_2}{32} |R| = \frac{|R|}{32},$$
where we have used
\[
\frac{1/2 + t_2 - t_1}{4\sqrt{t_2 + 1}} = \frac{1 + 2(t_2 - t_1)}{8\sqrt{t_2 + 1}} \geq \frac{t_2 + 1 - t_1}{8\sqrt{t_2 + 1}} = \frac{1}{8} \left( \sqrt{t_2 + 1} - \frac{t_1}{\sqrt{t_2 + 1}} \right) \geq \frac{1}{8} \left( \sqrt{t_2 + 1} - \sqrt{t_1} \right)
\]
and
\[
\left( \sqrt{t_2 + 1} - \sqrt{t_1} \right) \sqrt{a_2^2 - a_1^2(a_2 - a_1)} = (b_2 - b_1)(a_2 - a_1) = |R|.
\]
These prove (2.3) in this case.

**The case** \( r_2 > r_3 \). For \( t \geq -1 \), we set
\[
v(t) := \sqrt{b_2^2 + t(b_2^2 - b_1^2)}.\]
Let
\[
t_3 = \frac{a_1^2}{b_2^2 - b_1^2} \quad \text{and} \quad t_4 = \frac{a_2^2}{b_2^2 - b_1^2} - 1.
\]
Then
\[
r_1 = v(t_3 - 1), \quad r_3 = v(t_3), \quad r_2 = v(t_4), \quad r_4 = v(t_4 + 1),
\]
and hence \( t_3 \leq t_4 \). We choose an \( A \subset R \) to be a set lying between the circles \( C_{v(t_3 - 1/2)} \) and \( C_{r_2} \).

As in the previous case, we start by showing (2.2). It follows that
\[
\frac{r_3 - r_1}{r_3 - v(t_3 - 1/2)} = \frac{v(t_3) - v(t_3 - 1)}{v(t_3) - v(t_3 - 1/2)} \leq 4.
\]
This and (2.4) imply
\[
r_4 - r_1 = (r_4 - r_2) + (r_2 - r_3) + (r_3 - r_1) \\
\leq (r_2 - r_3) + 2(r_3 - r_1) \\
\leq 8(r_2 - r_3) + 8(r_3 - v(t_3 - 1/2)) \\
= 8(r_2 - v(t_3 - 1/2)),
\]
which means \( \text{rad}(R) \leq 8 \text{ rad}(A) \) and proves (2.2).

We next show (2.3). Observe that
\[
\inf_{r_3 < r < r_2} \text{arc} (A \cap C_r) \geq b_2 - b_1.
\]
We also observe that the circle \( C_{v(t_3 - 1/2)} \) intersects with the vertical line \( x = a_1 \) at the height
\[
\sqrt{(b_1^2 + b_2^2)/2},
\]
which gives that
\[
\inf_{v(t_3 - 1/2) < r < r_3} \arccos(A \cap C_r) \geq \sqrt{(b_2^2 + b_1^2)/2} - b_1 \geq \frac{(b_2^2 - b_1^2)/2}{\sqrt{(b_2^2 + b_1^2)/2} + b_1} \\
\geq \frac{b_2 + b_1}{4b_2} (b_2 - b_1) \geq \frac{b_2 - b_1}{4},
\]
where we have used \( b_2 > b_1 \). Notice that
\[
r_4 - r_1 = \sqrt{a_2^2 + b_2^2} - \sqrt{a_1^2 + b_1^2} = \frac{a_2^2 + b_2^2 - a_1^2 - b_1^2}{\sqrt{a_2^2 + b_2^2} + \sqrt{a_1^2 + b_1^2}} \\
\geq \frac{(a_2 - a_1)(a_2^2 + a_1)}{2\sqrt{2a_2}} \geq \frac{a_2 - a_1}{2\sqrt{2}},
\]
where we have used \( a_2 > b_2 > b_1 > 0 \) and \( a_2 > a_1 \). Thus,
\[
(r_3 - v(t_3 - 1/2)) \inf_{v(t_3 - 1/2) < r < r_3} \arccos(R \cap C_r) \\
\geq \frac{1}{32} (r_4 - r_1)(b_2 - b_1) \geq \frac{\sqrt{2}}{128} (a_2 - a_1)(b_2 - b_1) = \frac{\sqrt{2}}{128} |R|,
\]
which proves (2.3) in this case, and, the proof of Lemma 2.1 is now complete. \( \square \)

2.2. Second key lemma. We next show the second key lemma.

Lemma 2.2. Let \( R \) be a rectangle which lies on the upper half plane and whose sides are parallel to the \( x \)- and \( y \)-axes with height \( 2n \) and width \( 2m, m > n > 0 \). Let \( C_0 = (a, b) \) be the centre of \( R \). Set
\[
A_0 = (a, b) + (-m, n), \quad A_1 = (a, b) + (m, n),
B_0 = (a, b) + (-m, -n), \quad B_1 = (a, b) + (m, -n).
\]
Then there exists a constant \( C > 0 \) such that the following statements hold.

(a) When \( a \leq m \) and \( b > n \),
\[
\frac{\text{rad}(R)}{\text{rad}(A_0B_1)} \leq C.
\]

(b) When \( a > m \) and \( b > n \),
\[
\min \left\{ \frac{\text{rad}(R)}{\text{rad}(A_0B_1)}, \frac{\text{rad}(R)}{\text{rad}(B_0B_1)} \right\} \leq C
\]
and
\[
\min \left\{ \frac{\text{rad}(R)}{\text{rad}(A_0B_1)}, \frac{\text{rad}(R)}{\text{rad}(A_0B_0)} \right\} \leq C.
\]
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Proof. Let D be the point on the line joining $A_0$ and $B_1$ which is closest to the origin. Then D lies on the line $l : -mx + ny = 0$. We let $D_0 \in A_0 B_1$ be the closest point from the origin to the line segment $A_0 B_1$ and let $D_1 \in R$ be the closest point from the origin to the rectangle $R$. By the definition we have $r_1(A_0 B_1) = ||D_0||$, $r_1(R) = ||D_1||$ and $||D|| \leq ||D_0||$.

Proof of (a). It is clear that if $R$ lies on the second quadrant, then $\text{rad (} R \text{)} = \text{rad (} A_0 B_1 \text{)}$. So, we prove the statement in three cases:

(i) $-m \leq a \leq 0$ and $b > n$;
(ii) $m \geq a > 0$, $b > n$ and $C_0$ lies above the line $l$;
(iii) $m \geq a > 0$, $b > n$ and $C_0$ lies below the line $l$.

Case (i). If $-m \leq a \leq 0$ and $b > n$, then $r_2(R) = r_2(A_0 B_1) = ||A_0||$, $D_1 = (0, b - n)$ and $C_0$ lies above the line $l$. Thus, $-ma + nb > 0$ and
\[
\text{rad (} A_0 B_1 \text{)} = ||A_0|| - ||D_0|| \geq ||A_0|| - ||C_0||.
\]
Hence, \[
\frac{\text{rad (} R \text{)}}{\text{rad (} A_0 B_1 \text{)}} \leq \frac{||A_0|| - ||D_1||}{||A_0|| - ||C_0||} = \frac{||A_0||^2 - ||D_1||^2}{||A_0||^2 - ||C_0||^2} \leq 2 \frac{||A_0||^2 - ||D_1||^2}{||A_0||^2 - ||C_0||^2} \leq \frac{a^2 + m^2 - 2ma + 4nb}{m^2 + n^2 + 2(-ma + nb)} \leq \frac{2m^2 + 4(-ma + nb)}{m^2 + n^2 + 2(-ma + nb)} \leq 1,
\]
where we have used $-ma > 0$ and $a^2 \leq m^2$.

Case (ii). If $m \geq a > 0$, $b > n$ and if $C_0$ lies above the line $l$, then $r_2(R) = ||A_1||$, $D_1 = (0, b - n)$ and we have $-ma + nb > 0$ and (2.6). Therefore, \[
\frac{\text{rad (} R \text{)}}{\text{rad (} A_0 B_1 \text{)}} \leq \frac{a^2 + m^2 + 2ma + 4nb}{m^2 + n^2 + 2(-ma + nb)} \leq 1 + \frac{nb}{m^2 + n^2 - ma + nb},
\]
where we have used $a \leq m$. Since $a \leq m$, $m^2 + n^2 - ma + nb \geq n^2 + nb \geq nb$, and hence \[
\frac{nb}{m^2 + n^2 - ma + nb} \leq 1.
\]

Case (iii). If $m \geq a > 0$, $b > n$ and if $C_0$ lies below the line $l$, then $r_2(R) = ||A_1||$, $D_1 = (0, b - n)$ and we have $-ma + nb \leq 0$ and
\[
\text{rad (} A_0 B_1 \text{)} = ||B_1|| - ||D_0|| \geq ||B_1|| - ||C_0||.
\]
Hence, \[
\frac{\text{rad (} R \text{)}}{\text{rad (} A_0 B_1 \text{)}} \leq \frac{a^2 + m^2 + 2ma + 4nb}{m^2 + n^2 + 2(ma - nb)} \leq 1,
\]
where we have used $m^2 \geq ma \geq nb$.

Proof of (b). As for part (a), we consider the following two cases:

(i) $a > m$, $b > n$ and $C_0$ lies above the line $l$;
(ii) $a > m$, $b > n$ and $C_0$ lies below the line $l$. 
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Case (i). If $a > m$, $b > n$ and if $C_0$ lies above the line $l$, then $-ma + nb > 0$ and

$$\text{rad}(R) = \|A_1\| - \|B_0\|. \tag{2.8}$$

It then follows that

$$\frac{\text{rad}(R)}{\text{rad}(A_0B_0)} \leq \frac{4(ma + nb)}{4nb} \leq 1,$$

where we have used $nb > ma$. This implies that the second inequality of (b) holds.

We show the first inequality of (b). We recall that $-ma + nb > 0$ and that (2.6) and (2.8) hold. Thus,

$$\frac{\text{rad}(R)}{\text{rad}(A_0B_1)} \leq \frac{4(ma + nb)}{m^2 + n^2 + 2(-ma + nb)} \leq \frac{ma + nb}{-ma + nb}$$

and

$$\frac{\text{rad}(R)}{\text{rad}(B_0B_1)} \leq \frac{ma + nb}{ma}.$$

Now, under the condition $-ma + nb > 0$, we shall estimate $\sup \min\{X, Y\}$, where

$$X := \frac{ma + nb}{-ma + nb} \quad \text{and} \quad Y := \frac{ma + nb}{ma}.$$

Set

$$\begin{cases} C_0 = (a, b), & C_1 = (m, 0), & C_2 = (m, n), \\ C_3 = (n, m), & C_4 = (-m, n), & O = (0, 0). \end{cases}$$
Since

\[ ma + nb = \|C_0\| \|C_2\| \cos \angle C_0OC_2, \]
\[ -ma + nb = \|C_0\| \|C_4\| \cos \angle C_0OC_4, \]
\[ ma = \|C_0\| \|C_1\| \cos \angle C_0OC_1, \]

we have

\[ X = \frac{ma + nb}{-ma + nb} = \frac{\cos \angle C_0OC_2}{\cos \angle C_0OC_4}, \]
\[ Y = \frac{ma + nb}{ma} \leq \frac{\sqrt{2} \cos \angle C_0OC_2}{\cos \angle C_0OC_1}, \]

where the inequality \( \sqrt{2}m = \sqrt{2m^2} \geq \sqrt{m^2 + n^2} \) is used. Moreover, as \( C_0 \) is assumed to lie above the line \( l \),

\[ \cos \angle C_0OC_2 \leq \cos \angle C_0OC_1 = \frac{2mn}{m^2 + n^2}. \]

As

\[ \min\left\{ \frac{1}{\cos \angle C_0OC_4}, \frac{1}{\cos \angle C_0OC_1} \right\} \]

attains its maximum at \( \angle C_0OC_4 = \angle C_0OC_1 \), it follows that

\[ \cos \angle C_0OC_1 = \cos \left( \frac{\pi}{2} - \frac{\angle C_1OC_2}{2} \right) = \sin \frac{\angle C_1OC_2}{2}. \]

Thus,

\[ \sup \min\left\{ \frac{1}{\cos \angle C_0OC_4}, \frac{1}{\cos \angle C_0OC_1} \right\} = \frac{1}{\sin \frac{\angle C_1OC_2}{2}} \approx \frac{\sqrt{m^2 + n^2}}{n}. \]

In conclusion,

\[ \min\{X, Y\} \leq \frac{mn/(m^2 + n^2)}{n/\sqrt{m^2 + n^2}} \approx \frac{m}{\sqrt{m^2 + n^2}} \leq 1. \]

**Case (ii).** If \( a > m \), \( b > n \) and if \( C_0 \) lies below the line \( l \), then \(-ma + nb \leq 0\) and (2.8) holds. Thus, as \( ma \geq nb \),

\[ \frac{\text{rad} (R)}{\text{rad} (B_0B_1)} \leq \frac{4(ma + nb)}{4ma} \leq 1. \]

The first inequality of (b) follows.

As in the previous case, we now show the second inequality of (b). The arguments are essentially the same as for case (i). First observe that since \(-ma + nb \leq 0\), and since (2.7) and (2.8) hold,

\[ \frac{\text{rad} (R)}{\text{rad} (A_0B_1)} \leq \frac{4(ma + nb)}{m^2 + n^2 + 2(ma - nb)} \leq \frac{ma + nb}{ma - nb}. \]
and
\[ \frac{\text{rad} (R)}{\text{rad} (A_0 B_0)} \leq \frac{ma + nb}{nb}. \]
Now, under the condition \(-ma + nb \leq 0\), we shall estimate \(\sup \min \{X', Y'\}\), where
\[ X' := \frac{ma + nb}{ma - nb} \quad \text{and} \quad Y' := \frac{ma + nb}{nb}. \]
As observed before,
\[ \min \{X', Y'\} = \min \left\{ \frac{\cos \angle C_0 O C_2}{\cos \angle C_0 O C'_4}, \sqrt{\frac{m^2 + n^2}{n^2}} \cdot \frac{\cos \angle C_0 O C_2}{\cos \angle C_0 O C'_1} \right\}, \]
where \(C'_4 = (m, -n)\) and \(C'_1 = (0, n)\). Hence, \(\sup \min \{X', Y'\}\) is attained when
\[ \cos \angle C_0 O C_4 = \cos \angle C_0 O C'_1 = \cos \left( \frac{\pi}{2} + \frac{\theta}{2} \right), \]
where \(\theta\) is the angle that the vector \((m, n)\) forms with the \(x\)-axis. Since \(\theta/2 \leq \pi/8\), \(\cos(\pi/2 + \theta/2)\) is bounded from below and hence
\[ \min \left\{ \frac{\cos \angle C_0 O C_2}{\cos \angle C_0 O C'_4}, \sqrt{\frac{m^2 + n^2}{n^2}} \cdot \frac{\cos \angle C_0 O C_2}{\cos \angle C_0 O C'_1} \right\} \leq \min \left\{ C, \sqrt{\frac{m^2 + n^2}{n^2}} \cdot C \right\} \leq 1. \]
The proof of Lemma 2.2 is now complete. \(\square\)

2.3. Proof of Proposition 1.3. We use the formula proved in Lemma 2.1. Notice that
\[ w(R) \leq w(\tilde{R}) \leq w(R), \quad (2.9) \]
where \(\tilde{R}\) is a rectangle with the same centre and the same short side length as \(R\) but twice the long side length, or a rectangle with the same centre and the same long side length as \(R\) but twice the short side length.

We now take rectangles \(R'\) and \(B'\) that satisfy the following conditions:
- \(R'\) and \(B'\) have the common centre;
- \(R'\) (respectively, \(B'\)) is expanded from \(R\) (respectively, \(B\)) toward the long sides;
- the long side of \(R'\) (respectively, \(B'\)) is three times the length of that of \(R\) (respectively, \(B\));
- \(R \cap B \subset R' \cap B'\).

Let \(\tilde{R}'\) be a smallest rectangle in the direction \(\omega_0\) containing \(R'\) (see Figure 3). Observe that if \(R'\) can be covered by \(N\) sets that are congruent to \(\tilde{R}' \cap B'\) and that have disjoint interiors, then \(\tilde{R}'\) is covered by the corresponding sets that are congruent to \(\tilde{R}' \cap B'\). (This can be proved by the fact that the long side length of \(B\) is bigger than that of \(R\).) Taking the smallest \(N\),
\[ \frac{|R' \cap B'|}{|\tilde{R}' \cap B'|} = \frac{N|R' \cap B'|}{N|\tilde{R}' \cap B'|} \leq \frac{|R'|}{|\tilde{R}'|}, \quad (2.10) \]
Figure 3. The star shape is the common centre of $R'$ and $B'$. The rectangle $\tilde{R}'$ is shaded.

We now verify that

$$\frac{w(R' \cap B')}{w(\tilde{R}' \cap B')} \lesssim \frac{w(R')}{w(\tilde{R}')}.$$  \hfill (2.11)

Let $P$ be a parallelogram and $P'$ be a smallest rectangle containing $P$. Then there exists a rectangle $P'' \subset P$ such that $P'$ is the dilation of $P''$ by a factor of eight. From this observation, the doubling property (2.9) and Lemma 2.1, we see that

$$w(R' \cap B') \approx \frac{|E|}{\text{rad} (E)} \int_{r_1(E)}^{r_2(E)} w_0(r) \, dr,$$

$$w(\tilde{R}' \cap B') \approx \frac{|F|}{\text{rad} (F)} \int_{r_1(F)}^{r_2(F)} w_0(r) \, dr,$$

where $E$ and $F$ are the smallest rectangles containing $R' \cap B'$ and $\tilde{R}' \cap B'$, respectively. By Lemma 2.1 and (2.10), to prove (2.11) we need only verify that

$$\frac{1}{\text{rad} (E)} \int_{r_1(E)}^{r_2(E)} w_0(r) \, dr \lesssim \frac{1}{\text{rad} (F)} \int_{r_1(F)}^{r_2(F)} w_0(r) \, dr.$$  \hfill (2.12)

To verify (2.12), we show the following claim.

Claim. There exists a constant $C_0 > 0$ such that

$$\min \left\{ \frac{\text{rad} (\tilde{R}')}{\text{rad} (R')}, \frac{\text{rad} (\tilde{R}')}{\text{rad} (F)} \right\} \leq C_0.$$

This claim can be proved by use of Lemma 2.2. If $\tilde{R}'$ contains the origin, then we can easily verify that $\frac{\text{rad} (\tilde{R}')}{\text{rad} (R')} \leq C_0$. By symmetry we have only to consider the cases for which $\tilde{R}'$ lies on the upper half plane and $B'$ crosses $\tilde{R}'$ from left to right or from bottom to top. For each case we may regard $\tilde{R}' \cap B'$ as the segments $B_0B_1$ or $A_0B_0$ in Lemma 2.4. Thus, the claim holds.

We return to the proof of Proposition 1.3.
If \( \text{rad} (\tilde{R}') / \text{rad} (R') \leq \text{rad} (\tilde{R}') / \text{rad} (F) \) holds, then
\[
r_2(\tilde{R}') - r_1(\tilde{R}') \leq C_0 (r_2(R') - r_1(R')).
\]
Hence, using the doubling property of \( w_0 \),
\[
\int_{r_1(\tilde{R})}^{r_2(\tilde{R})} w_0(r) \, dr \lesssim \int_{r_1(R')}^{r_2(R')} w_0(r) \, dr.
\]
By the supremum condition (1.3) and \( E \subset F \),
\[
\frac{1}{\text{rad} (E)} \int_{r_1(E)}^{r_2(E)} w_0(r) \, dr \leq \sup_{r_1(E) < r < r_2(E)} w_0(r) \leq \sup_{r_1(F) < r < r_2(F)} w_0(r) \lesssim \frac{1}{\text{rad} (F)} \int_{r_1(F)}^{r_2(F)} w_0(r) \, dr.
\]
Since \( \text{rad} (R') \leq \text{rad} (\tilde{R}') \), we obtain (2.12).

Similarly, if \( \text{rad} (\tilde{R}') / \text{rad} (R') \geq \text{rad} (\tilde{R}') / \text{rad} (F) \), then
\[
\text{rad} (F) \leq \text{rad} (2\tilde{R}') \lesssim \text{rad} (\tilde{R}')
\]
and so, by arguments similar to those above, (2.11) holds.

Finally, let \( \tilde{R} \) be the rectangle with the same centre and whose short side length is three times the length of that of \( \tilde{R}' \). Observe that there exists a rectangle \( U \subset \mathbb{R}^2 \) such that \( U \subset \tilde{R} \cap \tilde{B} \) and \( \tilde{R} \cap \tilde{B}' \subset \hat{U} \), where \( \hat{U} \) is the rectangle expanded from \( U \) towards the long sides with lengths five times as big, and hence
\[
w(\tilde{R} \cap \tilde{B}') \leq w(\hat{U}) \leq w(U) \leq w(\tilde{R} \cap \tilde{B}).
\]
Therefore, from \( R' \subset 6R, \tilde{R} \subset 3\tilde{R}' \) and the doubling property of \( w \),
\[
\frac{w(R \cap B)}{w(R)} \lesssim \frac{w(R' \cap B')}{w(R')} \lesssim \frac{w(\tilde{R} \cap B')}{w(\tilde{R})} \leq \frac{w(\tilde{R} \cap B)}{w(\tilde{R})},
\]
where we have used (2.11) in the second inequality. The proof of Proposition 1.3 is now complete.

### 3. Proof of Theorem 1.1

The following argument is due to [2]. We first linearise the operators \( M_{\Omega,w} \) and \( M_{\Omega,j,w} \). For any \( \alpha \in \mathbb{Z}^2 \), \( Q_\alpha \) will denote the unit cube centred at \( \alpha \). Given a set \( \Lambda \subset (0, \pi/4) \), for each \( \alpha \) we choose a rectangle \( R_\alpha \in \mathcal{B}_\Lambda \) such that \( R_\alpha \supset Q_\alpha \). We denote the operator \( T_{\Lambda,w} \) by
\[
T_{\Lambda,w} f(x) = \sum_{\alpha} \frac{1}{w(R_\alpha)} \left( \int_{R_\alpha} f w \right) \chi_{Q_\alpha}(x).
\]
By definition it is easy to see that

\[ T_{\Lambda,w}f(x) \leq M_{\Lambda,w}f(x). \] (3.1)

The following lemma is originally due to Carbery in [3].

**Lemma 3.1.** Let \( T_{\Lambda,w} \) be as above. Then \( T_{\Lambda,w} \) is of strong type \((p, p)\) with respect to the measure \( w(x) \, dx \) if and only if there exists a constant \( C_q \), such that for any sequence \( \{ \alpha \} \subset \mathbb{R}_+ \),

\[
\int \left( \sum_{\alpha} \lambda_{\alpha} \frac{w(Q_{\alpha})}{w(R_{\alpha})} \chi_{R_{\alpha}}(x) \right)^q w(x) \, dx \leq C_q \sum_{\alpha} |\lambda_{\alpha}|^q w(Q_{\alpha}), \tag{3.2}
\]

where \( q \) is the conjugate of \( p \). Moreover, the infimum of the constants \( (C_q)^{1/q} \) satisfying (3.2) is \( \|T_{\Lambda}\|_{L^p(w) \to L^p(w)} \).

**Proof.** We go through the same argument as for the proof of Theorem 3 in [2]. \( \square \)

By Lemma 3.1 with \( p = q = 2 \) it is sufficient to show that inequality (3.2) holds with

\[ C_2^{1/2} = \sup_{j \geq 1} \|M_{\Omega_j,w}\|_{L^2(w) \to L^2(w)} + C \|M_{\Omega_0,w}\|_{L^2(w) \to L^2(w)}. \]

We write

\[
P^2 = \int \left( \sum_{\alpha} \lambda_{\alpha} \frac{w(Q_{\alpha})}{w(R_{\alpha})} \chi_{R_{\alpha}}(x) \right)^2 w(x) \, dx
\]

\[
= \int \left( \sum_{l} \sum_{\alpha: R_{\alpha} \in \Omega_l} \lambda_{\alpha} \frac{w(Q_{\alpha})}{w(R_{\alpha})} \chi_{R_{\alpha}} \right)^2 w(x) \, dx
\]

\[
= \int \sum_{l} \left( \sum_{\alpha: R_{\alpha} \in \Omega_l} \lambda_{\alpha} \frac{w(Q_{\alpha})}{w(R_{\alpha})} \chi_{R_{\alpha}} \right)^2 w
\]

\[ + 2 \sum_{l} \sum_{j < l} \int \sum_{R_{\alpha} \in \Omega_l} \sum_{R_{\beta} \in \Omega_j} \lambda_{\alpha} \lambda_{\beta} \frac{w(Q_{\alpha})w(Q_{\beta})}{w(R_{\alpha})w(R_{\beta})} \chi_{R_{\alpha}} \chi_{R_{\beta}} w
\]

\[ =: A + B. \]

For the first term we use (3.1) and Lemma 3.1 with \( \Lambda = \Omega_l \). We obtain

\[
A \leq \sum_{l} \|M_{\Omega_l,w}\|_{L^2(w) \to L^2(w)}^2 \left( \sum_{\alpha: R_{\alpha} \in \Omega_l} |\lambda_{\alpha}|^2 w(Q_{\alpha}) \right)
\]

\[
\leq \left( \sup_{l} \|M_{\Omega_l,w}\|_{L^2(w) \to L^2(w)} \right) \left( \sum_{l} \sum_{\alpha: R_{\alpha} \in \Omega_l} |\lambda_{\alpha}|^2 w(Q_{\alpha}) \right)
\]

\[
\leq \left( \sup_{l} \|M_{\Omega_l,w}\|_{L^2(w) \to L^2(w)}^2 \right) \left( \sum_{\alpha} |\lambda_{\alpha}|^2 w(Q_{\alpha}) \right). \tag{3.3}
\]

By Proposition 1.3 there exists a constant \( C \) such that if \( R_{\alpha} \in \Omega_l \) and \( R_{\beta} \in \Omega_j \) with \( j < l \), then we can find certain rectangles \( \tilde{R}_{\alpha} \) and \( \tilde{R}_{\beta} \), containing \( R_{\alpha} \) and \( R_{\beta} \), respectively,
Directional maximal operators and radial weights on the plane

pointing in the direction of $\theta_j$ and so that

$$
\frac{w(R_{\alpha} \cap R_{\beta})}{w(R_{\alpha}) w(R_{\beta})} \leq \frac{w(\tilde{R}_{\alpha}^{-} \cap R_{\beta})}{w(\tilde{R}_{\alpha}^{-}) w(R_{\beta})} + \frac{w(R_{\alpha} \cap \tilde{R}_{\beta}^{+})}{w(R_{\alpha}) w(\tilde{R}_{\beta}^{+})}.
$$

Observe that both $\tilde{R}_{\alpha}^{-}$ and $\tilde{R}_{\beta}^{+}$ are rectangles of the basis $\mathcal{B}_0$. Then

$$
B \leq 2C \sum_{l} \sum_{j<l} \int \sum_{R_{\alpha} \in \Omega_l} \sum_{R_{\beta} \in \Omega_j} \lambda_{\alpha} \lambda_{\beta} \frac{w(Q_{\alpha}) w(Q_{\beta})}{w(\tilde{R}_{\alpha}^{-}) w(R_{\beta})} \chi_{\tilde{R}_{\alpha}^{-}} \chi_{R_{\beta}} w(x)
$$

$$
+ 2C \sum_{l} \sum_{j<l} \int \sum_{R_{\alpha} \in \Omega_l} \sum_{R_{\beta} \in \Omega_j} \lambda_{\alpha} \lambda_{\beta} \frac{w(Q_{\alpha}) w(Q_{\beta})}{w(R_{\alpha}) w(\tilde{R}_{\beta}^{+})} \chi_{R_{\alpha}} \chi_{\tilde{R}_{\beta}^{+}} w(x)
$$

$$
= B^{-} + B^{+}.
$$

We shall only work with $B^{-}$ (the other term is analogous). So,

$$
B^{-} = 2C \sum_{l} \sum_{j<l} \int \sum_{R_{\alpha} \in \Omega_l} \sum_{R_{\beta} \in \Omega_j} \lambda_{\alpha} \lambda_{\beta} \frac{w(Q_{\alpha}) w(Q_{\beta})}{w(\tilde{R}_{\alpha}^{-}) w(R_{\beta})} \chi_{\tilde{R}_{\alpha}^{-}} \chi_{R_{\beta}} w(x)
$$

$$
\leq 2C \int \left( \sum_{l} \sum_{R_{\alpha} \in \Omega_l} \lambda_{\alpha} \frac{w(Q_{\alpha})}{w(\tilde{R}_{\alpha}^{-})} \chi_{\tilde{R}_{\alpha}^{-}} \right)^{1/2} \left( \sum_{j} \sum_{R_{\beta} \in \Omega_j} \lambda_{\beta} \frac{w(Q_{\beta})}{w(R_{\beta})} \chi_{R_{\beta}} \right)^{1/2} w(x)^{1/2}.
$$

By the Cauchy–Schwarz inequality,

$$
B^{-} \leq 2C \left( \int \left( \sum_{l} \sum_{R_{\alpha} \in \Omega_l} \lambda_{\alpha} \frac{w(Q_{\alpha})}{w(\tilde{R}_{\alpha}^{-})} \chi_{\tilde{R}_{\alpha}^{-}} \right)^{2} w(x) \right)^{1/2} \left( \int \left( \sum_{j} \sum_{R_{\beta} \in \Omega_j} \lambda_{\beta} \frac{w(Q_{\beta})}{w(R_{\beta})} \chi_{R_{\beta}} \right)^{2} w(x) \right)^{1/2}.
$$

Now notice that $\tilde{R}_{\alpha}^{-} \in \Omega_0$ for all $\alpha$. Then by Lemma 3.1 and (3.1),

$$
B^{-} \leq 2C \|M_{\Omega_0, w}\|_{L^2(w) \rightarrow L^2(w)} \left( \sum_{\alpha} |\lambda_{\alpha}|^2 w(Q_{\alpha}) \right)^{1/2} I.
$$

(3.4)

Similarly, we can obtain the same bound for $B^{+}$. Combining the bounds (3.3) for $A$ and (3.4) for $B^{\pm}$,

$$
I^2 \leq \left( \sup_{l} \|M_{\Omega, w}\|_{L^2(w) \rightarrow L^2(w)}^{2} \right) \left( \sum_{\alpha} |\lambda_{\alpha}|^2 w(Q_{\alpha}) \right) + C \|M_{\Omega, w}\|_{L^2(w) \rightarrow L^2(w)} \left( \sum_{\alpha} |\lambda_{\alpha}|^2 w(Q_{\alpha}) \right)^{1/2} I.
$$

This implies that

$$
I \leq \left( \sup_{l} \|M_{\Omega, w}\|_{L^2(w) \rightarrow L^2(w)}^{2} + C \|M_{\Omega, w}\|_{L^2(w) \rightarrow L^2(w)} \left( \sum_{\alpha} |\lambda_{\alpha}|^2 w(Q_{\alpha}) \right) \right)^{1/2}.
$$

By Lemma 3.1 this completes the proof of Theorem 1.1.
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