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THE DISTRIBUTION OF FOSCHINI’S LOWER
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Abstract

Foschini gave a lower bound for the channel capacity of an N -transmit M-receive antenna
system in a Raleigh fading environment with independence at both transmitters and
receivers. We show that this bound is approximately normal.
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1. Introduction

In wireless communications theory, channel capacity is the maximum number of bits or
other information elements that can be handled in a particular channel per unit time. It can also
be interpreted as the tightest upper bound on the amount of information that can be reliably
transmitted over a channel or the limiting information rate (in units of information per unit
time) that can be achieved with arbitrarily small error probability.

Let X and Y denote random variables respectively representing signals that can be transmit-
ted, and signals received, during a block of time over a channel. Let I (X; Y ) denote the mutual
information between the random variables X and Y . Then the channel capacity can be formally
defined as sup I (X; Y ), where the supremum is taken over the space of all distributions for X.

Various versions of the channel capacity formula of Foschini (1996) and Foschini and
Gans (1998) have been given for different situations with N signals and M receivers. Here,
we are interested in the capacity for independent and identically distributed Rayleigh fading
channels. These are perhaps some of the simplest fading environments. However, the need
to consider channel capacity for such environments has been widespread even in recent years.
For example, with respect to performance analysis of adaptive M-ary quadrature amplitude
modulation systems (see Nechiporenko et al. (2008)); channel coding selection in time-slotted
ALOHA packetized multiple-access systems (see Wei et al. (2008)); scheduling algorithms
capable of controlling throughput-fairness tradeoff performance (see Lee and Oh (2009)); the
use of adaptive source transmission with amplify-and-forward relaying (see Nechiporenko
et al. (2009)); the effect of co-channel interference in multiple-input multiple-output systems
employing maximal ratio combining (see Rui (2009)); and performance analysis of low density
parity check codes with selection diversity combining (see Tan et al. (2010)).

Received 12 July 2010; revision received 21 February 2011.
∗ Postal address: Applied Mathematics Group, Industrial Research Limited, Lower Hutt, New Zealand.
∗∗ Postal address: School of Mathematics, University of Manchester, Manchester M13 9PL, UK.
Email address: mbbsssn2@manchester.ac.uk

260

https://doi.org/10.1239/aap/1331216652 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1331216652


The distribution of Foschini’s lower bound for channel capacity 261

Foschini (1996) and Foschini and Gans (1998) gave the capacity as

C = log2 det

(
IM + ρXXH

N

)
=

N∑
k=1

log2

(
1 + ρ|λk|2

N

)
(1.1)

for no water filling and no correlation either end, where ‘H’ denotes the conjugate transpose,
{λk} are the singular values of the N × M matrix X = (X1, . . . ,XN), and X1, . . . ,XN are
independent complex random M-vectors each distributed as a circular symmetric complex
normal with mean 0M and covariance the identity matrix IM , written Xn ∼ CNM(0, IM).
Here, ρ = PT /Q is the ‘signal-to-noise ratio (SNR)’, the ratio of the total transmitted power
to the average power of the noise at each receiver.

The lower bound on the capacity given in Foschini and Gans (1998) is

CF =
N∑

k=N−M+1

log2

(
1 + ρχ2

2k

N

)
< C (1.2)

for N ≥ M . Now consider the case M = N . In this case, the bound was given by Equation (3)
of Foschini (1996). Note that CF is the sum of N independent channels with diversity orders
from 1 to N . This note gives the distribution of this bound. More generally,

C = log2 det(IN +X�XH) = log2 det

(
IN +

N∑
k=1

�kXkX
H
k

)
=

N∑
k=1

log2(1+�k|λk|2), (1.3)

where � = diag(�1, . . . , �N), �n = Pn/P0, Pi is the power of the ith interfering signal (the
signal that impairs the reception of the wanted signal), and P0 is the power of the desired
signal. For BLAST (layered space–time) systems, a corresponding formula for band-limited,
frequency-selective channels is

CF,MF =
〈 N∑
k=1

log2(1 + �k(f ))

〉
=

〈 N∑
k=1

log2(1 + X�
k R−1

k−1X
∗
k )

〉
,

where ‘∗’ and ‘�’ denote the complex conjugate and transpose, respectively, and

〈·〉 = S

∫ 1/(2S)

−1/(2S)

· df, Rk =
k∑

i=1

XiX
�
i + N ,

where f is the frequency, �k(f ), defined by Equation (15) ofAriyavisitakul (2000), is the signal-
to-interference-plus-noise power density ratio at frequency f , N , defined by Equation (7) of
Ariyavisitakul (2000), is anM×M diagonal matrix with elements determined by the noise power
density at frequency f on the j th receiver antenna, j = 1, 2, . . . , M , S is the symbol period,
and Rk is the frequency-domain correlation matrix of the signals on the receiver antennas. He
showed that this generalized Foschini lower bound is equal to the true Shannon upper bound
C = 〈det(RNN −1)〉 when the output SNR of the space–time processing in each layer is
represented by the corresponding ‘matched filter’ bound. So, the bounds are actually achieved.

Using the fact that XXH of (1.1) is Wishart, Telatar (1999, Equations (7), (10)) showed that
(1.1) has mean of the form

E C =
M−1∑
j=0

∫ ∞

0
LN,M,j (x) log2

(
1 + xρ

N

)
exp(−x) dx,
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where

LN,M,j (x) = j !
(j + N − M)! [L

N−M
j (x)]2xN−M

and

LN−M
k (x) = 1

k! exp(x)xM−N dk

dxk
[exp(−x)xN−M+k]

is the associated Laguerre polynomial of order k. Note that LN,N,j (x) = Lj (x)2, where
Lj = L0

j is the Laguerre polynomial of order j . For N = M , Telatar (1999) showed that E C

can be approximated by

N

∫ 4

0
log2(1 + ρy)F (y) dy

for F(y) = π−1
√

y−1 − 1
4 . He used log for log2 throughout. Note that F(y) is the density of

the eigenvalues of XXH; see Foschini (1996). From (3.1) below we can write the mean of
Foschini’s lower bound CF of (1.2) as

E CF =
N∑

k=1

1

(k − 1)!
∫ ∞

0
xk−1 log2

(
1 + 2xρ

N

)
exp(−x) dx.

Smith and Shafi (2002) extended Telatar’s result for M = N to the variance and found that
the Gaussian approximation performs well. Chiani et al. (2003) gave the characteristic function
of C in determinant form by obtaining the joint distribution of the eigenvalues of a Wishart
matrix, extending the approach of Telatar.

Various approximations for the distribution and density functions of C have been developed.
Salo et al. (2004) gave an approximation for the distribution of C for high SNR ρ. Approxima-
tions for M � N and N � M are given in Withers (2004), (2006) and Withers and Nadarajah
(2010).

There are very few results on the exact distribution of C, especially when M and N

are of similar magnitude. The one known to us is that due to Smith et al. (2003), where
expressions for the distribution and density functions of C are given for min(M, N) = 1, 2, 3.
For min(M, N) = 1, the given expressions are single finite sums of elementary terms. For
min(M, N) = 2, the given expressions are double finite sums of terms involving an intractable
single integral, the distribution function of generalized inverse Gaussian random variables.
For min(M, N) = 3, the given expressions are triple finite sums of terms involving an
intractable double integral. For min(M, N) > 3, expressions can be obtained in principle
for the distribution and density functions of C. But these are likely to involve intractable triple
or higher-order integrals.

So, the expressions of Smith et al. (2003) are of limited use (since min(M, N) = 1, 2, 3)
and are clearly complicated. Hence, they cannot be widely used or widely implemented.

The aim of this note is to provide accessible approximations for the distribution of C when M

andN are of similar magnitude. The given approximations are not limited for low or high SNRρ.
The simplest approximation is to apply the central limit theorem and to assume a normal limit.
Cornish–Fisher methods (see Cornish and Fisher (1937) and Fisher and Cornish (1960)) can
be used to provide higher-order approximations than those based on the central limit theorem.
The central limit theorem approximation can be accurate for sufficiently large M and N . If
M or N is not large then higher-order corrections can be applied to obtain a desired level of
accuracy. Computational tools for the normal distribution are available everywhere, even in
many pocket calculators, so our approximations can be widely used and widely implemented.
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In Section 2 we give the distribution of Foschini’s lower bound (1.2) and its extension (1.3).
We show that the capacity is asymptotically normal. Derivations are given in Section 3. In
Section 4 we give a comparison with the distribution of the capacity C of (1.1).

2. Main results

Let C′′ = N−1CF ln 2 and n = N2. We show that κr(C
′′), the rth cumulant of C′′, can be

expanded in the form

κr(C
′′) ≈

∞∑
i=2r−2

br,iN
−i , (2.1)

where the coefficients br,i do not depend on N . The use of ‘≈’indicates an asymptotic expansion
that may diverge. To apply Cornish–Fisher methods (see Cornish and Fisher (1937) and Fisher
and Cornish (1960)), (2.1) needs to be viewed as an expansion in powers of n−1/2, whereas
standard estimates have expansions in powers of n−1; see Withers (1982), (1984). In the latter
case, we can use the standard ‘derived’ Cornish–Fisher expansion given in Withers (1984). In
our case, we need the nonstandard ‘derived’Cornish–Fisher expansion of Withers (1984). This
gives expansions for the distribution of C′′ (and so those of CF ) in powers of n−1/2 = N−1 and
the leading cumulant coefficients br,i . For the central limit theorem approximation, we only
need the coefficients given by Theorem 2.1.

Theorem 2.1. We have

b1,0 = (1 + ω−1) ln(1 + ω) − 1, (2.2)

b1,1 = ω

2(1 + ω)
, (2.3)

b2,2 = ln(1 + ω) − ω

1 + ω
= b1,0

1 + ω−1 , (2.4)

for ω = 2ρ.

The three coefficients of Theorem 2.1 represent the asymptotic mean, first-order bias, and
first-order variance of C′′. The asymptotic mean b1,0 can be written as

b1,0 =
∫ 1

0
ln(1 + ωx) dx.

This form is given by Equation (5) of Foschini (1996) and Equation (18) of Foschini and
Gans (1998), with ω = 2ρ replaced by ρ. This difference is due to their nonstandard scaling
of the chi-square random variables. Note that, for large SNR, b2,2 ≈ b1,0 ≈ ln ω − 1, so
N var(CF )/ E CF ≈ 1/ln 2.

Our central limit theorem approximation for CF can now be written as

YN = b
−1/2
2,2 (CF ln 2 − Nb1,0 − b1,1) → N (0, 1)

as N → ∞. That is, YN is approximately a standard real normal random variable with density
and distribution

φ(x) = (2π)−1/2 exp

(
−x2

2

)
, 	(x) =

∫ x

−∞
φ(y) dy.
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3. Derivations

Note that CF of (1.2) can be written as

CF =
N∑

k=1

log2

(
1 + ωGk

N

)
, (3.1)

where the Gk = χ2
2k/2 are independent gamma random variables with mean k and density

xk−1 exp(−x)/(k − 1)!. The cumulants and moments of Gk are κr(Gk) = k(r − 1)! and
E Gr

k = (k)r , where (k)r = �(k + r)/�(k) = k(k + 1) · · · (k + r − 1), using the notation of
Abramowitz and Stegun (1964) and Gradshteyn and Ryzhik (1965). To begin with, we study
the more general problem

C =
N∑

k=1

log2

(
1 + ωkGk

N

)
,

where the {ωk} are assumed to be bounded away from 0 and ∞. So, C = CF if ωk ≡ ω. Set

C′ = C ln 2 =
N∑

k=1

Xk,N

for Xk,N = ln(1 + ωkGk/N). By Lyapounov’s theorem (see Billingsley (1968, p. 44)), C is
asymptotically normal as N → ∞ if

N∑
k=1

µ4(Xk,n)

/( N∑
k=1

µ2(Xk,n)

)2

→ 0

as N → ∞, where µr(X) = E(X − E X)r . This condition is much weaker than requiring {ωk}
to be bounded away from 0 and ∞. We now prove the following.

Lemma 3.1. For r ≥ 1, the rth cumulant of C′ is given in terms of the joint cumulants of
powers of Gk by

κr(C
′) ≈

∞∑
j=r

N−j (−1)j−rdr,j (3.2)

for

dr,j =
N∑

k=1

ω
j
kdr,j,k,

where
dr,j,k =

∑
i1+···+ir=j, i1≥1,...,ir≥1

(i1 · · · ir )−1κ(G
i1
k , . . . , G

ir
k ).

Proof. Note that

Xk,n =
∞∑
i=1

wi,k,NGi
k

for wi,k,N = wi(ωk/N)i and wi = (−1)i−1/i. Since the {Xk,N } are independent,

κr(C
′) =

N∑
k=1

κr(Xk,N ), κr (Xk,N ) =
∞∑

i1=1

· · ·
∞∑

ir=1

wi1,k,N · · · wir ,k,Nκ(G
i1
k , . . . , G

ir
k ).

This completes the proof.
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By (3.2), the rth cumulant of C′′ = C′/N has magnitude N2−2r = n1−r so C′′ has Cornish–
Fisher expansions in powers of n−1/2. For the case ωk ≡ ω, κr(C

′′) can also be expanded in
the form (2.1).

Proof of Theorem 2.1. Now take ωk ≡ ω so that C′′ = C′/N and C′ = CF ln 2. By
Lemma 3.1,

κr(C
′) = (−1)r

∞∑
j=r

(
− ω

N

)j

Dr,j

for

Dr,j =
N∑

k=1

dr,j,k.

Note that
N∑

k=1

(k)j = (N)j+1

j + 1

so that

d1,j,k = (k)j

j
, D1,j = (N)j+1

(j)2
.

By Abramowitz and Stegun (1964, p. 824),

x(x − 1) · · · (x − j + 1) =
j∑

m=0

Sm
j xm

for Sm
j = s(j, m) = (−1)m−j |Sm

j |, the Stirling number of the first kind, tabled there on pages
833–834. So,

(N)j =
j∑

m=0

Sm
j (−1)m−jNm = Nj

j∑
i=0

S
j−i
j (−N)−i .

So, we may take

b1,i = (−1)i−1
∑

j≥1, j≥i−1

(−ω)jS
j+1−i
j+1

(j)2
.

Using Abramowitz and Stegun (1964, p. 824), we can show that

S
j
j+1 = − (j)2

2
= −

(
j + 1

2

)
,

S
j−1
j+1 = 1

8 (j − 1)4 − 1
6 (j − 1)3,

S
j−2
j+1 = − 1

48 (j − 2)6 + 1
12 (j − 2)5 − 1

24 (j − 2)4.

So, (2.2) and (2.3) follow. Also,

∞∑
i=2

b2,iN
−i ≈ var(C′′) ≈

∞∑
j=2

N−j−2(−ω)jD2,j .
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From
d2,j,k =

∑
i1+i2=j, i1≥1, i2≥1

(i1i2)
−1((k)j − (k)i1(k)i2),

we have

d2,2,k = (k)2 − k2 = k, D2,2 = 1
2 (N)2,

d2,3,k = (k)3 − k(k)2 = 2(k)2, D2,3 = 2
3 (N)3,

d2,4,k = 2−2((k)4 − (k)2
2) + 2

3 ((k)4 − k(k)3) = 3(k)3 − 1
2 (k)2, D2,4 = 3

4 (N)4 − 1
6 (N)3,

illustrating that D2,j ≈ (j − 1)Nj/j as N → ∞. So,

b2,2 =
∞∑

j=1

(−ω)j
(

1 − 1

j

)

and (2.4) follows. The proof of the theorem is complete.

4. A comparison with the distribution of the capacity

Here, we give a comparison with the distribution of the capacity C of (1.1). The asymptotic
means of capacity C and CF of (1.1) and its lower bound (1.2) are related as follows:

b1,0

ln 2
=

∫ 1

0
log2(1 + ωx) dx < log2(1 + ρ) (4.1)

for ω = 2ρ and

C =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

M−1 lim
N→∞ E CF for M = N,

M−1 lim
N→∞ E CF for fixed M,

N−1 lim
M→∞ E CF for fixed N.

(4.2)

Equation (4.1) follows by Jenson’s inequality. The middle equation of (4.2) was given in
Foschini and Gans (1998) and follows from the law of large numbers. The last equation of
(4.2) follows by a duality; see Withers (2006). The domains of the three equations in (4.2) are
exclusive: M = N , M � N , and M  N . In Figure 1 we plot both sides of (4.1).

More generally, by Withers and Vaughan (2001) and Withers (2004), (2006), setting n1 =
min(M, N) and n2 = max(M, N) for r ≥ 1 and fixed n1, C0 = C ln 2 has the rth cumulant

κr(C0) ≈
∞∑

i=r−1

ar,i(n1)n
−i
2

as n2 → ∞ for certain functions ar,i = ar,i(n1). Those needed for the distribution of C via
YM,N below are given by Example 3.1 of Withers and Nadarajah (2010): a1,0 = n1 ln(1 + ρ)

and a2,1 = n1ν
2
1 for ν1 = (1+ρ−1)−1. The first approximation (central limit theorem) for C is

YM,N =
(

n2

a2,1

)1/2

(C0 − a1,0) → N (0, 1) as n2 → ∞.

https://doi.org/10.1239/aap/1331216652 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1331216652


The distribution of Foschini’s lower bound for channel capacity 267

2015105
Signal-to-noise ratio (dB)

0

1

2

M
ea

n 
of

 c
ap

ac
ity

3

4

5

6
asymptotic mean of CF
asymptotic mean of C

–5

Figure 1: Asymptotic means of C for M = N and CF .

V
ar

ia
nc

e 
of

 c
ap

ac
ity

0

2

4

6

8
asymptotic variance of C
asymptotic variance of CF

2015105
Signal-to-noise ratio (dB)

0–5

Figure 2: Asymptotic variances of C for M = N and CF .

Comparing the variances of C and CF ,

var(C) ≈ (ln 2)−2ν2
1n1

n2
= (ln 2)−2ν2

1 if M = N,

var(CF ) ≈ (ln 2)−2b2,2.

In Figure 2 we plot these asymptotic variances when M = N .
For small ρ,

b2,2 ≈ 2ρ2 − 16
3 ρ3 + · · · , ν2

1 ≈ ρ2 − 2ρ3 + · · · ,

https://doi.org/10.1239/aap/1331216652 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1331216652


268 C. S. WITHERS AND S. NADARAJAH

so that var(CF ) ≈ 2 var(C) when M = N . As ρ → ∞,

b2,2 = ln

(
2ρ

e

)
{1 + O(ρ−1)} → ∞, ν2

1 = 1 + O(ρ−1) → 1,

so that

var(CF ) → ∞, var(C)|M=N → 1

(ln 2)2 .
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