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In this paper, we consider the nonhomogeneous semilinear elliptic equation
$(*)_{\lambda} \quad-\Delta u+u=\lambda K(x) u^{p}+h(x)$ in $\mathbb{R}^{N}, u>0$ in $\mathbb{R}^{N}, u \in H^{1}\left(\mathbb{R}^{N}\right)$,
where $\lambda \geqslant 0,1<p<(N+2) /(N-2)$, if $N \geqslant 3,1<p<\infty$, if $N=2, h(x)$ $\in H^{-1}\left(\mathbb{R}^{N}\right), 0 \not \equiv h(x) \geqslant 0$ in $\mathbb{R}^{N}, K(x)$ is a positive, bounded and continuous function on $\mathbb{R}^{N}$. We prove that if $K(x) \geqslant K_{\infty}>0$ in $\mathbb{R}^{N}$, and $\lim _{|x| \rightarrow \infty} K(x)=K_{\infty}$, then there exists a positive constant $\lambda^{*}$ such that $(*)_{\lambda}$ has at least two solutions if $\lambda \in\left(0, \lambda^{*}\right)$ and no solution if $\lambda>\lambda^{*}$. Furthermore, $(*)_{\lambda}$ has a unique solution for $\lambda=\lambda^{*}$ provided that $h(x)$ satisfies some suitable conditions. We also obtain some further properties and bifurcation results of the solutions of (1.1) ${ }_{\lambda}$ at $\lambda=\lambda^{*}$.

## 1. Introduction

In this paper, we consider the semilinear elliptic equation

$$
\left\{\begin{array}{l}
-\Delta u+u=\lambda K(x) u^{p}+h(x) \text { in } \mathbb{R}^{N}  \tag{1.1}\\
u>0 \text { in } \mathbb{R}^{N}, u \in H^{1}\left(\mathbb{R}^{N}\right)
\end{array}\right.
$$

where $\lambda \geqslant 0,1<p<(N+2) /(N-2)$, if $N \geqslant 3,1<p<\infty$, if $N=2, h(x) \in H^{-1}\left(\mathbb{R}^{N}\right)$, $0 \not \equiv h(x) \geqslant 0$ in $\mathbb{R}^{N}, K(x)$ is a positive, bounded and continuous function on $\mathbb{R}^{N}$. Moreover, $h(x)$ and $K(x)$ satisfy the following conditions:
(h1) $h(x) \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{q}\left(\mathbb{R}^{N}\right)$ for some $q>N / 2$ if $N \geqslant 3, q=2$ if $N=2$.
(k1) $K(x) \geqslant K_{\infty}>0$ in $\mathbb{R}^{N}$, and $\lim _{|x| \rightarrow \infty} K(x)=K_{\infty}$.
The homogeneous case, that is, $h(x) \equiv 0$, the equation (1.1) ${ }_{\lambda}$ has been studied by many authors (see $[5,8,13,14,15]$.) For the nonhomogeneous case ( $h(x) \not \equiv 0$ ), Zhu [16], Zhu and Zhou [18] and Cao and Zhou [6], established the existence of multiple positive solutions of equations with structure unlike that here.
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The main aim of this paper is concerned with the existence and nonexistence of multiple positive solutions of $(1.1)_{\lambda}$ for the full $\lambda \in[0, \infty)$. We also obtain some properties of solutions and some bifurcation results of solutions at $\lambda=0$ and $\lambda=\lambda^{*}$, where $\lambda^{*}$ is given in Theorem 1.1 below.

Throughout this paper, we always assume that $h(x) \geqslant 0, h(x) \not \equiv 0$ in $\mathbb{R}^{N}, K(x)$ is a positive, bounded and continuous function on $\mathbb{R}^{N}$ and $u_{0}$ is the unique solution of (1.1) $)_{0}$, unless otherwise specified and we set

$$
\begin{aligned}
\|u\| & =\left(\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|u|^{2}\right) d x\right)^{1 / 2}, \\
\|u\|_{q} & =\left(\int_{\mathbb{R}^{N}}|u|^{q} d x\right)^{1 / q}, 2 \leqslant q<\infty \\
\|u\|_{\infty} & =\sup _{x \in \mathbb{R}^{N}}|u(x)|, \\
M & =\inf \left\{\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|u|^{2}\right) d x: \int_{\mathbb{R}^{N}}|u|^{p+1} d x=1\right\} .
\end{aligned}
$$

Now, we state our main results in the following.
THEOREM 1.1. If $h(x) \geqslant 0$ and $h(x) \not \equiv 0$ in $\mathbb{R}^{N}, K(x)$ is a positive, bounded and continuous function on $\mathbb{R}^{N}$ and $K(x)$ satisfies ( $k 1$ ). Then there is $\lambda^{*}, 0<\lambda^{*}<\infty$, such that:
(i) (1.1) has at least two solutions $u_{\lambda}, U_{\lambda}$ and $u_{\lambda}<U_{\lambda}$ if $\lambda \in\left(0, \lambda^{*}\right)$;
(ii) (1.1) . has a unique solution $u_{\lambda^{*}}$ provided that $h(x)$ satisfies ( $h 1$ );
(iii) (1.1) has no positive solutions if $\lambda>\lambda^{*}$.

Furthermore,

$$
\begin{align*}
\lambda_{1} & \equiv \frac{(p+1)(p-1)^{p-1} M^{(p+1) / 2}}{(2 p)^{p}\|K\|_{\infty}\|h\|_{H^{-1}}^{p-1}} \\
& \leqslant \lambda^{*} \leqslant \inf _{w \in H^{1}\left(\mathbf{R}^{N}\right) \backslash\{0\}}\left(\frac{\|w\|^{2}}{p \int_{\mathbf{R}^{N}} K u_{0}^{p-1} w^{2} d x}\right) \equiv \lambda_{2}  \tag{1.2}\\
& \leqslant \frac{p\|h\|_{H^{-1}}^{2}}{(p-1)^{2} \int_{\mathbf{R}^{N}} K u_{0}^{p+1} d x} \equiv \lambda_{3}
\end{align*}
$$

where $u_{\lambda}$ is the minimal solution of $(1.1)_{\lambda}, U_{\lambda}$ is the second solution of $(1.1)_{\lambda}$ constructed in Section 4 and $u_{0}$ is the unique positive solution of $(1.1)_{0}$.

Theorem 1.2. If ( $h 1$ ), ( $k 1$ ) hold, $h(x) \geqslant 0, h(x) \not \equiv 0$ in $\mathbb{R}^{N}$ and $K(x)$ is a positive, bounded and continuous function on $\mathbb{R}^{N}$. Then
(i) $u_{\lambda}$ is strictly increasing with respect to $\lambda, u_{\lambda}$ is uniformly bounded in $L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right)$ for all $\lambda \in\left[0, \lambda^{*}\right]$ and

$$
u_{\lambda} \rightarrow u_{0} \text { in } L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right) \text { as } \lambda \rightarrow 0
$$

where $u_{0}$ is the unique positive solution of $(1.1)_{0}$.
(ii) $\quad U_{\lambda}$ is strictly decreasing with respect to $\lambda$ and $U_{\lambda}$ is unbounded in $L^{\infty}\left(\mathbb{R}^{N}\right)$ $\cap H^{1}\left(\mathbb{R}^{N}\right)$, that is

$$
\lim _{\lambda \rightarrow 0}\left\|U_{\lambda}\right\|=\lim _{\lambda \rightarrow 0}\left\|U_{\lambda}\right\|_{\infty}=\infty
$$

(iii) Moreover, we assume that $K(x)$ and $h(x)$ are in $C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)$, then all solutions of $(1.1)_{\lambda}$ are in $C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$, and $\left(\lambda^{*}, u_{\lambda}\right)$ is a bifurcation point for (1.1) ${ }_{\lambda}$ and

$$
u_{\lambda} \rightarrow u_{0} \text { in } C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right) \text { as } \lambda \rightarrow 0
$$

where $u_{0}$ is the unique positive solution of $(1.1)_{0}$.
We shall organise this paper as follows. In Section 2, we give some notations and preliminary results. In Section 3, we assert that there exists $\lambda^{*}>0$ such that (1.1) $)_{\lambda}$ has a minimal solution for $\lambda \in\left[0, \lambda^{*}\right)$. In Section 4, we establish the existence of a second solution $U_{\lambda}$ for $\lambda \in\left(0, \lambda^{*}\right)$ and some asymptotic behaviour of the solution of (1.1) $)_{\lambda}$. In Section 5 , we shall give some further properties, and bifurcation of solutions of (1.1) $\boldsymbol{\lambda}_{\lambda}$.

## 2. Preliminaries

In this section, we shall give some notations and some known results. In order to get the existence of positive solutions of $(1.1)_{\lambda}$, we consider the energy functional $I_{\lambda}: H^{1}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ defined by

$$
I_{\lambda}(u)=\int_{\mathbb{R}^{N}}\left[\frac{1}{2}\left(|\nabla u|^{2}+|u|^{2}\right)-\frac{\lambda}{p+1} K(x)\left(u^{+}\right)^{p+1}-h(x) u\right] d x
$$

where $u^{ \pm}(x)=\max \{ \pm u(x), 0\}$. Then the critical points of $I_{\lambda}$ are the positive solutions of $(1.1)_{\lambda}$. Consider the equation

$$
\left\{\begin{array}{l}
-\Delta u+u=\lambda K_{\infty} u^{p} \text { in } \mathbb{R}^{N}  \tag{2.1}\\
u>0 \text { in } \mathbb{R}^{N}, u \in H^{1}\left(\mathbb{R}^{N}\right)
\end{array}\right.
$$

and its associated energy functional $I_{\lambda}^{\infty}$ defined by

$$
I_{\lambda}^{\infty}(u)=\int_{\mathbb{R}^{N}}\left[\frac{1}{2}\left(|\nabla u|^{2}+|u|^{2}\right)-\frac{\lambda}{p+1} K_{\infty}\left(u^{+}\right)^{p+1}\right] d x, u \in H^{1}\left(\mathbb{R}^{N}\right)
$$

It is well known that equation (2.1) ${ }_{\lambda}$ has a unique ground state solution $\omega_{\lambda}$ and $I_{\lambda}^{\infty}\left(\omega_{\lambda}\right)=\sup _{t>0} I_{\lambda}^{\infty}\left(t \omega_{\lambda}\right)$ (see Bahri and Lions [3] and the references there).

Now, we given the following known propositions for later use.
Proposition 2.1. Let $K(x)$ satisfy $(k 1)$ and $\left\{u_{k}\right\}$ be a $(P S)_{c}-$ sequence of $I_{\lambda}$ in $H^{1}\left(\mathbb{R}^{N}\right)$ :

$$
\begin{aligned}
& I_{\lambda}\left(u_{k}\right)=c+o(1) \text { as } k \rightarrow \infty, \\
& I_{\lambda}^{\prime}\left(u_{k}\right)=o(1) \text { strongly in } H^{-1}\left(\mathbb{R}^{N}\right) .
\end{aligned}
$$

Then there exist an integer $l \geqslant 0$, sequence $\left\{x_{k}^{i}\right\} \subseteq \mathbb{R}^{N}$, functions $\bar{u} \in H^{1}\left(\mathbb{R}^{N}\right), \bar{u}_{i} \in H^{1}\left(\mathbb{R}^{N}\right), 1 \leqslant i \leqslant l$, such that for some subsequence $\left\{u_{k}\right\}$, we have

$$
\left\{\begin{array}{l}
u_{k}-\left(\bar{u}+\sum_{i=1}^{l} \bar{u}_{i}\left(\cdot-x_{k}^{i}\right)\right) \rightarrow 0, \text { as } k \rightarrow \infty \\
u_{k}-\bar{u} \text { weakly in } H^{1}\left(\mathbb{R}^{N}\right) ; \\
c=I_{\lambda}(\bar{u})+\sum_{i=1}^{l} I_{\lambda}^{\infty}\left(\bar{u}_{i}\right) ; \\
-\Delta \bar{u}+\bar{u}=\lambda K(x) \bar{u}^{p}+h(x) \text { in } H^{-1}\left(\mathbb{R}^{N}\right) \\
-\Delta \bar{u}_{i}+\bar{u}_{i}=\lambda K_{\infty} \bar{u}_{i}^{p} \text { in } H^{-1}\left(\mathbb{R}^{N}\right), 1 \leqslant i \leqslant l \\
\left|x_{k}^{i}\right| \rightarrow \infty,\left|x_{k}^{i}-x_{k}^{j}\right| \rightarrow \infty, 1 \leqslant i \neq j \leqslant l
\end{array}\right.
$$

where we agree that in the case $l=0$ the above holds without $\bar{u}_{i}, x_{k}^{i}$.
Proof: The proof can be obtained by using the arguments in Bahri and Lions [3] (also see $[13,14]$ ). We omit it.

## 3. Existence of minimal solution and decay

In this section, by the barrier method, we prove that the existence of minimal positive solution $u_{\lambda}$ for all $\lambda$ in some finite interval $\left[0, \lambda^{*}\right]$ (that is, for any positive solution $u$ of (1.1) $)_{\lambda}$, then $u \geqslant u_{\lambda}$ ). Furthermore, we establish a decay estimate for solutions of (1.1) $)_{\lambda}$.

Lemma 3.1. Let $K(x)$ satisfy $(k 1)$. Then (1.1) has a solution $u_{\lambda}$ if $0 \leqslant \lambda<\lambda_{1}$ where $\lambda_{1}$ is given by (1.2).

Proof: For $\lambda=0$, the existence question is equivalent to the existence of $u_{0} \in H^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\int_{\mathbf{R}^{N}} \nabla u_{0} \cdot \nabla \phi+u_{0} \phi=\int_{\mathbb{R}^{N}} h \phi \tag{3.1}
\end{equation*}
$$

for all $\phi \in H^{1}\left(\mathbb{R}^{N}\right)$. Now, we have that

$$
\left|\int_{\mathbb{R}^{N}} h \phi\right| \leqslant\|h\|_{H^{-1}}\|\phi\| .
$$

According to the Lax-Milgram theorem, there exists a unique $u_{0} \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies (3.1). Since $0 \not \equiv h \geqslant 0$ in $\mathbb{R}^{N}$, by strong maximum principle (see Gilbarg and Trudinger [10]), we conclude that $u_{0}>0$ in $\mathbb{R}^{N}$.

We consider next the case $\lambda>0$. We show first that for sufficiently small $\lambda$, say $\lambda=\lambda_{0}$, there exists $t_{0}=t\left(\lambda_{0}\right)>0$ such that $I_{\lambda_{0}}(u)>0$ for $\|u\|=t_{0}$. From the definitions of $I_{\lambda}$, we have

$$
I_{\lambda}(u) \geqslant \frac{1}{2}\|u\|^{2}-\frac{\lambda}{p+1}\|K\|_{\infty} M^{-(p+1) / 2}\|u\|^{p+1}-\|h\|_{H^{-1}}\|u\|
$$

Set

$$
f(t)=\frac{1}{2} t-\lambda c_{1} t^{p}-c_{2}
$$

where $c_{1}=\|K\|_{\infty} /(p+1) M^{-(p+1) / 2}$ and $c_{2}=\|h\|_{H^{-1}}$.
It then follows that $f(t)$ achieves a maximum at $t_{\lambda}=\left(2 p \lambda c_{1}\right)^{-(p-1)^{-1}}$. Set

$$
B_{\lambda}=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right):\|u\|<t_{\lambda}\right\} .
$$

Then for all $u \in \partial B_{\lambda}=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right):\|u\|=t_{\lambda}\right\}$,

$$
I_{\lambda}(u) \geqslant t_{\lambda} f\left(t_{\lambda}\right) \geqslant t_{\lambda}\left[t_{\lambda}(p-1) / 2 p-c_{2}\right]>0
$$

provided that $\lambda<\lambda_{1}$ which $\lambda_{1}$ is given by (1.2). Fix such a value of $\lambda$, say $\lambda_{0}$, and set $t_{0}=t\left(\lambda_{0}\right)$. Let $0 \not \equiv \phi \geqslant 0, \phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\int_{\mathbb{R}^{N}} h \phi d x>0$. Then

$$
I_{\lambda_{0}}(t \phi)=\frac{t^{2}}{2}\|\phi\|^{2}-\frac{\lambda_{0}}{p+1} t^{p+1} \int_{\mathbb{R}^{N}} K \phi^{p+1}-t \int_{\mathbb{R}^{N}} h \phi<0
$$

for sufficiently small $t>0$, and it is easy to see that $I_{\lambda_{0}}$ is bounded below on $B_{t_{0}}$. Set $\alpha=\inf \left\{I_{\lambda_{0}}(u) \mid u \in B_{t_{0}}\right\}$. Then $\alpha<0$, and since $I_{\lambda_{0}}(u)>0$ on $\partial B_{t_{0}}$, the continuity of $I_{\lambda_{0}}$ on $H^{1}\left(\mathbb{R}^{N}\right)$ implies that there exists $0<t_{1}<t_{0}$ such that $I_{\lambda_{0}}(u)>\alpha$ for all $u \in H^{1}\left(\mathbb{R}^{N}\right)$ and $t_{1} \leqslant\|u\| \leqslant t_{0}$. By the Ekeland's variational principle [9], there exists a sequence $\left\{u_{k}\right\}_{k=1}^{\infty} \subset B_{t_{1}}$ such that $I_{\lambda_{0}}\left(u_{k}\right)=\alpha+o(1)$ and $I_{\lambda_{0}}^{\prime}\left(u_{k}\right)=o(1)$ strongly in $H^{-1}\left(\mathbb{R}^{N}\right)$, as $k \rightarrow \infty$. By Proposition 2.1, we have that there exist a subsequence $\left\{u_{k}\right\}$, an integer $l \geqslant 0, \omega_{i}>0,1 \leqslant i \leqslant l$ (if $l \geqslant 1$ ), $\bar{u}>0$ in $\mathbb{R}^{N}$ and $\bar{u}$ in $\bar{B}_{t_{1}}$ such that

$$
\left\{\begin{array}{l}
u_{k} \rightharpoonup \bar{u} \text { weakly in } H^{1}\left(\mathbb{R}^{N}\right), \\
-\Delta \bar{u}+\bar{u}=\lambda_{0} K(x) \bar{u}^{p}+h(x) \text { in } H^{-1}\left(\mathbb{R}^{N}\right), \\
-\Delta \omega_{i}+\omega_{i}=\lambda_{0} K_{\infty} \omega_{i}^{p} \text { in } H^{-1}\left(\mathbb{R}^{N}\right), 1 \leqslant i \leqslant l .
\end{array}\right.
$$

Moreover,

$$
I_{\lambda_{0}}\left(u_{k}\right)=I_{\lambda_{0}}(\bar{u})+\sum_{i=1}^{l} I_{\lambda_{0}}^{\infty}\left(\omega_{i}\right)+o(1) \text { as } k \rightarrow \infty
$$

Note that $I_{\lambda_{0}}^{\infty}\left(\omega_{i}\right)=I_{\lambda_{0}}^{\infty}\left(\omega_{\lambda_{0}}\right)>0$ for $i=1,2, \cdots, l$. Since $\bar{u} \in B_{t_{0}}$, we have $I_{\lambda_{0}}(\bar{u}) \geqslant \alpha$. We conclude that $l=0, I_{\lambda_{0}}(\bar{u})=\alpha$ and $I_{\lambda_{0}}^{\prime}(\bar{u})=0$, that is, $\bar{u}$ is a weak positive solution of $(1.1)_{\lambda_{0}}$.

Now, by the standard barrier method, we get the following Lemma.
Lemma 3.2. Let $K(x)$ satisfy ( $k 1$ ). Then there exists $\lambda^{*}>0$ such that for each $\lambda \in\left[0, \lambda^{*}\right)$, problem (1.1) has a minimal positive solution $u_{\lambda}$ and $u_{\lambda}$ is strictly increasing in $\lambda$.

Proof: Denoting

$$
\lambda^{*}=\sup \left\{\lambda \geqslant 0:(1.1)_{\lambda} \text { has a positive solution }\right\} .
$$

By Lemma 3.1, we have $\lambda^{*}>0$. Now, consider $\lambda \in\left[0, \lambda^{*}\right)$. By the definition of $\lambda^{*}$, we know that there exists $\lambda^{\prime}>\lambda$ such that $\lambda^{\prime}<\lambda^{*}$ and (1.1) $\lambda_{\lambda^{\prime}}$ has a positive solution $u_{\lambda^{\prime}}>0$, that is,

$$
\begin{aligned}
-\Delta u_{\lambda^{\prime}}+u_{\lambda^{\prime}} & =\lambda^{\prime} K(x) u_{\lambda^{\prime}}^{p}+h(x) \\
& >\lambda K(x) u_{\lambda^{\prime}}^{p}+h(x) .
\end{aligned}
$$

Then $u_{\lambda^{\prime}}$ is a supersolution of $(1.1)_{\lambda}$. From $h(x) \geqslant 0$ and $h(x) \not \equiv 0$, it is easily proved that 0 is a subsolution of $(1.1)_{\lambda}$. By the standard barrier method, there exists a solution $u_{\lambda}$ of $(1.1)_{\lambda}$ such that $0 \leqslant u_{\lambda} \leqslant u_{\lambda^{\prime}}$. Since 0 is not a solution of $(1.1)_{\lambda}$ and $\lambda^{\prime}>\lambda$, the maximum principle implies that $0<u_{\lambda}<u_{\lambda^{\prime}}$. Again using a result of Amann [1], we can choose a minimum positive solution $u_{\lambda}$ of $(1.1)_{\lambda}$. This completes the proof of Lemma 3.2 .

Now, we consider a solution $u$ of $(1.1)_{\lambda}$. Let $\sigma_{\lambda}(u)$ be defined by

$$
\begin{equation*}
\sigma_{\lambda}(u)=\inf \left\{\int_{\mathbb{R}^{N}}\left(|\nabla w|^{2}+|w|^{2}\right) d x: w \in H^{1}\left(\mathbb{R}^{N}\right), \int_{\mathbb{R}^{N}} p K u^{p-1} w^{2} d x=1\right\} \tag{3.2}
\end{equation*}
$$

By the standard direct minimisation procedure, we can show that $\sigma_{\lambda}(u)$ is attained by a function $\varphi_{\lambda}>0, \varphi_{\lambda} \in H^{1}\left(\mathbb{R}^{N}\right)$, satisfying

$$
\begin{equation*}
-\Delta \varphi_{\lambda}+\varphi_{\lambda}=\sigma_{\lambda}(u) p K u^{p-1} \varphi_{\lambda} \text { in } \mathbb{R}^{N} \tag{3.3}
\end{equation*}
$$

Lemma 3.3. Let $K(x)$ satisfy $(k 1)$. For $\lambda \in\left[0, \lambda^{*}\right)$, let $u_{\lambda}$ be the minimal solution of $(1.1)_{\lambda}$ and $\sigma_{\lambda}\left(u_{\lambda}\right)$ be the corresponding number given by (3.2). Then
(i) $\sigma_{\lambda}\left(u_{\lambda}\right)>\lambda$ and is strictly decreasing in $\lambda, \lambda \in\left[0, \lambda^{*}\right)$;
(ii) $\lambda^{*}<\infty$, and (1.1) $)_{\lambda}$. has a minimal solution $u_{\lambda^{*}}$.

Proof: Consider $u_{\lambda^{\prime}}, u_{\lambda}$, where $\lambda^{*}>\lambda^{\prime}>\lambda \geqslant 0$. Let $\varphi_{\lambda}$ be a minimiser of $\sigma_{\lambda}\left(u_{\lambda}\right)$, then by Lemma 3.2, we obtain that

$$
\int_{\mathbb{R}^{N}} p K u_{\lambda^{\prime}}^{p-1} \varphi_{\lambda}^{2} d x>\int_{\mathbb{R}^{N}} p K u_{\lambda}^{p-1} \varphi_{\lambda}^{2} d x=1
$$

and there is $t, 0<t<1$ such that

$$
\int_{\mathbf{R}^{N}} p K u_{\lambda^{\prime}}^{p-1}\left(t \varphi_{\lambda}\right)^{2}=1
$$

Therefore,

$$
\begin{equation*}
\sigma_{\lambda^{\prime}}\left(u_{\lambda^{\prime}}\right) \leqslant t^{2}\left\|\varphi_{\lambda}\right\|^{2}<\left\|\varphi_{\lambda}\right\|^{2}=\sigma_{\lambda}\left(u_{\lambda}\right) \tag{3.4}
\end{equation*}
$$

showing the monotonicity of $\sigma_{\lambda}\left(u_{\lambda}\right), \lambda \in\left[0, \lambda^{*}\right)$.

Consider now $\lambda \in\left(0, \lambda^{*}\right)$. Let $\lambda<\lambda^{\prime}<\lambda^{*}$. From (3.3) and the monotonicity of $u_{\lambda}$, we get

$$
\begin{align*}
& \sigma_{\lambda}\left(u_{\lambda}\right) p \int_{\mathbb{R}^{N}}\left(u_{\lambda^{\prime}}-u_{\lambda}\right) K u_{\lambda}^{p-1} \varphi_{\lambda} d x \\
&=\int_{\mathbb{R}^{N}} \nabla\left(u_{\lambda^{\prime}}-u_{\lambda}\right) \cdot \nabla \varphi_{\lambda} d x+\int_{\mathbb{R}^{N}}\left(u_{\lambda^{\prime}}-u_{\lambda}\right) \varphi_{\lambda} d x \\
&=\left(\lambda^{\prime}-\lambda\right) \int_{\mathbf{R}^{N}} K u_{\lambda^{\prime}}^{p} \varphi_{\lambda} d x+\lambda \int_{\mathbb{R}^{N}}^{u_{\lambda^{\prime}}} K\left(u_{\lambda^{\prime}}^{p}-u_{\lambda}^{p}\right) \varphi_{\lambda} d x  \tag{3.5}\\
&>\lambda p \int_{\mathbb{R}^{N}} K \varphi_{\lambda} \int_{u_{\lambda}} t^{p-1} d t d x \\
& \geqslant \lambda p \int_{\mathbb{R}^{N}} K u_{\lambda}^{p-1}\left(u_{\lambda^{\prime}}-u_{\lambda}\right) \varphi_{\lambda} d x
\end{align*}
$$

which implies that $\sigma_{\lambda}\left(u_{\lambda}\right)>\lambda, \lambda \in\left(0, \lambda^{*}\right)$. This completes the proof of (i).
We show next that $\lambda^{*}<\infty$. Let $\lambda_{0} \in\left(0, \lambda^{*}\right)$ be fixed. For any $\lambda \geqslant \lambda_{0},(3.4)$ and (3.5) imply

$$
\sigma_{\lambda_{0}}\left(u_{\lambda_{0}}\right) \geqslant \sigma_{\lambda}\left(u_{\lambda}\right)>\lambda
$$

for all $\lambda \in\left[\lambda_{0}, \lambda^{*}\right)$. Thus, $\lambda^{*}<\infty$.
By (3.2) and $\sigma_{\lambda}\left(u_{\lambda}\right)>\lambda$, we have

$$
\int_{\mathbb{R}^{N}}\left(\left|\nabla u_{\lambda}\right|^{2}+\left|u_{\lambda}\right|^{2}\right) d x-\lambda p \int_{\mathbb{R}^{N}} K u_{\lambda}^{p+1} d x>0
$$

and

$$
\int_{\mathbb{R}^{N}}\left(\left|\nabla u_{\lambda}\right|^{2}+\left|u_{\lambda}\right|^{2}\right) d x-\int_{\mathbb{R}^{N}} \lambda K u_{\lambda}^{p+1} d x-\int_{\mathbb{R}^{N}} h u_{\lambda}=0 .
$$

Thus

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left(\left|\nabla u_{\lambda}\right|^{2}+\left|u_{\lambda}\right|^{2}\right) d x & =\int_{\mathbb{R}^{N}} \lambda K u_{\lambda}^{p+1} d x+\int_{\mathbb{R}^{N}} h u_{\lambda} d x \\
& <\frac{1}{p} \int_{\mathbf{R}^{N}}\left(\left|\nabla u_{\lambda}\right|^{2}+\left|u_{\lambda}\right|^{2}\right) d x+\|h\|_{L^{2}\left(\mathbb{R}^{N}\right)}\left\|u_{\lambda}\right\| \\
& <\left(\frac{1}{p}+\frac{\delta}{2}\right)\left\|u_{\lambda}\right\|^{2}+\frac{1}{2 \delta}\|h\|_{L^{2}\left(\mathbf{R}^{N}\right)}^{2},
\end{aligned}
$$

for any $\delta>0$. Since $p>1$, we can obtain that $\left\|u_{\lambda}\right\| \leqslant c<+\infty$ for all $\lambda \in\left(0, \lambda^{*}\right)$ by taking $\delta$ small enough. By Lemma 3.2, the solution $u_{\lambda}$ is strictly increasing with respect to $\lambda$; we may suppose that

$$
u_{\lambda} \rightarrow u_{\lambda} \cdot \text { weakly in } H^{1}\left(\mathbb{R}^{N}\right) \text { as } \lambda \rightarrow \lambda^{*},
$$

and hence $u_{\lambda^{*}}$ is a minimal solution of $(1.1)_{\lambda^{*}}$. This completes the proof of Lemma 3.3. $]$
Lemma 3.4. If $K(x)$ satisfies ( $k 1$ ), then $\lambda_{1} \leqslant \lambda^{*} \leqslant \lambda_{2} \leqslant \lambda_{3}$, where $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ are given by (1.2).

Proof: By Lemma 3.1 and the definition of $\lambda^{*}$, we conclude that $\lambda^{*} \geqslant \lambda_{1}$.

As in Lemma 3.3, we have $\sigma_{\lambda}\left(u_{\lambda}\right)>\lambda$ for all $\lambda \in\left(0, \lambda^{*}\right)$, so for any $w \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(|\nabla w|^{2}+|w|^{2}\right) d x>\lambda p \int_{\mathbb{R}^{N}} K u_{\lambda}^{p-1} w^{2} d x \tag{3.6}
\end{equation*}
$$

Let $u_{0}$ be the unique solution of (1.1) $)_{0}$, then by (3.6) and $u_{\lambda}>u_{0}$ for all $\lambda \in\left(0, \lambda^{*}\right.$, we obtain that

$$
\int_{\mathbf{R}^{N}}\left(|\nabla w|^{2}+|w|^{2}\right) d x>\lambda p \int_{\mathbf{R}^{N}} K u_{0}^{p-1} w^{2} d x
$$

that is,

$$
\begin{equation*}
\lambda \leqslant \inf _{w \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}}\left(\frac{\|w\|^{2}}{p \int_{\mathbb{R}^{N}} K u_{0}^{p-1} w^{2} d x}\right)=\lambda_{2} \tag{3.7}
\end{equation*}
$$

This implies that $\lambda^{*} \leqslant \lambda_{2}$.
For all $\lambda \in\left[0, \lambda^{*}\right]$, let $u_{\lambda}$ is a minimal solution of (1.1) $)_{\lambda}$ and take $w=u_{\lambda}$ in (3.6), then we have that

$$
\begin{aligned}
\left\|u_{\lambda}\right\|^{2} & =\lambda \int_{\mathbf{R}^{N}} K u_{\lambda}^{p+1} d x+\int_{\mathbb{R}^{N}} h u_{\lambda} d x \\
& <\frac{1}{p}\left\|u_{\lambda}\right\|^{2}+\|h\|_{H^{-1}}\left\|u_{\lambda}\right\|
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\left\|u_{\lambda}\right\| \leqslant \frac{p}{p-1}\|h\|_{H^{-1}} \tag{3.8}
\end{equation*}
$$

Take $w=u_{\lambda}$ in (3.7), and by (3.8) and the monotonicity of $u_{\lambda}$, we get that

$$
\begin{aligned}
\lambda_{2} & \leqslant \frac{\left\|u_{\lambda}\right\|^{2}}{p \int_{\mathbf{R}^{N}} K u_{0}^{p-1} u_{\lambda}^{2} d x} \\
& \leqslant \frac{p\|h\|_{H^{-1}}^{2}}{(p-1)^{2} \int_{\mathbf{R}^{N}} K u_{0}^{p+1} d x}=\lambda_{3} .
\end{aligned}
$$

Finally, we establish the decay estimate for solutions of (1.1) $\boldsymbol{\lambda}_{\lambda}$ and this result will be used in Section 4 and Section 5. Now, we quote two Regularity Lemmas (see Hsu [11] for the proof).

Lemma 3.5. Let $f: \mathbb{X} \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function such that for almost every $x \in \mathbb{X}$, there holds

$$
\begin{equation*}
|f(x, u)| \leqslant c\left(|u|+|u|^{p}\right) \text { uniformly in } x \in \mathbf{X} \tag{3.9}
\end{equation*}
$$

where $\mathbb{X}$ is a $C^{1,1}$ domain in $\mathbb{R}^{N}, 1<p<(N+2) /(N-2)$ if $N \geqslant 3,1<p<\infty$ if $N=2$. Also, let $u \in H_{0}^{1}(\mathbb{X})$ be a weak solution of equation $-\Delta u=f(x, u)+h(x)$ in $\mathbb{X}$, where $h \in L^{N / 2}(\mathbb{X}) \cap L^{2}(\mathbb{X})$. Then $u \in L^{q}(\mathbb{X})$ for $q \in[2, \infty)$.

Lemma 3.6. Let $\mathbb{X}$ be a $C^{1,1}$ domain in $\mathbb{R}^{N}, g \in L^{2}(\mathbb{X}) \cap L^{q}(\mathbb{X})$ for some $q \in[2, \infty)$ and $u \in H_{0}^{1}(\mathbb{X})$ be a weak solution of the equation $-\Delta u+u=g$ in $\mathbb{X}$. Then $u \in W^{2, q}(\mathbb{X})$ satisfies

$$
\|u\|_{W^{2, q}(\mathbf{X})} \leqslant c\left(\|u\|_{L^{q}(\mathbf{X})}+\|g\|_{L^{q}(\mathbf{X})}\right)
$$

where $c=c(N, q, \partial \mathbb{X})$.
Lemma 3.7. Let $h(x)$ satisfy $(h 1)$ and $u$ be a weak solution of $(1.1)_{\lambda}$, then
(i) $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$.
(ii) there exists positive constant $c_{1}$ such that

$$
\begin{equation*}
u(x) \geqslant c_{1} \exp (-|x|)|x|^{-(N-1) / 2} \text { as }|x| \rightarrow \infty . \tag{3.10}
\end{equation*}
$$

Proof: (i) Let $u$ satisfy

$$
-\Delta u+u=\lambda K(x) u^{p}+h(x) \quad \text { in } H^{-1}\left(\mathbb{R}^{N}\right)
$$

Since $K$ is bounded and $h \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{q}\left(\mathbb{R}^{N}\right)$ for some $q>N / 2$. Hence

$$
h \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{N / 2}\left(\mathbb{R}^{N}\right)
$$

and by Lemma 3.5, we have $u \in L^{q}\left(\mathbb{R}^{N}\right)$ for $q \in[2, \infty)$. Hence

$$
\lambda K(x) u^{p}+h(x) \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{q}\left(\mathbb{R}^{N}\right)
$$

for some $q>N / 2$. Then by Lemma 3.6, we have $u \in W^{2, q}\left(\mathbb{R}^{N}\right)$ for some $q>N / 2$. By the Sobolev embedding theorem, $u \in C_{b}\left(\mathbb{R}^{N}\right)$ and there exists $c>0$, such that for any $r>1$,

$$
\|u\|_{L^{\infty}\left(\bar{B}_{r}^{c}\right)} \leqslant c\|u\|_{W^{2, q}\left(\bar{B}_{r}^{c}\right)}
$$

where

$$
\bar{B}_{r}^{c}=\left\{x \in \mathbb{R}^{N}:|x|>r\right\} .
$$

Hence $\lim _{|x| \rightarrow \infty} u(x)=0$.
(ii) It is very easy to show that $(1+1 / \sqrt{|x|}) e^{-|x|} /|x|^{(N-1) / 2}$ is a subsolution of $(1.1)_{\lambda}$ for all $|x|$ large. Therefore (3.10) is proved by means of the maximum principle.

Lemma 3.8. Let $u_{\lambda}$ be the minimal solution of $(1.1)_{\lambda}$ for $\lambda \in\left[0, \lambda^{*}\right]$ and $\sigma_{\lambda}\left(u_{\lambda}\right)$ $>\lambda$. Then for any $g(x) \in H^{-1}\left(\mathbb{R}^{N}\right)$, problem

$$
\begin{equation*}
-\Delta w+w=\lambda p K u_{\lambda}^{p-1} w+g(x), w \in H^{1}\left(\mathbb{R}^{N}\right) \tag{3.11}
\end{equation*}
$$

has a solution.

Proof: Consider the functional

$$
\Phi(w)=\frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla w|^{2}+w^{2}\right) d x-\frac{1}{2} \lambda p \int_{\mathbb{R}^{N}} K u_{\lambda}^{p-1} w^{2} d x-\int_{\mathbb{R}^{N}} g(x) w d x
$$

where $w \in H^{1}\left(\mathbb{R}^{N}\right)$. From Hölder inequality and Young's inequality, we have, for any $\varepsilon>0$, that

$$
\begin{align*}
\Phi(w) & \geqslant \frac{1}{2}\left(1-\lambda \sigma_{\lambda}\left(u_{\lambda}\right)^{-1}\right)\|w\|^{2}-\frac{1}{2} \varepsilon\|w\|^{2}-\frac{C_{\varepsilon}}{2}\|g\|_{H^{-1}\left(\mathbb{R}^{N}\right)}^{2}  \tag{3.12}\\
& \geqslant-C\|g\|_{H^{-1}\left(\mathbb{R}^{N}\right)}^{2}
\end{align*}
$$

if we choose $\varepsilon$ small.
Now, let $\left\{w_{n}\right\} \subset H^{1}\left(\mathbb{R}^{N}\right)$ be the minimising sequence of variational problem

$$
d=\inf \left\{\Phi(w) \mid w \in H^{1}\left(\mathbb{R}^{N}\right)\right\}
$$

From (3.12) and $\sigma_{\lambda}\left(u_{\lambda}\right)>\lambda$, we can also deduce that $\left\{w_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$, if we choose $\varepsilon$ small. So we may suppose that

$$
\begin{aligned}
& w_{n} \rightharpoonup w \text { weakly in } H^{1}\left(\mathbb{R}^{N}\right) \text { as } n \rightarrow \infty, \\
& w_{n} \rightarrow w \text { almost everywhere in } \mathbb{R}^{N} \text { as } n \rightarrow \infty .
\end{aligned}
$$

By Fatou's Lemma,

$$
\|w\|^{2} \leqslant \liminf \left\|w_{n}\right\|^{2}
$$

By Lemma 3.7, we have that $u_{\lambda}(x) \rightarrow 0$ as $|x| \rightarrow \infty$ and the weak convergence imply

$$
\int_{\mathbb{R}^{N}} g w_{n} d x \rightarrow \int_{\mathbb{R}^{N}} g w d x, \int_{\mathbf{R}^{N}} K u_{\lambda}^{p-1} w_{n}^{2} d x \rightarrow \int_{\mathbf{R}^{N}} K u_{\lambda}^{p-1} w^{2} d x \text { as } n \rightarrow \infty
$$

Therefore

$$
\Phi(w) \leqslant \lim _{n \rightarrow \infty} \Phi\left(w_{n}\right)=d
$$

and hence $\Phi(w)=d$ which gives that $w$ is a solution of $(3.11)_{\lambda}$.
Remark 3.9. From Lemma 3.8, we know that (3.11) has a solution $w \in H^{1}\left(\mathbb{R}^{N}\right)$. Now, we also assume that $K(x), h(x)$, and $g(x)$ are in $C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)$, then by the elliptic regular theory ( $[10]$ ), we can deduce that $w \in C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$.

Lemma 3.10. Suppose $u_{\lambda^{\cdot}}$ is a solution of $(1.1)_{\lambda^{\bullet}}$, then $\sigma_{\lambda^{\bullet}}\left(u_{\lambda^{*}}\right)=\lambda^{*}$ and the solution $u_{\lambda}$. is unique.

Proof: Define $F: \mathbb{R} \times H^{1}\left(\mathbb{R}^{N}\right) \longrightarrow H^{-1}\left(\mathbb{R}^{N}\right)$ by

$$
F(\lambda, u)=\Delta u-u+\lambda K\left(u^{+}\right)^{p}+h(x) .
$$

Since $\sigma_{\lambda}\left(u_{\lambda}\right) \geqslant \lambda$ for $\lambda \in\left(0, \lambda^{*}\right)$, so $\sigma_{\lambda^{*}}\left(u_{\lambda^{*}}\right) \geqslant \lambda^{*}$. If $\sigma_{\lambda^{*}}\left(u_{\lambda^{*}}\right)>\lambda^{*}$, the equation $F_{u}\left(\lambda^{*}, u_{\lambda^{\cdot}}\right) \phi=0$ has no nontrivial solution. From Lemma $3.8, F_{u}$ maps $\mathbb{R} \times H^{1}\left(\mathbb{R}^{N}\right)$ onto
$H^{-1}\left(\mathbb{R}^{N}\right)$. Applying the implicit function theorem to $F$, we can find a neighbourhood $\left(\lambda^{*}-\delta, \lambda^{*}+\delta\right)$ of $\lambda^{*}$ such that (1.1) $)_{\lambda}$ possesses a solution $u_{\lambda}$ if $\lambda \in\left(\lambda^{*}-\delta, \lambda^{*}+\delta\right)$. This is contradictory to the definition of $\lambda^{*}$. Hence, we obtain that $\sigma_{\lambda^{*}}\left(u_{\lambda^{*}}\right)=\lambda^{*}$.

Next, we are going to prove that $u_{\lambda^{*}}$ is unique. In fact, suppose (1.1) $)_{\lambda^{*}}$ has another solution $U_{\lambda^{\cdot}} \geqslant u_{\lambda^{*}}$. Set $w=U_{\lambda^{\cdot}}-u_{\lambda^{-}}$; we have

$$
\begin{equation*}
-\Delta w+w=\lambda^{*} K\left[\left(w+u_{\lambda^{-}}\right)^{p}-u_{\lambda^{-}}^{p}\right], w>0 \text { in } \mathbb{R}^{N} . \tag{3.13}
\end{equation*}
$$

By $\sigma_{\lambda}\left(u_{\lambda^{*}}\right)=\lambda^{*}$, we have that the problem

$$
\begin{equation*}
-\Delta \phi+\phi=\lambda^{*} p K u_{\lambda \cdot}^{p-1} \phi, \quad \phi \in H^{1}\left(\mathbb{R}^{N}\right) \tag{3.14}
\end{equation*}
$$

possesses a positive solution $\phi_{1}$.
Multiplying (3.13) by $\phi_{1}$ and (3.14) by $w$, integrating and subtracting we deduce that

$$
\begin{aligned}
0 & =\int_{\mathbf{R}^{N}} \lambda^{*} K\left[\left(w+u_{\lambda^{*}}\right)^{p}-u_{\lambda^{*}}^{p}-p u_{\lambda^{-}}^{p-1} w\right] \phi_{1} d x \\
& =\frac{1}{2} p(p-1) \int_{\mathbb{R}^{N}} \lambda^{*} K \xi_{\lambda^{*}}^{p-2} w^{2} \phi_{1} d x
\end{aligned}
$$

where $\xi_{\lambda^{\cdot}} \in\left(u_{\lambda^{-}}, u_{\lambda^{*}}+w\right)$. Thus $w \equiv 0$.

## 4. Existence of second solution

The existence of a second solution of $(1.1)_{\lambda}, \lambda \in\left(0, \lambda^{*}\right)$, will be established via the mountain pass theorem. When $0<\lambda<\lambda^{*}$, we have known that (1.1) has a minimal positive solution $u_{\lambda}$ by Lemma 3.2, then we need only to prove that (1.1) has another positive solution in the form of $U_{\lambda}=u_{\lambda}+v_{\lambda}$, where $v_{\lambda}$ is a solution of the following problem:

$$
\left\{\begin{array}{l}
-\Delta v+v=\lambda K\left[\left(v+u_{\lambda}\right)^{p}-u_{\lambda}^{p}\right] \text { in } \mathbb{R}^{N},  \tag{4.1}\\
v \in H^{1}\left(\mathbb{R}^{N}\right), v>0 \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

The corresponding variational functional of (4.1) $\lambda_{\lambda}$ is

$$
J_{\lambda}(v)=\frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+v^{2}\right)-\lambda \int_{\mathbb{R}^{N}} \int_{0}^{v^{+}} K\left[\left(s+u_{\lambda}\right)^{p}-u_{\lambda}^{p}\right] d s d x, v \in H^{1}\left(\mathbb{R}^{N}\right)
$$

The following lemma comes from the fact

$$
\lim _{s \rightarrow 0} \frac{\left(u_{\lambda}+s\right)^{p}-u_{\lambda}^{p}-p u_{\lambda}^{p-1} s}{s}=0
$$

and

$$
\lim _{s \rightarrow \infty} \frac{\left(u_{\lambda}+s\right)^{p}-u_{\lambda}^{p}-p u_{\lambda}^{p-1} s}{s^{p}}=1
$$

Lemma 4.1. For any $\varepsilon>0$, there is a positive constant $c_{\varepsilon}$ such that

$$
\left(u_{\lambda}+s\right)^{p}-u_{\lambda}^{p}-p u_{\lambda}^{p-1} s \leqslant \varepsilon u_{\lambda}^{p-1} s+c_{\varepsilon} s^{p}
$$

for all $s \geqslant 0$.
Lemma 4.2. Under condition ( $k 1$ ), then there exist positive constants $\rho$ and $\alpha$, such that

$$
J_{\lambda}(v) \geqslant \alpha>0, v \in H^{1}\left(\mathbb{R}^{N}\right),\|v\|=\rho .
$$

Proof: By Lemma 4.1, we have

$$
\begin{align*}
J_{\lambda}(v)= & \frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+v^{2}\right) d x-\frac{1}{2} \lambda p \int_{\mathbf{R}^{N}} K u_{\lambda}^{p-1}\left(v^{+}\right)^{2} d x \\
& \quad-\lambda \int_{\mathbb{R}^{N}} \int_{0}^{v^{+}} K\left[\left(u_{\lambda}+s\right)^{p}-u_{\lambda}^{p}-p u_{\lambda}^{p-1} s\right] d s d x \\
\geqslant & \frac{1}{2}\left[\int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+v^{2}\right) d x-\lambda p \int_{\mathbf{R}^{N}} K u_{\lambda}^{p-1}\left(v^{+}\right)^{2} d x\right]  \tag{4.2}\\
& -\lambda \int_{\mathbb{R}^{N}} K\left[\frac{\varepsilon}{2} u_{\lambda}^{p-1}\left(v^{+}\right)^{2}+c_{\varepsilon} \frac{\left(v^{+}\right)^{p+1}}{p+1}\right] d x .
\end{align*}
$$

Furthermore, from the definition $\sigma_{\lambda}\left(u_{\lambda}\right)$ in (3.2), we have

$$
\int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+v^{2}\right) d x \geqslant \sigma_{\lambda}\left(u_{\lambda}\right) p \int_{\mathbb{R}^{N}} K u_{\lambda}^{p-1}\left(v^{+}\right)^{2} d x
$$

and, therefore, by (4.2) we obtain

$$
J_{\lambda}(v) \geqslant \frac{1}{2} \sigma_{\lambda}\left(u_{\lambda}\right)^{-1}\left(\sigma_{\lambda}\left(u_{\lambda}\right)-\lambda-\frac{\varepsilon}{2} \lambda\right)\|v\|^{2}-\lambda c_{\varepsilon}(p+1)^{-1} \int_{\mathbb{R}^{N}} K\left(v^{+}\right)^{p+1} d x
$$

Since $\sigma_{\lambda}\left(u_{\lambda}\right)>\lambda$, by property (ii) in Lemma 3.2, the boundedness of $K$, and the Sobolev inequality imply that for small $\varepsilon>0$,

$$
J_{\lambda}(v) \geqslant \frac{1}{4} \sigma_{\lambda}\left(u_{\lambda}\right)^{-1}\left(\sigma_{\lambda}\left(u_{\lambda}\right)-\lambda\right)\|v\|^{2}-\lambda c\|v\|^{p+1}
$$

and the conclusion in Lemma 4.2 follows.
We need the following concentration compactness principle to prove our result:
Lemma 4.3. Assume condition ( $k 1$ ) holds. Let $\left\{v_{k}\right\}$ be a $(P S)_{c}$ sequence of $J_{\lambda}$ in $H^{1}\left(\mathbb{R}^{N}\right)$ :

$$
\begin{aligned}
& J_{\lambda}\left(v_{k}\right)=c+o(1) \text { as } k \rightarrow \infty, \\
& J_{\lambda}^{\prime}\left(v_{k}\right)=o(1) \text { strong in } H^{-1}\left(\mathbb{R}^{N}\right) .
\end{aligned}
$$

Then there exists a subsequence (still denoted by) $\left\{v_{k}\right\}$ for which the following holds: there exist an integer $l \geqslant 0$, sequence $\left\{x_{k}^{i}\right\} \subset \mathbb{R}^{N}$, a solution $v_{\lambda}$ of (4.1) $)_{\lambda}$ and solutions
$\bar{v}_{\lambda}^{i}$ of $(2.1)_{\lambda}$, for $1 \leqslant i \leqslant l$, such that

$$
\left\{\begin{array}{l}
v_{k}-v_{\lambda} \text { weakly in } H^{1}\left(\mathbb{R}^{N}\right) \\
v_{k}-\left[v_{\lambda}+\sum_{i=1}^{l} \bar{v}_{\lambda}^{i}\left(\cdot-x_{k}^{i}\right)\right] \rightarrow 0 \text { strongly in } H^{1}\left(\mathbb{R}^{N}\right) \\
J_{\lambda}\left(v_{k}\right)=J_{\lambda}\left(v_{\lambda}\right)+\sum_{i=1}^{l} I_{\lambda}^{\infty}\left(\bar{v}_{\lambda}^{i}\right)+o(1) .
\end{array}\right.
$$

where we agree that in the case $l=0$ the above holds without $\vec{v}_{\lambda}^{i}, x_{k}^{i}$.
Proof: Lemma 4.3 can be derived directly from the arguments in Bahri and Lions [3] (or $[4,14,17]$ ). We omit it.

Lemma 4.4. Assume condition ( $k 1$ ) holds, then
(i) there exists $t_{0}>0$, such that

$$
J_{\lambda}\left(t \omega_{\lambda}\right)<0 \text { for all } t \geqslant t_{0} .
$$

(ii) the following inequality holds

$$
0<\sup _{t \geqslant 0} J_{\lambda}\left(t \omega_{\lambda}\right)<I_{\lambda}^{\infty}\left(\omega_{\lambda}\right)=M_{\lambda}^{\infty} .
$$

Proof: By $\omega_{\lambda}$ is the ground state solution of (2.1) $)_{\lambda}$ and condition ( $k 1$ ), then we have

$$
\begin{align*}
J_{\lambda}\left(t \omega_{\lambda}\right)= & \frac{1}{2} t^{2} \int_{\mathbf{R}^{N}}\left(\left|\nabla \omega_{\lambda}\right|^{2}+\left|\omega_{\lambda}\right|^{2}\right) d x-\frac{1}{p+1} t^{p+1} \int_{\mathbf{R}^{N}} \lambda K(x) \omega_{\lambda}^{p+1} d x \\
& \quad-\int_{\mathbf{R}^{N}} \int_{0}^{t \omega_{\lambda}} \lambda K(x)\left[\left(s+u_{\lambda}\right)^{p}-u_{\lambda}^{p}-s^{p}\right] d s d x  \tag{4.3}\\
\leqslant & \frac{1}{2} t^{2}\left\|\omega_{\lambda}\right\|^{2}-\frac{1}{p+1} t^{p+1} \int_{\mathbf{R}^{N}} \lambda K_{\infty} \omega_{\lambda}^{p+1}(x) d x \\
\leqslant & c_{1} t^{2}-c_{2} t^{p+1}
\end{align*}
$$

where $c_{1}=1 / 2\left\|\omega_{\lambda}\right\|^{2}, c_{2}=1 /(p+1) \int_{\mathbf{R}^{N}} \lambda K_{\infty} \omega_{\lambda}^{p+1}(x) d x$ are independent of $t$. From (4.3), we conclude the result (i).

From (i), we easily see that the left hand of (ii) holds and we need only to show that the right hand of (ii) holds. By (i), we have that there exists $t_{2}>0$ such that

$$
\sup _{t \geqslant 0} J_{\lambda}\left(t \omega_{\lambda}\right)=\sup _{0 \leqslant t \leqslant t_{2}} J_{\lambda}\left(t \omega_{\lambda}\right) .
$$

Since $J$ is continuous in $H^{1}\left(\mathbb{R}^{N}\right)$, there exists $t_{1}>0$ such that

$$
J_{\lambda}\left(t \omega_{\lambda}\right)<M_{\lambda}^{\infty}, \text { for } 0 \leqslant t<t_{1}
$$

Then, to prove (ii) we now only to prove the following inequality:

$$
\sup _{t_{1} \leqslant t \leqslant t_{2}} J_{\lambda}\left(t \omega_{\lambda}\right)<I_{\lambda}^{\infty}\left(\omega_{\lambda}\right)=M_{\lambda}^{\infty} .
$$

By the definition of $J_{\lambda}$, we get

$$
\begin{aligned}
& J_{\lambda}\left(t \omega_{\lambda}\right)=\frac{t^{2}}{2} \int_{\mathbb{R}^{N}}\left(\left|\nabla \omega_{\lambda}\right|^{2}+\omega_{\lambda}^{2}\right) d x-\frac{t^{p+1}}{p+1} \int_{\mathbf{R}^{N}} \lambda K_{\infty} \omega_{\lambda}^{p+1} d x \\
&+\frac{t^{p+1}}{p+1} \int_{\mathbb{R}^{N}} \lambda\left(K_{\infty}-K(x)\right) \omega_{\lambda}^{p+1} d x \\
&-\int_{\mathbb{R}^{N}} \int_{0}^{t \omega_{\lambda}} \lambda K(x)\left[\left(s+u_{\lambda}\right)^{p}-u_{\lambda}^{p}-s^{p}\right] d s d x .
\end{aligned}
$$

Since $\omega_{\lambda}$ is the ground state solution of (2.1) $)_{\lambda}$ and $\sup _{t \geqslant 0} I_{\lambda}^{\infty}\left(t \omega_{\lambda}\right)=I_{\lambda}^{\infty}\left(\omega_{\lambda}\right)$, then we have

$$
\begin{aligned}
J_{\lambda}\left(t \omega_{\lambda}\right) \leqslant I_{\lambda}^{\infty}\left(\omega_{\lambda}\right)-\frac{t_{2}^{p+1}}{p+1} \int_{\mathbb{R}^{N}} \lambda(K(x) & \left.-K_{\infty}\right) \omega_{\lambda}^{p+1} d x \\
& -\int_{\mathbb{R}^{N}} \int_{0}^{\omega_{\lambda}} \lambda K(x)\left[\left(s+u_{\lambda}\right)^{p}-u_{\lambda}^{p}-s^{p}\right] d s d x
\end{aligned}
$$

By condition $(k 1)$ and $\left(t_{1}+t_{2}\right)^{p} \geqslant(\not \equiv) t_{1}^{p}+t_{2}^{p}$ for all $t_{1} \geqslant 0, t_{2} \geqslant 0, p>1$. Therefore, we obtain that

$$
\begin{aligned}
J_{\lambda}\left(t \omega_{\lambda}\right) & \leqslant I_{\lambda}^{\infty}\left(\omega_{\lambda}\right)-\inf _{t_{1} \leqslant t \leqslant t_{2}} \int_{\mathbb{R}^{N}} \int_{0}^{t \omega_{\lambda}} \lambda K(x)\left[\left(s+u_{\lambda}\right)^{p}-u_{\lambda}^{p}-s^{p}\right] d s d x \\
& <M_{\lambda}^{\infty} .
\end{aligned}
$$

Therefore (ii) holds.
Proposition 4.5. Suppose condition ( $k 1$ ) holds. Then problem (4.1) has at least one solution for $\lambda \in\left(0, \lambda^{*}\right)$.

Proof: By Lemma 4.4 (i), we know that there is $t_{0}>0$ such that $J_{\lambda}\left(t_{0} \omega_{\lambda}\right)<0$. We set

$$
\Gamma=\left\{\gamma \in C\left([0,1], H^{1}\left(\mathbb{R}^{N}\right)\right): \gamma(0)=0, \gamma(1)=t_{0} \omega_{\lambda}\right\}
$$

then, by Lemma 4.2 and Lemma 4.4 (ii) we get

$$
\begin{equation*}
0<c=\inf _{\gamma \in \Gamma} \max _{0 \leqslant s \leqslant 1} J_{\lambda}(\gamma(s))<M_{\lambda}^{\infty} \tag{4.4}
\end{equation*}
$$

Applying the mountain pass lemma of Ambrosetti and Rabinowitz [2], there exists a $(P S)_{c}$-sequence $\left\{v_{k}\right\}$ such that

$$
J_{\lambda}\left(v_{k}\right) \rightarrow c \text { and } J_{\lambda}^{\prime}\left(v_{k}\right) \rightarrow 0 \text { in } H^{-1}\left(\mathbb{R}^{N}\right)
$$

By Lemma 4.3, there exist a subsequence, still denoted by $\left\{v_{k}\right\}$, an integer $l \geqslant 0$, a solution $v_{\lambda}$ of $(4.1)_{\lambda}$ and solutions $\bar{v}_{\lambda}^{i}$ of $(2.1)_{\lambda}$, for $1 \leqslant i \leqslant l$, such that

$$
\begin{equation*}
c=J_{\lambda}\left(v_{\lambda}\right)+\sum_{i=1}^{1} I_{\lambda}^{\infty}\left(\bar{v}_{\lambda}^{i}\right) . \tag{4.5}
\end{equation*}
$$

By the strong maximum principle, to complete the proof, we only need to prove $v_{\lambda} \not \equiv 0$ in $\mathbb{R}^{N}$. In fact, by (4.4) and (4.5), we have

$$
c=J_{\lambda}\left(v_{\lambda}\right) \geqslant \alpha>0 \text { if } l=0, M_{\lambda}^{\infty}>c \geqslant J_{\lambda}\left(v_{\lambda}\right)+M_{\lambda}^{\infty} \text { if } l \geqslant 1 .
$$

This implies $v_{\lambda} \not \equiv 0$ in $\mathbb{R}^{N}$.

## 5. Properties and bifurcation of solutions

In this section, we shall give some further properties and bifurcation of solutions for problem (1.1) ${ }_{\lambda}$. Now, we set

$$
A=\left\{(\lambda, u): u \text { satisfies }(1.1)_{\lambda}, \lambda \in\left[0, \lambda^{*}\right]\right\} .
$$

For each $(\lambda, u) \in A$, let $\sigma_{\lambda}(u)$ denote the number defined by (3.2), which is the smallest eigenvalue of the problem (3.3).

We always assume that condition ( $h 1$ ) and ( $k 1$ ) hold. By Lemma 3.6, we have $A \subset L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right)$. Moreover, if we assume that,

$$
h(x), K(x) \in C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)
$$

then by elliptic regular theory $([10])$, we can deduce that $A \subset C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$.
Lemma 5.1. Let $u$ be a solution and $u_{\lambda}$ be the minimal solution of (1.1) for $\lambda \in\left(0, \lambda^{*}\right)$. Then
(i) $\sigma_{\lambda}(u)>\lambda$ if and only if $u=u_{\lambda}$;
(ii) $\sigma_{\lambda}\left(U_{\lambda}\right)<\lambda$, where $U_{\lambda}$ is the second solution of $(1.1)_{\lambda}$ constructed in Section 4.

Proof: Now, let $\psi \geqslant 0$ and $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$. Since $u$ and $u_{\lambda}$ are the solution of (1.1) $\lambda_{\lambda}$, then

$$
\begin{align*}
\int_{\mathbf{R}^{N}} \nabla \psi \cdot \nabla\left(u_{\lambda}-u\right) d x+\int_{\mathbf{R}^{N}} \psi\left(u_{\lambda}-u\right) d x & =\lambda \int_{\mathbf{R}^{N}} K\left(u_{\lambda}^{p}-u^{p}\right) \psi d x \\
& =\lambda \int_{\mathbf{R}^{N}}\left(\int_{u}^{u_{\lambda}} t^{p-1} d t\right) p K \psi d x  \tag{5.1}\\
& \geqslant \lambda \int_{\mathbf{R}^{N}} p K u^{p-1}\left(u_{\lambda}-u\right) \psi d x
\end{align*}
$$

Let $\psi=\left(u-u_{\lambda}\right)^{+} \geqslant 0$ and $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$. If $\psi \not \equiv 0$, then (5.1) implies

$$
-\int_{\mathbf{R}^{N}}\left(|\nabla \psi|^{2}+\psi^{2}\right) d x \geqslant-\lambda \int_{\mathbf{R}^{N}} p K u^{p-1} \psi^{2} d x
$$

and, therefore, the definition of $\sigma_{\lambda}(u)$ implies

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left(|\nabla \psi|^{2}+\psi^{2}\right) d x & \leqslant \lambda \int_{\mathbb{R}^{N}} p K u^{p-1} \psi^{2} d x \\
& <\sigma_{\lambda}(u) \int_{\mathbb{R}^{N}} p K u^{p-1} \psi^{2} d x \\
& \leqslant \int_{\mathbf{R}^{N}}\left(|\nabla \psi|^{2}+\psi^{2}\right) d x
\end{aligned}
$$

which is impossible. Hence $\psi \equiv 0$, and $u=u_{\lambda}$ in $\mathbb{R}^{N}$. On the other hand, by Lemma 3.3, we also have that $\sigma_{\lambda}\left(u_{\lambda}\right)>\lambda$. This completes the proof of (i).

By (i), we get that $\sigma_{\lambda}\left(U_{\lambda}\right) \leqslant \lambda$ for $\lambda \in\left(0, \lambda^{*}\right)$. We claim that $\sigma_{\lambda}\left(U_{\lambda}\right)=\lambda$ can not occur. We proceed by contradiction. Set $w=U_{\lambda}-u_{\lambda}$; we have

$$
\begin{equation*}
-\Delta w+w=\lambda K\left[U_{\lambda}^{p}-\left(U_{\lambda}-w\right)^{p}\right], w>0 \text { in } \mathbb{R}^{N} \tag{5.2}
\end{equation*}
$$

By $\sigma_{\lambda}\left(U_{\lambda}\right)=\lambda$, we have that the problem

$$
\begin{equation*}
-\Delta \phi+\phi=\lambda p K U_{\lambda}^{p-1} \phi, \quad \phi \in H^{1}\left(\mathbb{R}^{N}\right) \tag{5.3}
\end{equation*}
$$

possesses a positive solution $\phi_{1}$.
Multiplying (5.2) by $\phi_{1}$ and (5.3) by $w$, integrating and subtracting we deduce that

$$
\begin{aligned}
0 & =\int_{\mathbb{R}^{N}} \lambda K\left[U_{\lambda}^{p}-\left(U_{\lambda}-w\right)^{p}-p U_{\lambda}^{p-1} w\right] \phi_{1} d x \\
& =-\frac{1}{2} p(p-1) \int_{\mathbb{R}^{N}} \lambda K \xi_{\lambda}^{p-2} w^{2} \phi_{1} d x
\end{aligned}
$$

where $\xi_{\lambda} \in\left(u_{\lambda}, U_{\lambda}\right)$. Thus $w \equiv 0$, that is $U_{\lambda}=u_{\lambda}$ for $\lambda \in\left(0, \lambda^{*}\right)$. This is a contradiction. Hence, we have that $\sigma_{\lambda}\left(U_{\lambda}\right)<\lambda$ for $\lambda \in\left(0, \lambda^{*}\right)$.
REMARK 5.2. Since $\sigma_{\lambda}\left(U_{\lambda}\right)<\lambda$, one may employ a similar argument to the used for $u_{\lambda}$ to show that $U_{\lambda}$ is strictly decreasing in $\lambda, \lambda \in\left(0, \lambda^{*}\right)$.

PROPOSITION 5.3. Let $u_{\lambda}$ be the minimal solution of $(1.1)_{\lambda}$. Then $u_{\lambda}$ is uniformly bounded in $L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right)$ for all $\lambda \in\left[0, \lambda^{*}\right]$ and

$$
u_{\lambda} \rightarrow u_{0} \text { in } L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right) \text { as } \lambda \rightarrow 0
$$

where $u_{0}$ is the unique positive solution of $(1.1)_{0}$.
Proof: By Lemma 3.2, 3.3, and 3.7, we can deduce $\left\|u_{\lambda}\right\|_{\infty} \leqslant\left\|u_{\lambda^{\cdot}}\right\|_{\infty} \leqslant c$, for $\lambda \in\left[0, \lambda^{*}\right]$. By (3.8), we have that

$$
\left\|u_{\lambda}\right\| \leqslant \frac{p}{p-1}\|h\|_{H^{-1}}
$$

Hence, $u_{\lambda}$ is uniformly bounded in $L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right)$ for $\lambda \in\left[0, \lambda^{*}\right]$.
Now, let $w_{\lambda}=u_{\lambda}-u_{0}$, then $w_{\lambda}$ satisfies the following equation

$$
\begin{equation*}
-\Delta w_{\lambda}+w_{\lambda}=\lambda K u_{\lambda}^{p} \text { in } \mathbb{R}^{N} \tag{5.4}
\end{equation*}
$$

and by $u_{\lambda}$ is uniformly bounded in $L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right)$, we have that

$$
\begin{aligned}
\left\|w_{\lambda}\right\|^{2} & =\int_{\mathbb{R}^{N}} \lambda K u_{\lambda}^{p} w_{\lambda} d x \\
& \leqslant \lambda\|K\|_{\infty}\left\|u_{\lambda}\right\|_{\infty}^{p-1}\left\|u_{\lambda}\right\|_{2}\left\|w_{\lambda}\right\|_{2} \\
& \leqslant c \lambda
\end{aligned}
$$

where $c$ is independent of $\lambda$. Hence, we obtain that $u_{\lambda} \rightarrow u_{0}$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $\lambda \rightarrow 0$.
Now, let $q_{0}=N / 2+2>\max \{N / 2,2\}$ and by $u_{\lambda}$ is uniformly bounded in

$$
L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right)
$$

then we have that $\lambda K u_{\lambda}^{p} \in L^{q_{0}}\left(\mathbb{R}^{N}\right)$. By Lemma 3.6 and using (5.4) $)_{\lambda}$, we have

$$
w_{\lambda} \in W^{2,2}\left(\mathbb{R}^{N}\right) \cap W^{2, q_{0}}\left(\mathbb{R}^{N}\right)
$$

By the Sobolev embedding theorem, Lemma 3.6 and $u_{\lambda^{*}} \geqslant u_{\lambda}>0$ for $\lambda \in\left[0, \lambda^{*}\right]$, we have that

$$
\begin{aligned}
\left\|w_{\lambda}\right\|_{\infty} & \leqslant c_{1}\left\|w_{\lambda}\right\|_{W^{2, q_{0}}}\left(\mathbb{R}^{N}\right) \\
& \leqslant c_{2}\left(\left\|\lambda K u_{\lambda}^{p}\right\|_{q_{0}}+\left\|w_{\lambda}\right\|_{q_{0}}\right) \\
& \leqslant c_{3}\left(\lambda\left\|u_{\lambda \cdot}^{p}\right\|_{q_{0}}+\left\|w_{\lambda}\right\|_{\infty}^{\left(q_{0}-2\right) /\left(q_{0}\right)}\left\|w_{\lambda}\right\|_{2}^{2 /\left(q_{0}\right)}\right) \\
& \leqslant c\left(\lambda+\lambda^{1 /\left(q_{0}\right)}\right)
\end{aligned}
$$

where $c$ is independent of $\lambda$. Hence, we obtain that $u_{\lambda} \rightarrow u_{0}$ in $L^{\infty}\left(\mathbb{R}^{N}\right)$ as $\lambda \rightarrow 0$.
Proposition 5.4. For $\lambda \in\left(0, \lambda^{*}\right)$, let $U_{\lambda}$ be the positive solution of $(1.1)_{\lambda}$ with $U_{\lambda}>u_{\lambda}$, then $U_{\lambda}$ is unbounded in $L^{\infty}\left(\mathbb{R}^{N}\right) \cap H^{1}\left(\mathbb{R}^{N}\right)$, that is

$$
\lim _{\lambda \rightarrow 0}\left\|U_{\lambda}\right\|=\lim _{\lambda \rightarrow 0}\left\|U_{\lambda}\right\|_{\infty}=\infty
$$

Proof: Firstly, we show that $\left\{U_{\lambda}: \lambda \in\left(0, \lambda^{*}\right)\right\}$ is unbounded in $H^{1}\left(\mathbb{R}^{N}\right)$. Since $U_{\lambda}=u_{\lambda}+v_{\lambda}$, we only need to show that $\left\{v_{\lambda}: \lambda>0\right\}$ is unbounded in $H^{1}\left(\mathbb{R}^{N}\right)$. If not, then

$$
\begin{equation*}
\left\|v_{\lambda}\right\| \leqslant M \tag{5.5}
\end{equation*}
$$

for all $\lambda \in\left(0, \lambda^{*}\right)$. It is easily to see that for any $\delta>0,\left\{U_{\lambda}\right\}_{\lambda \geqslant \delta}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$, we may assume $\lambda \in(0, \delta]$.

Choose $\lambda_{n} \downarrow 0$ and let $v_{\lambda_{n}}$ be the corresponding solutions constructed by Proposition 4.5. By the Hölder inequality and the Sobolev embedding theorem, we obtain that

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left(\left|\nabla v_{\lambda_{n}}\right|^{2}+\left|v_{\lambda_{n}}\right|^{2}\right) d x & =\int_{\mathbf{R}^{N}} \lambda_{n} K\left[U_{\lambda_{n}}^{p}-u_{\lambda_{n}}^{p}\right] v_{\lambda_{n}} d x \\
& \leqslant c \lambda_{n}\left\|U_{\lambda_{n}}\right\|_{p+1}^{p}\left\|v_{\lambda_{n}}\right\|_{p+1} \\
& \leqslant c \lambda_{n}\left\|U_{\lambda_{n}}\right\|^{p}\left\|v_{\lambda_{n}}\right\| \\
& \leqslant c_{1} \lambda_{n}
\end{aligned}
$$

for some constant $c_{1}$, independent of $v_{\lambda_{n}}$, where we have used (5.5) and the boundedness of $\left\{u_{\lambda_{n}}\right\}$ in $H^{1}\left(\mathbb{R}^{N}\right)$. Hence, we have $\lim _{n \rightarrow \infty}\left\|v_{\lambda_{n}}\right\|^{2}=0$. It implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|v_{\lambda_{n}}\right\|_{2}=0 \tag{5.6}
\end{equation*}
$$

On the other hand, we notice that $U_{\lambda}=u_{\lambda}+v_{\lambda}$ is decreasing and $u_{\lambda}$ is increasing in $\lambda$. Therefore, $v_{\lambda}$ is decreasing in $\lambda$, which implies

$$
v_{\lambda_{n}} \geqslant v_{\delta} \text { for all } n
$$

then we obtain that

$$
\left\|v_{\lambda_{n}}\right\|_{2} \geqslant\left\|v_{\delta}\right\|_{2}>0 \text { for all } n
$$

which contradicts (5.6). This implies that $\left\{U_{\lambda}: \lambda \in\left(0, \lambda^{*}\right)\right\}$ is unbounded in $H^{1}\left(\mathbb{R}^{N}\right)$.
Now, we show that $\left\{U_{\lambda}: \lambda \in\left(0, \lambda^{*}\right)\right\}$ is unbounded in $L^{\infty}\left(\mathbb{R}^{N}\right)$. We proceed by contradiction. Assume to the contrary that there exists $c_{0}>0$ such that

$$
\left\|U_{\lambda}\right\|_{\infty} \leqslant c_{0}<\infty \text { for all } \lambda \in\left(0, \lambda^{*}\right)
$$

Since $U_{\lambda}$ is a solution of $(1.1)_{\lambda}$, we have that

$$
\begin{aligned}
\left\|U_{\lambda}\right\|^{2} & =\int_{\mathbf{R}^{N}} \lambda K U_{\lambda}^{p+1} d x+\int_{\mathbb{R}^{N}} h U_{\lambda} d x \\
& \leqslant \lambda c_{0}^{p-1}\|K\|_{\infty}\left\|U_{\lambda}\right\|_{2}^{2}+\|h\|_{2}\left\|U_{\lambda}\right\|_{2} \\
& \leqslant c_{1} \lambda\left\|U_{\lambda}\right\|^{2}+c_{2}\left\|U_{\lambda}\right\|
\end{aligned}
$$

where $c_{1}$ and $c_{2}$ are independent of $\lambda$. If we choose

$$
\lambda_{0}=\min \left\{\lambda^{*}, \frac{1}{2 c_{1}}\right\}
$$

then there exists $c>0$, independent of $\lambda$, such that $\left\|U_{\lambda}\right\| \leqslant c$ for all $\lambda \leqslant \lambda_{0}$. This is a contradiction to that $\left\{U_{\lambda}: \lambda \in\left(0, \lambda^{*}\right)\right\}$ is unbounded in $H^{1}\left(\mathbb{R}^{N}\right)$. This completes the proof of Proposition 5.4.

In order to get bifurcation results we need the following Bifurcation Theorem which can be found in Crandall and Rabinowitz [7].

Theorem A. Let $X, Y$ be Banach space. Let $(\bar{\lambda}, \bar{x}) \in \mathbb{R} \times X$ and let $F$ be a continuously differentiable mapping of an open neighbourhood of $(\bar{\lambda}, \bar{x})$ into $Y$. Let the null-space

$$
N\left(F_{x}(\bar{\lambda}, \bar{x})\right)=\operatorname{span}\left\{x_{0}\right\}
$$

be one-dimensional and codim $R\left(F_{x}(\bar{\lambda}, \bar{x})\right)=1$. Let $F_{\lambda}(\bar{\lambda}, \bar{x}) \notin R\left(F_{x}(\bar{\lambda}, \bar{x})\right)$. If $Z$ is the complement of $\operatorname{span}\left\{x_{0}\right\}$ in $X$, then the solutions of $F(\lambda, x)=F(\bar{\lambda}, \bar{x})$ near $(\bar{\lambda}, \bar{x})$ form a curve

$$
(\lambda(s), x(s))=\left(\lambda+\tau(s), \bar{x}+s x_{0}+z(s)\right)
$$

where

$$
s \rightarrow(\tau(s), z(s)) \in \mathbb{R} \times Z
$$

is continuously differentiable function near $s=0$ and $\tau(0)=\tau^{\prime}(0)=0, z(0)=z^{\prime}(0)=0$.
Proof of Theorem 1.1 and Theorem 1.2: Theorem 1.1 now follows from Lemma 3.2, 3.3, 3.4, 3.10, 5.1 and Proposition 4.5. The conclusion (i) and (ii) of Theorem 1.2 follow immediately from Lemma 3.2, Remark 5.2 and Proposition 5.3, 5.4. Now we are going to prove that ( $\lambda^{*}, u_{\lambda^{*}}$ ) is a bifurcation point in $C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$ by using an idea in [12]. We also assume that $K(x)$ and $h(x)$ are in $C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)$ and define

$$
F: \mathbb{R}^{1} \times C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right) \rightarrow C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)
$$

by

$$
F(\lambda, u)=\Delta u-u+\lambda K\left(u^{+}\right)^{p}+h(x) .
$$

where $C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$ and $C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)$ are endowed with the natural norm; then they become Banach spaces. It can be proved easily that $F(\lambda, u)$ is differentiable. From Lemma 3.8 and Remark 3.9, we know that

$$
F_{u}(\lambda, u) w=\Delta w-w+\lambda p K u_{\lambda}^{p-1} w
$$

is an isomorphism of $\mathbb{R}^{1} \times C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$ onto $C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)$. It follows from Implicit Function Theorem that the solutions of $F(\lambda, u)=0$ near $\left(\lambda, u_{\lambda}\right)$ are given by a continuous curve.

Now we are going to prove that ( $\lambda^{*}, u_{\lambda^{*}}$ ) is a bifurcation point of $F$. We show first that at the critical point $\left(\lambda^{*}, u_{\lambda^{*}}\right)$, Theorem A applies. Indeed, from Lemma 3.10, problem (3.14) has a solution $\phi_{1}>0$ in $\mathbb{R}^{N}$. By the standard elliptic regular theory, we have that $\phi_{1} \in C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)$ if $h \in C^{\alpha}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N}\right)$. Thus

$$
F_{u}\left(\lambda^{*}, u_{\lambda^{*}}\right) \phi=0, \phi \in C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right)
$$

has a solution $\phi_{1}>0$. This implies that $N\left(F_{u}\left(\lambda^{*}, u_{\lambda^{*}}\right)\right)=\operatorname{span}\left\{\phi_{1}\right\}=1$ is one dimensional and $\operatorname{codim} R\left(F_{u}\left(\lambda^{*}, u_{\lambda^{*}}\right)\right)=1$ by the Fredholm alternative. It remains to check that $F_{\lambda}\left(\lambda^{*}, u_{\lambda^{*}}\right) \notin R\left(F_{u}\left(\lambda^{*}, u_{\lambda^{*}}\right)\right)$.

Assuming the contrary would imply existence of $v \not \equiv 0$ such that

$$
\Delta v-v+\lambda^{*} p K u_{\lambda^{-}}^{p-1} v=K u_{\lambda^{-}}^{p}, \quad v \in H^{1}\left(\mathbb{R}^{N}\right)
$$

From $F_{u}\left(\lambda^{*}, u_{\lambda^{*}}\right) \phi_{1}=0$, we conclude that $\int_{\mathbb{R}^{N}} K u_{\lambda^{\prime}}^{p} \phi_{1} d x=0$. This is impossible because $K(x) \geqslant 0, K(x) \not \equiv 0, u_{\lambda^{*}}(x)>0$ and $\phi_{1}(x)>0$ in $\mathbb{R}^{N}$.

Applying Theorem A , we conclude that $\left(\lambda^{*}, u_{\lambda^{-}}\right)$is a bifurcation point near which, the solution of $(1.1)_{\lambda}$ form a curve $\left(\lambda^{*}+\tau(s), u_{\lambda^{*}}+s \phi_{1}+z(s)\right)$ with $s$ near $s=0$ and $\tau(0)=\tau^{\prime}(0)=0, z(0)=z^{\prime}(0)=0$. We claim that $\tau^{\prime \prime}(0)<0$ which implies that the bifurcation curve turns strictly to the left in $(\lambda, u)$ plane.

Since $u_{\lambda^{\cdot}}(x) \rightarrow 0$ as $|x| \rightarrow \infty$, we have, for $|x|$ large,

$$
0=\Delta \phi_{1}-\phi_{1}+\lambda^{*} p K u_{\lambda^{*}}^{p-1} \phi_{1} \leqslant \Delta \phi_{1}-\frac{1}{4} \phi_{1}
$$

It is well-known that the equation $\Delta w-w / 4=-w^{p}$ in $\mathbb{R}^{N}$ has a unique positive radial symmetric solution, denoted by $\bar{w}$ (see Bahri and Lions [3] and the references there), and there exists $c_{1}>0$ such that

$$
\bar{w}(|x|) e^{|x| / 2}|x|^{(N-1) / 2} \rightarrow c_{1}
$$

Since $\Delta \bar{w}-\bar{w} / 4=-\bar{w}^{p} \leqslant 0$ in $\mathbb{R}^{N}$, hence we obtain by the maximum principle that

$$
\begin{equation*}
\phi_{1}(x) \leqslant c_{2} e^{-|x| / 2}|x|^{-(N-1) / 2} \quad \text { for }|x| \text { large } \tag{5.7}
\end{equation*}
$$

for some $c_{2}>0$.
From (3.10) and (5.7) and the Holder's inequality, we derive that

$$
\begin{align*}
\int_{\mathbf{R}^{N}} K u_{\lambda^{\cdot}}^{p-2} \phi_{1}^{3} d x & \leqslant c \int_{\mathbf{R}^{N}} K u_{\lambda^{\cdot}}^{p-1} \phi_{1} d x  \tag{5.8}\\
& \leqslant c\left(\int_{\mathbb{R}^{N}} u_{\lambda^{\cdot}}^{p+1} d x\right)^{(p-1) /(p+1)}\left(\int_{\mathbf{R}^{N}} e^{-(p+1) / 4|x|} d x\right)^{2 /(p+1)}<\infty
\end{align*}
$$

Since $\lambda=\lambda^{*}+\tau(s), u=u_{\lambda^{*}}+s \phi_{1}+z(s)$ in

$$
\begin{equation*}
-\Delta u+u-\lambda K u^{p}-h=0, u>0, u \in C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right) \tag{5.9}
\end{equation*}
$$

Differentiating (5.9) in $s$ twice, we have

$$
-\Delta u_{s s}+u_{s s}-\lambda p K u^{p-1} u_{s s}-2 \lambda_{s} p K u^{p-1} u_{s}-\lambda p(p-1) K u^{p-2} u_{s}^{2}-\lambda_{s s} K u^{p}=0
$$

Setting here $s=0$ and using the facts that $\tau^{\prime}(0)=0, u_{s}=\phi_{1}(x)$ and $u=u_{\lambda}$. as $s=0$, we obtain

$$
\begin{equation*}
-\Delta u_{s s}+u_{s s}-\lambda^{*} p K u_{\lambda^{*}}^{p-1} u_{s s}-\lambda^{*} p(p-1) K u_{\lambda^{*}}^{p-2} \phi_{1}^{2}-\tau^{\prime \prime}(0) K u_{\lambda^{*}}^{p}=0 \tag{5.10}
\end{equation*}
$$

Multiplying $F_{u}\left(\lambda^{*}, u_{\lambda}\right) \phi_{1}=0$ by $u_{s s}$, and (5.10) by $\phi_{1}$, integrating and subtracting the result, and by (5.8) we obtain

$$
\int_{\mathbf{R}^{N}} \lambda^{*} p(p-1) K u_{\lambda^{-}}^{p-2} \phi_{1}^{3} d x+\tau^{\prime \prime}(0) \int_{\mathbf{R}^{N}} K u_{\lambda^{\prime}}^{p} \phi_{1} d x=0,
$$

which immediately gives $\tau^{\prime \prime}(0)<0$. Thus

$$
\begin{array}{llll}
u_{\lambda} \rightarrow u_{\lambda^{*}} & \text { in } & C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right) & \text { as } \quad \lambda \rightarrow \lambda^{*}, \\
U_{\lambda} \rightarrow u_{\lambda^{*}} & \text { in } & C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right) & \text { as } \quad \lambda \rightarrow \lambda^{*} .
\end{array}
$$

Using Lemma 3.8, Remark 3.9, the Implicit Function Theorem and the uniqueness of the positive ground-state solution of (1.1) $)_{0}$, we can easily prove that

$$
u_{\lambda} \rightarrow u_{0} \quad \text { in } \quad C^{2, \alpha}\left(\mathbb{R}^{N}\right) \cap H^{2}\left(\mathbb{R}^{N}\right) \quad \text { as } \quad \lambda \rightarrow 0
$$

which proves Theorem 1.2.

## References

[1] H. Amann, 'Fixed point equations and nonlinear eigenvalue problems in ordered Banach spaces', SIAM. Rev. 18 (1976), 620-709.
[2] A. Ambrosetti and P.H. Rabinowitz, 'Dual variational method in critical point theory and applications', J. Funct. Anal. 14 (1973), 349-381.
[3] A. Bahri and P.L. Lions, 'On the existence of a positive solution of semilinear elliptic equations in unbounded domains', Ann. Inst. H. Poincaré Anal. Non Linéaire 14 (1997), 365-413.
[4] V. Benci and G. Cerami, 'Positive solutions of some nonlinear elliptic problems in unbounded domains', Arch. Rational Mech. Anal. 99 (1987), 283-300.
[5] H. Berestycki and P.L. Lions, 'Nonlinear scalar field equations, I. Existence of a ground state', Arch. Rational. Mech. Anal. 82 (1983), 313-345.
[6] D.M. Cao and Z.H. Zhou, 'Multiple positive solutions of nonhomogeneous elliptic equations in $\mathbb{R}^{N}$, Proc. Roy. Soc. Edinburgh Sect. A 126 (1996), 443-463.
[7] M.G. Crandall and P.H. Rabinowitz, 'Bifurcation, perturbation of simple eigenvalues and lineaized stability', Arch. Rational Mech. Anal. 52 (1973), 161-180.
[8] W.Y. Ding and W.M. Ni, 'On the existence of entire solution of a semilinear elliptic equation', Arch. Rational Mech. Anal. 91 (1986), 283-308.
[9] L. Ekeland, 'Nonconvex minimization problems', Bull. Amer. Math. Soc. 1 (1979), 443-474.
[10] D. Gilbarg and N.S. Trudinger, Elliptic partial differential equations of second order (Springer-Verlag, New York, 1983).
[11] T.S. Hsu, 'Existence and bifurcation of the positive solutions for a semilinear elliptic problem in exterior domains', (preprint).
[12] P.L. Korman, Y. Li, and T.-C. Ouyang, 'Exact multiplicity results for boundary value problems with nonlinearities generalizing cubic', Proc. Royal Soc. Edinbburgh Ser. A 126 (1996), 599-616.
[13] P.L. Lions, 'The concentration-compactness principle in the calculus of variations. The locally compact case', Ann. Inst. H. Poincaré Anal. Non Linéaire 1 (1984), 109-145 and 223-283.
[14] P.L. Lions, 'On positive solutions of semilinear elliptic equations in unbounded domains', in Nonlinear Diffusion Equations and Their Equilibrium States, (W.M. Ni, L.A. Peletier and J. Serrin, Editors) (Springer-Veflag, New York, Berlin, 1988).
[15] W. Strauss, 'Existence of solitary waves in higher dimensions', Comm. Math. Phys. 55 (1977), 149-162.
[16] X.P. Zhu, 'A perturation result on positive entire solutions of a semilinear elliptic equation', J. Differential Equations 92 (1991), 163-178.
[17] X.P. Zhu and D.M. Cao, 'The concentration-compactness principle in nonlinear elliptic equation', Acta. Math. Sci. 9 (1989), 307-328.
[18] X.P. Zhu and H.S. Zhou, 'Existence of multiple positive solutions of inhomogenous semilinear elliptic problems in unbounded domains', Proc. Roy. Soc. Edinburgh Sect. A 115 (1990), 301-318.

Center for General Education
Chang Gung University
Kwei-San, Tao-Yuan 333
Taiwan
Republic of China


[^0]:    Received 25th April, 2005

