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Abstract

We used a diffusion model to examine the effects of response-bias manipulations on response time (RT) and accuracy
data collected in two experiments involving a two-choice decision making task. We asked 18 subjects to respond “low”
or “high” to the number of asterisks in a 10 × 10 grid, based on an experimenter-determined decision cutoff. In the
model, evidence is accumulated until either a “low” or “high” decision criterion is reached, and this, in turn, initiates a
response. We performed two experiments with four experimental conditions. In conditions 1 and 2, the decision cutoff
between low and high judgments was fixed at 50. In condition 1, we manipulated the frequency with which low- and
high-stimuli were presented. In condition 2, we used payoff structures that mimicked the frequency manipulation. We
found that manipulating stimulus frequency resulted in a larger effect on RT and accuracy than did manipulating payoff
structure. In the model, we found that manipulating stimulus frequency produced greater changes in the starting point
of the evidence accumulation process than did manipulating payoff structure. In conditions 3 and 4, we set the decision
cutoff at 40, 50, or 60 (Experiment 1) and at 45 or 55 (Experiment 2). In condition 3, there was an equal number of low-
and high-stimuli, whereas in condition 4 there were unequal proportions of low- and high-stimuli. The model analyses
showed that starting-point changes accounted for biases produced by changes in stimulus proportions, whereas evidence
biases accounted for changes in the decision cutoff.
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1 Introduction

It is well known that experimental manipulations in
perceptual decision making tasks produce systematic
changes in the behavioral responses of the subjects. Ex-
perimental psychologists, for example, have observed
that subjects bias their responses based on the proba-
bility of occurrence of the stimulus (Falmagne, 1965;
Jarvik, 1951; Kirby, 1976; Laming, 1969; for a review,
see Luce, 1986).1 Formal models have been used to de-
scribe and predict response bias in perceptual two–choice
tasks (e.g., Edwards, 1965; Gold & Shadlen, 2000; Rat-
cliff, 1985). These models typically conceptualize the de-
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1Because we studied a perceptual task, we refer to response bias to
describe response patterns that demonstrate subjects favoring or avoid-
ing one of the alternatives, not connoting that the response was made in
error or as a result of some error in judgment.

cision process as the accumulation of sensory information
over time towards a decision threshold. The aim of this
study was to use one of these models (viz., Ratcliff’s dif-
fusion model, 1978) to examine what processes account
for biases in two-choice tasks produced by manipulations
of stimulus frequency, payoffs, and movement in the de-
cision cutoff (i.e., the point at which stimuli are assigned
to one versus the other response category).

In manipulations of stimulus frequency, it is well
known that response times (RTs) to stimuli that appear
more often are faster than RTs to stimuli shown less of-
ten. In addition, accuracy is increased from less to more
frequent stimuli. Remington (1969), for example, used
a task in which subjects responded to one of two lights
by depressing corresponding keys. There were blocks of
trials in which each light was turned on in half of the tri-
als, blocks in which one light was turned on in 70% of
the trials and the other in 30% of the trials, and blocks in
which these proportions were reversed. In comparison to
the equally likely condition, response times (RTs) were
faster for trials in which a light appeared more often and
slower for trials in which it appeared less often.
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Studying the effects of explicit payoff manipulations
has also been of long-standing interest in cognitive psy-
chology (cf., Edwards, 1965, p. 322). Fitts (1966), for
example, used payoff matrices to allow subjects to earn a
bonus at the end of a session. Subjects always earned one
point for each correct and fast response, but lost points
based on one of the following structures: One, they lost
half a point for correct and slow responses, one tenth of
a point for wrong and fast and responses, or one point
for wrong and slow responses; Two, they lost one tenth
of a point for correct and slow responses, half a point
for wrong and fast responses, or one point for wrong and
slow responses. Fitts found that subjects either responded
faster and made more errors or responded more slowly
and made fewer errors, in order not to lose too many
points. More recently, Rorie, Gao, McClelland, and New-
some (2010) manipulated response biases with payoffs in
a motion discrimination task with multiple reward con-
tingencies and four reward conditions. The two rhesus
monkeys tested showed indistinguishable psychophysical
performance in the neutral reward conditions but biased
performance (i.e., faster response and increased response
probability) toward the high-reward response in biased
conditions.

Our present study manipulated stimulus frequency and
payoffs as typically reported in the literature, but planned
a novel direct comparison of the two manipulations in an
attempt to answer whether the effect observed on both RT
and accuracy due to changes in stimulus frequency is sim-
ilar to the effect due to changes in reward values. More-
over, we added to this comparison a less commonly stud-
ied manipulation of decision cutoffs. Because we com-
pared these response-bias manipulations with the aid of
the diffusion model, we present relevant information on
computational models below.

1.1 Computational models

Commonly, computational models have been applied to
experimental data to infer the properties of the underly-
ing sensory representation and processing leading to de-
cisions. In the study of perceptual decision making in
particular, a computational model that has allowed psy-
chologists to infer properties of the underlying sensory
representation from behavioral evidence is signal detec-
tion theory (SDT; Swets, Tanner Jr., & Birdsall, 1961;
Green & Swets, 1966). In a typical paradigm to which
SDT is applied, subjects must detect the presence of a
signal (shown in a proportion of trials) embedded in noise
(always present). It is assumed that subjects set a thresh-
old criterion that the amplitude of the signal must surpass
so that a “signal” is reported. It is further assumed that
this criterion setting is influenced by the prior probabil-
ity of the signal. In the model, the parameter associated

with the threshold criterion measures the response bias
produced by the criterion setting. Analogously, in per-
ceptual judgments involving two-choice paradigms, it is
often assumed that the observer will set a criterion be-
tween the two alternatives. When the observer judges the
information obtained from the stimulus to be above this
criterion, then one choice is reported; otherwise, the other
choice is reported.

Whereas SDT can account for accuracy, it cannot ac-
count for RT (e.g., Ratcliff, Van Zandt, & McKoon,
1999, Figure 15). To account for accuracy and RT at
the same time, researchers have turned to sequential sam-
pling models, among other families of models, to fit both
dependent variables simultaneously. One sequential sam-
pling model is the Wiener diffusion process model (Rat-
cliff, 1978)—herein the diffusion model. In the diffusion
model, stimulus evidence is assumed to be accumulated
gradually over time, from a starting point (z) toward one
of two alternative decision boundaries (Figure 1.1). The
separation between these two boundaries, or the amount
of evidence required for a response, is modeled by param-
eter a. The more evidence present in a stimulus, the faster
the accumulation process reaches a boundary, at which
point the accumulation is terminated and a response is
made. The rate at which information is accumulated, the
drift rate (ν), is a function of the quality of stimulus in-
formation. Variability within a trial in the accumulation
of information (noise) gives rise to variability in RTs and
allows the process to hit the wrong boundary, giving rise
to errors. Across-trial variability in the values of drift
rate (η) and starting point (sz) is required because it is
assumed subjects cannot accurately set these parameters
to have the same value from trial to trial (e.g., Laming,
1968; Ratcliff, 1978)

In addition to the decision components of processing,
all other components (such as stimulus encoding and re-
sponse execution) are combined into one nondecision-
time parameter and have a mean duration of Ter. This
nondecision time is assumed to vary across trials, with
values coming from a rectangular distribution over the
range st. Consequently, the predicted mean RT is the
mean time for the decision process to terminate plus the
nondecision time governed by Ter and st. As noted in
Ratcliff and Tuerlinckx (2002, p. 441) and in Ratcliff and
Smith (2004, p. 338), the assumption about the shape
of the nondecision time distribution is not crucial be-
cause the standard deviation of the distribution of deci-
sion times is four or more times larger than that of the
distribution of nondecision times. As a result, the shape
of the RT distribution is determined almost completely by
the shape of the distribution of decision times. Variabil-
ity in the nondecision components, which was crucial to
a successful diffusion model account of lexical decision
data in Ratcliff, Gómez, and McKoon (2004), is included
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Figure 1: Illustration of the decision process of the dif-
fusion model. Two mean drift rates, ν1 and ν2—subject
to across-trial variability (η), represent high and low rates
of accumulations of evidence. Accumulation of evidence
in each trial starts at point z, subject to across-trial vari-
ability (sz). The accumulation process terminates after it
crosses either boundary (a or 0). Correct responses are
made when the accumulation process crosses a, whereas
incorrect responses are made when it crosses 0. The three
solid-line trajectories illustrate fast processes around ν1,
and the three dashed-line trajectories illustrate slow pro-
cesses around ν2. In combination, they show how equal
steps in drift rate map into skewed RT distributions. Pre-
dicted mean RT is the mean time for the decision process
to terminate plus a nondecision time (including processes
such as stimulus encoding and response execution) gov-
erned by Ter, subject to across-trial variability (st).

because it has two effects on model predictions: the lead-
ing edge of the RT distribution (i.e., the point at which
10% of the responses had terminated) has greater vari-
ability across conditions with it than without it; and the
rise in the leading edge of the RT distribution is more
gradual with it than without it.

In the diffusion model, there are two ways to model re-
sponse bias (Ratcliff, 1985; Ratcliff et al., 1999; Ratcliff
& McKoon, 2008). One, analogous to the change in crite-
rion threshold in SDT, involves a shift in the criterion that
separates positive from negative drift rates (Figure 1.1).
That is, one parameter (referred to as a “drift criterion”
parameter, “dc”) produces an estimate of the amount to be
added to or subtracted from the mean drift rates between
conditions such that a null mean drift rate (a horizontal
line starting at z in Figure 1.1) in an unbiased condition
would be shifted to a positive or negative mean drift rate
in a biased condition, for example. For small to moderate
biases in drift rates, there are only small changes in the
leading edges of the RT distributions between biased and

Figure 2: Illustration of the drift criterion explanation of
the effects of response probability manipulations on re-
sponse bias in the diffusion model. When the probability
of response A is higher, the drift rates are νa and νb, with
the zero point close to νb. When the probability of re-
sponse B is higher, the drift rates are νc and νd , and the
zero point is closer to νc (cf. Ratcliff & McKoon, 2008,
Figure 3, bottom panel).
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Figure 3: Diffusion model explanations for the effects of response probability
manipulations. In the top panel, the first possible account is presented: starting
point varying with probability. The effects are illustrated with two simulations
in the second panel with z = 5 and z = 15. In the bottom panel, the second
possibility is presented: drift criterion (the zero point) varying with probability.
When the probability of response A is higher, the drift rates are va and vb , with
the zero point close to vb . When the probability of response B is higher, the
drift rates are vc and vd , and the zero point is closer to vc . Note that this second
alternative is exactly equivalent to how the criterion would change in signal
detection theory from psychophysics.

Figure 3: Illustration of the starting point explanation of
the effects of response probability manipulations on re-
sponse bias in the diffusion model. When A and B are
equally likely, the process of accumulation of evidence
starts equidistantly from boundaries 0 and a. When the
probability of response A is higher, the starting point is
closer to a than to 0. When the probability of response
B is higher, the starting point is closer to 0 than to a (cf.
Ratcliff & McKoon, 2008, Figure 3, top panel).
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Figure 3: Diffusion model explanations for the effects of response probability
manipulations. In the top panel, the first possible account is presented: starting
point varying with probability. The effects are illustrated with two simulations
in the second panel with z = 5 and z = 15. In the bottom panel, the second
possibility is presented: drift criterion (the zero point) varying with probability.
When the probability of response A is higher, the drift rates are va and vb , with
the zero point close to vb . When the probability of response B is higher, the
drift rates are vc and vd , and the zero point is closer to vc . Note that this second
alternative is exactly equivalent to how the criterion would change in signal
detection theory from psychophysics.

unbiased conditions. The other way to model response
bias involves moving the starting point of the diffusion
process nearer the boundary toward which the responses
are biased (Figure 1.1). This predicts a shorter leading
edge of the RT distribution in the biased condition than
in the unbiased condition (Ratcliff, 1985, 2002).

Although these two methods of modeling response
bias and the experimental manipulations that produce re-
sponse bias are known, there has been no study to com-
pare the effects of the different response-bias manipula-
tions we present here. Below we summarize our objec-
tives and choices of design and analysis.

1.2 Study overview

Our aim with this article was to produce a comprehensive
model-based account of response-bias manipulations. To
that end, we chose to test four tasks (stimulus frequency,
payoff structure, decision cutoff, and stimulus frequency
with decision cutoff) in the same two-choice numeros-
ity discrimination and to apply the diffusion model to the
data for the analysis of response biases in each of the
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tasks. The key questions of our study were: Do manipu-
lations of stimulus frequency and payoff structure affect
the same component parameters driving the decision and
in the same way? How does the manipulation of stimu-
lus frequency compare to that of decision cutoff? What
happens when stimulus frequency and decision cutoff are
manipulated at the same time? Answers to these ques-
tions will contribute to the current literature on perceptual
decision making, in both cognitive and cognitive neuro-
science domains, by informing which cognitive processes
are more strongly (or similarly) associated with each type
of task.

We chose a payoff-structure manipulation that in-
volved mapping response alternatives to reward values
(i.e., points to be converted into small financial incen-
tives). In a two-choice task, subjects typically favor one
response alternative over the other because of a high re-
ward (or a low cost) value associated with the one or be-
cause of a high cost (or a low reward) value associated
with the other response. In the emerging field of neuroe-
conomics, this type of manipulation is an example of a
value-based decision (for reviews, Glimcher, 2005; Gold
& Shadlen, 2007; Sanfey, Loewenstein, McClure, & Co-
hen, 2006; Sugrue, Corrado, & Newsome, 2005).

Our choice of a model analysis allowed us to test
the following hypotheses involving cognitive processes:
stimulus frequency and payoff structure affect the same
component parameters driving the decision in the same
way (H1); stimulus frequency affects starting point,
whereas decision cutoff affects drift criterion (H2); and,
when stimulus frequency and decision cutoff are manipu-
lated at the same time, both starting point and drift crite-
rion are affected (H3). Testing these different hypotheses
formally is in line with neuroeconomics’ goal of uniting
formal models of subjective variables, descriptions of the
nature of cognitive processes, and neural events by means
of computational models capable of identifying the sig-
nals and signal dynamics that are required by different
problems (Rangel, Camerer, & Montague, 2008).

Our choice of the diffusion model was due to its ability
to fit RT and accuracy data from several two-choice tasks
successfully, while allowing for sensible parameter inter-
pretation across conditions. Ratcliff (2002), for example,
related RT and accuracy in a brightness discrimination
task in which accuracy varied across a relatively wide
range. In fits of the diffusion model, drift rate increased
as a function of stimulus brightness. Furthermore, the dif-
fusion model framework has also been applied recently to
value-based choices (Krajbich, Armel, & Rangel, 2010;
Milosavljevic, Malmaud, Huth, Koch, & Rangel, 2010).
Nevertheless, other sequential sampling models or other
diffusion model variants could have been chosen (e.g.,
Usher & McClelland, 2001). Diederich and Busemeyer
(2006) and Diederich (2008), for example, investigated

how sequential sampling models might represent the ef-
fects of payoffs, finding that a two-stage accumulation
process provided a successful account of the data, sug-
gesting that individuals may initially process the payoff
information, then switch to the stimulus information.

In what follows, we report two experiments based on a
simple two-choice perceptual task. We start with the gen-
eral method employed in both experiments, followed by
specific sections to each experiment in which we present
the results. In Experiment 1, we found that starting point
in the model was the crucial parameter to account for
changes in stimulus frequency, that changes in payoffs
affected starting points less than changes in stimulus fre-
quency, and that shifts in drift rates in the model were
crucial to account for changes in decision cutoff. In
Experiment 2, we replicated these findings in a within-
subjects manipulation, supporting that different cognitive
processes are likely driving the different response biases.

2 General method

2.1 Task overview
We chose a two-choice numerosity discrimination in
which we asked the subjects to respond “low” or “high”
to the number of asterisks in a 10 × 10 grid, based on a
experimenter-determined decision cutoff. We chose this
numerosity discrimination because it is a simple task for
subjects to perform and for experimenters to manipulate
both stimulus frequency and decision cutoff and to in-
corporate payoffs. In addition, there are few perceptual
or memory limitations to the task, to which the diffusion
model has been successfully applied previously (Geddes,
Ratcliff, Allerhand, Childers, Frier, & Deary, 2010; Rat-
cliff, 2008; Ratcliff, Love, Thompson, & Opfer, in press;
Ratcliff, Thapar, & McKoon, 2001, 2010; Ratcliff & Van
Dongen, 2009; Ratcliff et al., 1999). Despite its simplic-
ity, however, this task may relate to practical real-world
abilities. Halberda, Mazzocco, and Feigenson (2008), for
example, found correlates to mathematical achievement
in a similar numerosity-discrimination task.

2.2 Stimuli and procedure
The experiment was run on personal computers running
Linux operating system with a customized real-time sys-
tem. Computers were connected to a 17" monitor with
resolution of 640 × 480 pixels and a standard 102-key
keyboard.

A computer program was designed to present the in-
structions, run the trials, and record RT and accuracy.
Subjects were instructed to reach a decision regarding
the numerosity of asterisks on the screen (i.e., catego-
rized as a low number or as a high number) as quickly
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and as accurately as possible. The stimulus display was
constructed by randomly placing a number of asterisks
on a 10 × 10 grid (with no border lines) on the upper-
left corner of the screen. The difficulty of each stimulus
was a function of how many asterisks were present and
the cutoff number that separated low-number from high-
number responses. For example, a stimulus containing 49
asterisks was to be categorized as a low-number stimulus
when the cutoff number (referred to as decision cutoff)
was 50. In Experiment 1, the number of asterisks ranged
from 31 to 70, whereas in Experiment 2 it ranged from
36 to 65.

The stimulus was displayed until the subject re-
sponded, by either pressing “Z” for low-number re-
sponses or “/” for high-number responses. RT was mea-
sured from stimulus onset to response. Accuracy feed-
back was provided by displaying “ERROR” after an in-
correct response (for 500 ms in Experiment 1 and for 400
ms in Experiment 2). If a response was produced too
quickly (likely the result of a guess), feedback was pre-
sented using a “TOO FAST” message, displayed (for 500
ms in Experiment 1 and for 400 ms in Experiment 2) after
responses faster than 250 ms (in pilot tests, few correct re-
sponses were reached in less than 250 ms) in Experiment
1 and faster than 100 ms in Experiment 2. If a response
was produced too slowly (possibly the result of a failed
attempt to respond or of a missed signal), feedback was
presented using a “Too slow” message, displayed for 400
ms after responses slower than 1300 ms in Experiment 2.
The next trial started 400 ms and 250 ms after these post-
response messages for Experiments 1 and 2, respectively.

2.3 Design

The four experimental manipulations of task structure
that follow were used in both experiments. Conditions 1
and 2 were compared to test whether stimulus frequency
and payoff structure affected the same component param-
eters driving the decision in the same way (H1). Con-
ditions 1 and 3 were compared to test whether stimulus
frequency affected starting point and decision cutoff af-
fected drift criterion (H2). Conditions 1, 3, and 4 were
compared to test whether stimulus frequency and deci-
sion cutoff, when manipulated simultaneously, affected
both starting point and drift criterion (H3).

• Condition 1: Stimulus frequency.
We set the decision cutoff at 50 such that the sub-
jects were asked to decide whether each stimulus
contained a low number of asterisks (< 51) or a
high number of asterisks (> 50). We manipulated
the proportion of low to high stimuli such that there
were unbiased (equal number of low and high stim-
uli) and biased (1:3 and 3:1 ratios of low to high

stimuli) blocks of trials. Before beginning each
block, we informed the subjects how many low and
high stimuli would be present.

• Condition 2: Payoff structure.
We manipulated the payoff structure to mimic the
stimulus frequency manipulation in Condition 1, set-
ting the decision cutoff at 50 as well. Prior to
beginning each block, the subjects were informed
of the payoff structure in the upcoming block. In
the unbiased blocks, they received 2 points for cor-
rectly judging the number of asterisks as low or high
and had 2 points deducted when answering incor-
rectly. In the low-biased blocks, the subjects re-
ceived 3 points or had 1 point deducted for answer-
ing “low” correctly or incorrectly, respectively, and
received 1 point or had 3 points deducted for answer-
ing “high” correctly or incorrectly, respectively. In
the high-biased blocks, the reverse point structure
applied: +1/-3 for low responses and +3/-1 for high
responses. After each trial, the number of points re-
ceived or deducted was shown to the subjects; a run-
ning score (in points) was shown after each block.
We instructed the subjects to maximize their score.
In each block, half of the trials consisted of low stim-
uli and half consisted of high stimuli.

• Condition 3: Decision cutoff.
We manipulated decision cutoff to test whether this
manipulation could be differentiated from the stim-
ulus frequency manipulation by the model. We set
the cutoff between high and low stimuli at 40, 50, or
60 in Experiment 1 and at 45 or 55 in Experiment 2
(across blocks). The number of low and high stimuli
displayed in a block was balanced such that half of
the trials consisted of low stimuli and half consisted
of high stimuli, regardless of decision cutoff.

• Condition 4: Decision cutoff and stimulus fre-
quency.
If Condition 1 could be differentiated from Condi-
tion 3, what might happen in a condition in which
those two manipulations were combined? To answer
this question, we used the same task as in Condition
3, with one trial from each number of asterisks in
each block (as in Condition 2), such that the blocks
in which the decision cutoff was set at the lowest
value contained 1

4 of low stimuli and 3
4 of high stim-

uli and, conversely, the blocks in which the decision
cutoff was set at the highest value contained 3

4 of
low stimuli and 1

4 of high stimuli.
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2.4 Modeling analysis

We fit the diffusion model to the response proportions
and RT distributions for correct and error responses and
obtained parameter values that produce predicted values
(for response proportions and RT distributions) that were
as close as possible to the data. In both experiments, the
diffusion model was fit to data from individual subjects.
Extreme fast and slow responses were eliminated from
analyses using cutoffs.

In Experiment 1, lower and upper cutoffs were deter-
mined by analysis of 50-ms windows to eliminate fast re-
sponses at or below chance and slow responses.2 Lower
cutoffs were 240 ms and 270 ms for Conditions 1 and 2,
respectively; upper cutoffs were 1500 ms in Condition 1
and 1700 ms in Condition 2. As a result, approximately
1.4% of the data in Condition 1 and 1.6% of the data in
Condition 2 were excluded. In Conditions 3 and 4, the
cutoffs were 100 ms and 3000 ms (i.e., approximately
0.7% of the data in Condition 3 and 0.8% of the data
in Condition 4).3 RT data were divided into four levels
of difficulty in eight groups, determined by the number
of asterisks present in each stimulus, as follows: 31–35
or 66–70; 36–40 or 61–65; 41–45 or 56–60; 46–50 or
51–55. RT distributions were approximated by five quan-
tiles, evenly spaced between .1 and .9 (hence represent-
ing the times at which 10%, 30%, 50%, 70%, and 90%
of the correct or error responses were terminated in each
condition). In Experiment 2, we used more conservative
cutoffs such that no more than 0.5% of the data points
of each subject were excluded. Lower and upper cutoffs
were 100 ms and 1500 ms,4 respectively (except for Sub-
ject C, whose upper cutoff was extended to 1900 ms such
that only 0.49% of the data points were excluded).

The method we used to fit the diffusion model was the
chi-square method, which works as follows (cf. Ratcliff
& Tuerlinckx, 2002). First, theoretical (simulated by the
model) and empirical RT data were grouped into six bins,
separately for correct and error responses. These bins
were defined by five evenly spaced quantiles, namely,
.1, .3, .5, .7, and .9, producing two extreme bins each
containing 10% of the observations and the others each
containing 20%. Inserting the quantile RTs for correct
or error responses into the cumulative probability func-

2Starting at 100 (or 2000) ms, we measured accuracy of responses
within the next (or prior) 50 ms. If accuracy within that time window
was above chance, then the lower (or upper) cutoff was set to the lower
(or upper) limit of that time window. Otherwise, we examined the next
time window and repeated that operation until above-chance accuracy
was observed.

3In practice, the lower cutoff could have been set at 200 ms, as there
were only .03% and .01% of the responses between 100 ms and 200 ms
in Conditions 3 and 4, respectively.

4As in Experiment 1 (Conditions 3 and 4), in practice, the lower
cutoff could have been set at 200 ms, as there were only .08% of the
responses between 100 ms and 200 ms.

tion gives the expected cumulative probability up to that
quantile for the respective responses. Subtracting the cu-
mulative probabilities for each successive quantile from
the next higher quantile gives the proportion of responses
expected between adjacent quantiles, and multiplying by
the total number of observations (correct or error re-
sponses) gives the expected frequencies in each bin.5

Summing over (observed−expected)2/expected for all
conditions gives the chi-square statistic (χ2) to be mini-
mized by model-parameter adjustment. The minimiza-
tion routine we used was based on the SIMPLEX fitting
method (Nelder & Mead, 1965), which takes a set of ini-
tial parameter values and adjusts them to minimize the χ2

(for a more detailed explanation of the SIMPLEX routine,
see Ratcliff & Tuerlinckx, Appendix B).

To test our three hypotheses, we planned (pairwise)
nested-model comparisons, based on the χ2-statistic pro-
duced by different model variants in fitting the same data.
For example, to test H2, whether stimulus frequency af-
fects starting point (but not drift criterion) and decision
cutoff affects drift criterion (but not starting point), we
fit a model in which both starting point and drift crite-
rion could vary to the data in the stimulus-frequency ma-
nipulation. Then we compared the χ2-statistic produced
by that model to the χ2-statistic produced by a model in
which starting point (but not drift criterion) could vary
and by a model in which drift criterion (but not start-
ing point) could vary. Note that each of these two vari-
ants is nested within the initial model. These compar-
isons showed which model fit the data in the stimulus-
frequency manipulation best; repeating them to the data
in the decision cutoff showed which model fit those data
best, obtaining support for or against H2. The key to this
chi-square difference test comparing pairs of models is
that the difference in statistics between the two models
is asymptotically distributed as a chi-square variate with
degrees of freedom given by the difference in the num-
ber of parameters estimated under the two models (e.g.,
Bentler & Bonett, 1980, p. 593). In the case of H2 in
Experiment 1, there were two degrees of freedom in each
comparison between the first model described above and
each of the two variants. The test implies a null hypoth-
esis of equality in parameter estimates (between models)
versus an alternate hypothesis of inequality. If the chi-
square variate exceeds the critical value in the test (9.21
at the 99% confidence level for two degrees of freedom),6

the null hypotheses is rejected in favor of the alternate.

5If there were fewer than five errors in an experimental condition,
five quantiles could not be computed, and the error reaction times for
the condition were excluded from the chi-square computation.

6We adopted the 99% confidence level to disambiguate model pa-
rameter influence, rather than the commonly used 95% confidence level
for experimental effects, because of the growing concern that null hy-
pothesis significance tests using p = .05 may not lead to strongly sup-
ported conclusions (e.g., Kruschke, 2011; Wetzel et al., 2011).
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2.4.1 Model fits

Data and model predictions are displayed as quantile
probability functions throughout this article (e.g., Figure
4, for Condition 1 in Experiment 1). For each difficulty
condition in the experiment, the .1, .3, .5 (median), .7,
and .9 quantiles of the RT distribution are plotted as a
function of response proportion. That is, the quantiles
are plotted as five points stacked along the y-axis at a re-
sponse proportion point on the x-axis. Thus, the shape of
the RT distribution is given by the distance between pairs
of quantiles (e.g., larger distances between .5 and .9 than
between .1 and .5 quantiles represent right skewness, typ-
ically present in choice-RT human data). To distinguish
data points from model predictions readily, data points
are plotted as circles and model predictions are plotted
as crosses, connected across difficulty conditions by a
dashed line indicating matching quantiles (i.e., the line
closest to the x-axis connects all .1 quantiles, whereas the
furthest line connects all .9 quantiles).

The proportions on the right of each panel (toward 1)
in the quantile-probability plots come from correct re-
sponses, and the proportions on the left come (toward
0) from error responses. This is so because whereas an
extremely difficult condition is expected to produce cor-
rect responses just above 50% of the time, a very easy
condition is expected to produce correct responses nearly
100% of the time; proportion of error responses com-
plement those of correct responses. Further, because we
present low and high responses separately, correct low re-
sponses plus error high responses constitute all responses
in the conditions for which low responses should have
been made, and vice-versa. We chose quantile probability
functions over other ways of displaying the data because
they show information about all the data: the proportions
of correct and error responses, and the shapes of the RT
distributions for correct and error responses. This means,
for example, that the change in shape of RT distributions
can be examined as a function of difficulty, and compar-
isons can be made between correct and error responses.

3 Experiment 1
We designed Experiment 1 to examine whether stimulus
frequency and payoff structure affect the same compo-
nent parameters driving the decision in the same way
(H1) and whether stimulus frequency affects starting
point in the model, whereas decision cutoff affects drift
criterion (H2 and H3). We show below that we found that
stimulus frequency and payoff structure did not affect the
same component parameters driving the decision in the
same way, but that manipulations of stimulus frequency
affect starting point only and manipulations of decision
cutoff affect drift criterion only.

3.1 Method

3.1.1 Subjects

Twelve Ohio State University students were tested in four
conditions: four subjects in Condition 1, four subjects
in Condition 2, and four subjects in Conditions 3 and 4.
Subjects were tested during five (Conditions 1 and 2) or
four (Conditions 3 and 4) sessions of approximately 45 to
55 mins each. In Conditions 1, 3, and 4, they were com-
pensated at the rate of $10.00 per session; in Condition 2,
they received $10.00 per session plus a bonus compensa-
tion contingent upon performance, which averaged $1.55
per session.

3.1.2 Design

Each experimental session was composed of a warmup
block followed by 38 blocks (in Conditions 1 and 2—
Stimulus frequency and payoff structure, respectively) or
39 blocks (in Conditions 3 and 4—Decision cutoff and
decision cutoff with stimulus frequency, respectively) of
40 trials each. Subjects were informed of the block struc-
ture prior to the beginning of each block, and blocks were
presented in random order for each subject. In Condition
2, we informed the subjects we would reward them one
bonus cent for each 15 (positive) points they accumulated
throughout the study.

3.2 Results & discussion

As discussed in Section 2.4, we fit three models to the
data in each of the four levels of the task manipulation
(viz., stimulus frequency, payoff structure, decision cut-
off, and decision cutoff along with stimulus frequency).
For each condition, there were 264 degrees of freedom
in the data (24 conditions × (12 bins − 1)). The most
flexible model, referred to as the full model, had 18 free
parameters (two of which varied across bias conditions:
drift criterion and starting point), as follows: boundary
separation; nondecision time and its range; three starting
points (z) at the three bias levels; range in starting point;
variability in drift rate; eight mean drift rates at each of
the eight groups determined by the number of asterisks
in each stimulus; and two drift criteria (dc), one for each
of the two non-neutral bias conditions. The two drift cri-
teria are added to the eight mean drift rate estimates at
the neutral condition to produce the mean drift rate esti-
mates at the respective bias condition. The (fixed) scaling
parameter, s, was set to 0.1, as is usual (e.g., Ratcliff &
Rouder, 2000). The other two models, nested in the full
model, each had 16 free parameters, either keeping the
same starting point at all three bias levels (the same-z
model) or setting dc at 0 (the no-dc model).
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Below, we present the results of our modeling analysis
for each of the task manipulations and provide initial dis-
cussions based on them. The summary of our findings is
as follows: starting point was the critical model parame-
ter in accounting for changes in stimulus frequency; the
payoff structure manipulation did not produce the same
results as the stimulus frequency manipulation (i.e., start-
ing point was less affected by payoffs than by stimulus
frequency, and a shift in drift rates helped the fit across
payoffs but not across stimulus frequencies); shift in drift
rates, rather than in starting point, was critical for the
model to account for changes in decision cutoff; and shift
in drift rates, coupled with shift in starting point, was nec-
essary for the model to account for changes in decision
cutoff and stimulus frequency simultaneously.

3.2.1 Condition 1: Stimulus frequency

The data in this condition showed that subjects favored
the most frequent alternative over the least frequent one.
In Figure 4, this can be observed by comparing the data
points in left panels to those in right panels across bias
conditions. Whereas there was no clear difference in the
neutral condition (top row), low responses were faster and
more accurate than high responses when low stimuli ap-
peared more frequently than high stimuli (middle row;
see four right-most stacks of five circles in both left and
right panels), and high responses were faster and more
accurate than low responses when high stimuli appeared
more frequently than low stimuli (bottom row). In addi-
tion, responses to frequent stimuli were also faster and
more accurate than responses to equally likely stimuli
(top-left vs. middle-left panels; top-right vs. bottom-right
panels).

As shown in Table 1 (Columns dl
c and dh

c ), parameter
estimates in the full model (averaged across subjects), re-
sulted in near-zero drift criterion values, suggesting dc

was not a necessary parameter to account for the be-
havioral effects due to our manipulation of stimulus fre-
quency. A nested-model comparison on individual pa-
rameter estimates between the full model and the no-dc

model showed that the latter was able to fit the data sta-
tistically as well as the full model for two of the four
subjects. A nested-model comparison between the full
model and the same-z model showed that the former was
a much better fit to the data for all subjects (Table A1).
Thus, changing starting points across conditions of stim-
ulus frequency was the crucial change to account for the
effects in the data. The changes in starting-point esti-
mates were as systematic as the changes in RT and accu-
racy in the data: in comparison to the neutral condition,
starting point moved closer to the boundary associated
with low responses for the condition in which low stimuli
were more frequent than high stimuli and moved away

from it for the condition in which high stimuli were more
frequent than low stimuli.

Based on these results, we favor a model in which only
starting point is allowed to vary in response to manipula-
tions of stimulus frequency, consistent with our hypoth-
esis (H2). (The predictions in Figure 4 illustrate the no-
dc model fits.) We rejected the model in which starting
point is fixed but mean drift rates vary across bias con-
ditions because it was not competitive to fit the data; we
rejected the model in which both starting point and mean
drift rates vary across bias conditions because it is less
parsimonious (than the no-dc model) and when it signif-
icantly improved the fits over the no-dc model, it did so
with fairly small changes in mean drift rates, viz., |0.023|,
averaged across bias conditions for Subjects 2 and 4.

3.2.2 Condition 2: Payoff structure

Unlike in Condition 1, in contrast with the baseline con-
dition, the payoffs favoring one alternative over the other
produced only a slight gain in accuracy and no strong
shift in the RT distributions. In Figure 5, responses to
stimuli associated with high reward and low cost were
not noticeably faster or more accurate than responses to
equally likely stimuli (top-left vs. middle-left panels; top-
right vs. bottom-right panels).

In the model, averaged parameter estimates resulted in
non-zero drift criterion values across payoff conditions
and smaller effects of payoff on starting point values (Ta-
ble 2). This difference in the effects due to payoffs vs. the
effects due to stimulus frequency is contrary to our hy-
pothesis (H1). A nested-model comparison on individual
parameter estimates between the full model and the no-dc

model showed that the former was a statistically better fit
to the data for three of the four subjects. A nested-model
comparison between the full model and the same-z model
showed that the former was a statistically better fit to the
data for two of the four subjects (Table A2).

Thus, unlike in Condition 1, we found no strong sup-
port for or against the nested models. That is, the payoff
structure manipulation produced behavioral effects that
were accounted for with changes in both starting point (z)
and quality of evidence (drift criterion, dc) for data from
two subjects, but were accounted for by changes in z only
for one subject and by changes in dc only for another.
Specifically, as in Condition 1, when the no-dc model fit
the data statistically as well as the full model (Subject 8),
the starting point moved closer to the boundary associated
with high responses for trials in which high stimuli were
rewarded more highly than low stimuli and away from it
for the opposite payoff condition. This change in starting
point, however, was small in comparison to the changes
in starting point observed in Condition 1 (cf. Table A1).
When the same-z model fit the data about as well as the
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Figure 4: Quantile-Probability plots for data and no-dc model predictions from Condition 1. Quantile-RT data points,
averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel, reading
it from left to right, there are four such columns across error responses followed by four columns across correct
responses, making up the eight difficulty conditions (for asterisk counts of 31–35, 36–40, 41–45, 46–50, 51–55, 56–
60, 61–65, and 66–70). The horizontal position at which each quantile-RT column is plotted is the response proportion
corresponding to that difficulty condition. Model predictions are plotted as crosses, connected at the same quantile
levels across difficulty conditions. Note that error quantiles in conditions with fewer than five observations (for each
subject) could not be computed. For error columns with eleven or fewer data points, only the median RT was plotted
(excluding subjects with no error responses) to indicate the level of accuracy in those conditions (as a diamond).
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Table 1: Mean parameter estimates: Stimulus frequency, Experiment 1.

Full model (18 free parameters)
a Ter st zl zn zh sz dl

c dh
c

0.117 0.329 0.119 0.077 0.058 0.044 0.055 0.004 0.008
η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

0.142 0.516 0.408 0.270 0.085 -0.137 -0.316 -0.448 -0.543 395

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; z = starting point at trials with no
bias, or bias toward low or high responses); sz = range of variability in starting point; dc = drift criterion at the low or
high bias condition: ; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.

Table 2: Mean parameter estimates: Payoff structure, Experiment 1.

Full model (18 free parameters)
a Ter st zl zn zh sz dl

c dh
c

0.137 0.375 0.118 0.070 0.066 0.063 0.049 0.026 -0.043
η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

0.155 0.597 0.460 0.283 0.093 -0.109 -0.304 -0.472 -0.583 375

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; z = starting point at trials with no
bias, or bias toward low or high responses); sz = range of variability in starting point; dc = drift criterion at the low or
high bias condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.

full model (Subjects 5 and 8), drift criterion values pro-
duced shifts in mean drift rates toward high responses for
trials in which high stimuli were rewarded more highly
than low stimuli, and in the opposite direction for the op-
posite payoff condition (Table A2).

In summary, we could not favor the model in which
starting point is allowed to vary in response to manipula-
tions of payoff structure, as we did for manipulations of
stimulus frequency, contrary to our hypothesis (H1). (For
comparison with Condition 1, the predictions in Figure 5
illustrate the no-dc model fits.) Reflecting the little to no
change in RT distributions and only slight improvement
in accuracy for conditions in which one of the two alter-
natives was associated with a better payoff than the other,
the model was able to account for the data with relatively
small changes in starting point and mean drift rates. For
two of the four subjects, the model with both starting
point and mean drift rates varying across bias conditions
produced statistically better fits than either nested model.
For another, we observed that the nested models were sta-
tistically indistinguishable. As a result, we could not rule
out the full model for this condition.

3.2.3 Condition 3: Decision cutoff

The data in this condition showed that subjects adjusted
to our manipulation of decision cutoff with little to no

change in RT distributions but with noticeable changes
in accuracy associated with stimuli made out of the same
number of asterisks, reflecting a difficulty change implied
by the change in decision cutoff. In Figure 6, this can be
observed by comparing the correct data points in the top
row with the correct data points in either the middle or
the bottom rows.

In the model, averaged parameter estimates showed
neither systematic nor large changes in starting point
across decision cutoffs, suggesting starting point was not
particularly sensitive to the behavioral effects of our ma-
nipulation of decision cutoff. In addition, drift criterion
estimates were, on average, four times as large as in Con-
dition 2 and approximately seven times as large as in
Condition 1 (Table 3). A nested-model comparison on in-
dividual parameter estimates between the full model and
the no-dc model showed that the former was a much bet-
ter fit to the data for all subjects. A nested-model com-
parison between the full model and the same-z model
showed that the latter was able to fit the data statistically
as well as the full model for two of the four subjects (Ta-
ble A3). Thus, shifts in mean drift rates across decision-
cutoff conditions were the crucial change to account for
the effects in the data: in comparison to the neutral con-
dition, as decision cutoff was moved higher, drift rates
were shifted such that very-low stimuli were identified
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Figure 5: Quantile-Probability plots for data and no-dc model predictions from Condition 2. Quantile-RT data points,
averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel, reading
it from left to right, there are four such columns across error responses followed by four columns across correct
responses, making up the eight difficulty conditions (for asterisk counts of 31–35, 36–40, 41–45, 46–50, 51–55, 56–
60, 61–65, and 66–70). The horizontal position at which each quantile-RT column is plotted is the response proportion
corresponding to that difficulty condition. Model predictions are plotted as crosses, connected at the same quantile
levels across difficulty conditions. Note that error quantiles in conditions with fewer than five observations (for each
subject) could not be computed. For error columns with eleven or fewer data points, only the median RT was plotted
(excluding subjects with no error responses) to indicate the level of accuracy in those conditions (as a diamond).
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Figure 6: Quantile-Probability plots for data and same-z model predictions from Condition 3. Quantile-RT data
points, averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel,
reading it from left to right, there are four such columns across error responses followed by four columns across
correct responses, making up the eight difficulty conditions (for asterisk counts of 31–35, 36–40, 41–45, 46–50, 51–
55, 56–60, 61–65, and 66–70). The horizontal position at which each quantile-RT column is plotted is the response
proportion corresponding to that difficulty condition. Model predictions are plotted as crosses, connected at the same
quantile levels across difficulty conditions. Note that error quantiles in conditions with fewer than five observations
(for each subject) could not be computed. For error columns with eleven or fewer data points, only the median RT
was plotted (excluding subjects with no error responses) to indicate the level of accuracy in those conditions (as a
diamond). Discontinuation of dotted lines emphasize the separation between correct and error responses.
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more easily; as decision cutoff was moved lower, drift
rates were shifted such that very-high stimuli were iden-
tified more easily.

Based on these results, we favor a model in which only
drift criterion is allowed to vary in response to manipu-
lations of decision cutoff, consistent with our hypothesis
(H2). (The predictions in Figure 6 illustrate the same-
z model fits.) We rejected the model in which starting
point varied but mean drift rates were fixed across con-
ditions because it was not competitive to fit the data; we
rejected the model in which both starting point and mean
drift rates varied across conditions because it is less par-
simonious (than the same-z model) and when it signifi-
cantly improved the fits over the same-z model, it did so
with fairly small changes in starting point estimates be-
tween non-neutral conditions, viz., 9% (averaged across
Subjects 9 and 10).

3.2.4 Condition 4: Decision cutoff and stimulus fre-
quency

The data in this condition showed that subjects adjusted
to our simultaneous manipulation of decision cutoff and
stimulus frequency with changes in the RT distributions.
For example, in Figure 6, comparing the neutral condi-
tion to the condition in which the cutoff is set at 60, ap-
proximately a 10% shorter leading edge (about 39 ms)
and a 5% longer tail (about 36 ms) were observed in the
correct RT distribution for low responses (on the average
across the four levels of difficulty past the corresponding
cutoff; top-left panel vs. bottom-left panel). This find-
ing is sensible because our experimental manipulation
produced blocks with unequal numbers of high and low
responses in the non-baseline (experimental) conditions.
For example, when the decision cutoff was set at 40, there
were 10 low-response trials and 30 high-response trials in
a block, as opposed to 20 each in the baseline condition
(i.e., decision cutoff set at 50). (Conversely, there were
30 low-response trials and 10 high-response trials in each
block in which the criterion was 60.)

The type of distribution change we observed can be
accounted for by the model with shifts in either starting
point or drift criterion across conditions (Ratcliff, 2002).
In the model, averaged parameter estimates showed sys-
tematic changes in both starting point drift criterion, sug-
gesting both z and dc were sensitive to the behavioral ef-
fects of our simultaneous manipulation of decision cut-
off and stimulus frequency. A nested-model comparison
on individual parameter estimates between the full model
and both the no-dc the same-z models showed that the
full model was a much better fit to the data for all subjects
(Table A4). Thus, shifts in mean drift rates and changes in
starting point were both crucial to account for the effects
in the data across decision cutoff plus stimulus frequency

conditions.
Based on these results, we favor a model in which both

drift criterion and starting point are allowed to vary in
response to simultaneous manipulations of decision cut-
off and stimulus frequency, consistent with our hypoth-
esis (H3). (The predictions in Figure 7 illustrate the full
model fits.) We rejected the model in which starting point
varied but mean drift rates were fixed across conditions
because it was not competitive to fit the data; likewise,
we rejected the model in which starting point was fixed
but mean drift rates varied across conditions because it
was not competitive to fit the data.

3.2.5 Experiment 1 summary

In Experiment 1, there were four subjects in each condi-
tion and a total of twelve subjects across all four condi-
tions. Results showed the following:

• In line with previous findings, starting point was the
crucial model parameter to account for changes in
stimulus frequency;

• The payoff structure manipulation did not pro-
duce the same results as the stimulus frequency
manipulation—starting point was less affected by
payoffs than by stimulus frequency, and a shift in
drift rates helped the fit across payoffs but not across
stimulus frequencies;

• Shifts in drift rates, rather than in starting point,
were crucial to account for changes in decision
cutoff—confirming the interpretation of the “drift
criterion” parameter; and

• Shifts in both drift rates and starting point were nec-
essary to account for changes in decision cutoff and
stimulus frequency simultaneously.

Experiment 1 results also showed individual differences
in performance and model-parameter estimates. Such in-
dividual differences are not surprising because there is
no reason to believe everyone should perceive a stimu-
lus in the same way or use the same subjective criterion
to evaluate stimulus evidence. Nevertheless, we designed
Experiment 2 to examine the same manipulations as in
Experiment 1 in a within-subjects design.7

4 Experiment 2: Within-subjects
replication

Our goal in Experiment 2 was to reexamine the inter-
pretation of changes in model-parameter estimates due

7We thank Jon Baron for suggesting this replication.
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Table 3: Mean parameter estimates: Decision cutoff, Experiment 1.

Full model (18 free parameters)
a Ter st z40 z50 z60 sz d40

c d60
c

0.129 0.344 0.121 0.062 0.058 0.064 0.074 -0.093 0.260
η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

0.231 0.624 0.454 0.264 0.076 -0.152 -0.378 -0.552 -0.705 508

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; z = starting point at decision cutoff
equal to 40, 50, or 60; sz = range of variability in starting point; dc = drift criterion at decision cutoff equal to 40, 50,
or 60; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.

Table 4: Mean parameter estimates: Decision cutoff and stimulus frequency, Experiment 1.

Full model (18 free parameters)
a Ter st z40 z50 z60 sz d40

c d60
c

0.120 0.319 0.124 0.045 0.056 0.072 0.049 -0.140 0.180
η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

0.104 0.449 0.355 0.216 0.065 -0.099 -0.237 -0.363 -0.487 669

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; z = starting point at decision cutoff
equal to 40, 50, or 60; sz = range of variability in starting point; dc = drift criterion at decision cutoff equal to 40, 50,
or 60; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.

to manipulations of stimulus frequency, payoff structure,
and decision cutoff in a within-subjects design. To pro-
duce enough data from all conditions in relatively few
sessions, we reduced the number of trials in each con-
dition. In comparison to Experiment 1, we eliminated
the neutral condition and kept two bias levels. In addi-
tion, we eliminated the easiest trials to reduce the num-
ber of difficulty conditions from four to three. As a result,
we ran Experiment 2 in five sessions per subject, the first
of which was used for subjects to familiarize themselves
with the experiment and was not analyzed, and in each of
which all conditions were presented.

The modeling analysis was done in a similar manner to
that of Experiment 1, noting that each model variant was
fit to data from all conditions simultaneously, in response
to the within-subjects design. As we show below, one dis-
advantage of that adjustment was that not all tested mod-
els could be designed as nested variants of one another.
Nevertheless, in the end of this section we show that we
found evidence to support the following Experiment 1
findings: changes in starting point in the model were cru-
cial to account for changes in stimulus frequency across
blocks; in comparison to these changes due to stimulus
frequency, smaller changes in starting point were needed
to account for changes in payoffs; shifts in drift rates in
the model, rather than changes in starting point, were

crucial to account for changes in decision cutoff across
blocks; and changes in decision cutoff and stimulus fre-
quency simultaneously across blocks were accounted for
in the model by simultaneous shifts in drift rates and in
starting point.

4.1 Method
4.1.1 Subjects

Six Ohio State University students completed five experi-
mental sessions. Each session lasted approximately 40 to
45 minutes, and subjects were compensated at the rate of
$8.00 per session plus a bonus compensation contingent
upon performance in the payoff structure condition (for
performance between sessions 2 and 5; average = $1.09
per session).

4.1.2 Design

Experiment 2 was a 4× 3× 2× 2 within-subjects design,
with task, difficulty, bias level, and type of response (low
or high) as factors, respectively. In the payoff task, we re-
warded the subjects one bonus cent for each 50 (positive)
points they accumulated.8

8The increase from 15 to 50 points, relative to Experiment 1, was
due to the threefold increase in payoff and the absence of neutral trials.
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Figure 7: Quantile-Probability plots for data and full model predictions from Condition 4. Quantile-RT data points,
averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel, reading
it from left to right, there are four such columns across error responses followed by four columns across correct
responses, making up the eight difficulty conditions (for asterisk counts of 31–35, 36–40, 41–45, 46–50, 51–55, 56–
60, 61–65, and 66–70). The horizontal position at which each quantile-RT column is plotted is the response proportion
corresponding to that difficulty condition. Model predictions are plotted as crosses, connected at the same quantile
levels across difficulty conditions. Note that error quantiles in conditions with fewer than five observations (for each
subject) could not be computed. For error columns with eleven or fewer data points, only the median RT was plotted
(excluding subjects with no error responses) to indicate the level of accuracy in those conditions (as a diamond).
Discontinuation of dotted lines emphasize the separation between correct and error responses.
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Each of the six subjects who completed all five ses-
sions completed no more than one session a day. Time
to completion of all sessions ranged from six to ten days.
From session to session, we alternated the response-key
mapping (i.e., “Z” was associated with low-number re-
sponses in one session and with high-number responses
in the following session) to minimize the potential of sub-
jects speeding up responses from session to session.9 All
48 conditions were present in each session: task and bias
level were manipulated across blocks, and difficulty and
response were manipulated within blocks. Each experi-
mental session was composed of 64 blocks (16 for each
task) of 36 trials each. We informed the subjects of the
block structure prior to the beginning of each block, and
we used a Latin-square design to counterbalance the or-
der of presentation of the four tasks across sessions; in a
session, all blocks with a particular task were presented
sequentially. We summarize the levels of each of the four
task conditions below, for each of which the number of
asterisks in each stimulus ranged from 36 to 65.

• Condition 1: Stimulus frequency. With the deci-
sion cutoff set at 50, we manipulated the proportion
of low to high stimuli such that there were (biased)
blocks with 1:3 and 3:1 ratios of low to high stimuli.

• Condition 2: Payoff structure. We manipulated the
payoff structure to mimic the stimulus frequency
manipulation in Condition 1. In the low-biased
blocks, the subjects received 27 points or had 9
points deducted for answering “low” correctly or in-
correctly, respectively, and received 9 points or had
27 points deducted for answering “high” correctly or
incorrectly, respectively. In the high-biased blocks,
the reverse point structure applied: +9/-27 for low
responses and +27/-9 for high responses. We in-
structed the subjects to maximize their score and in-
formed them we would reward them one bonus cent
for each 50 (positive) points they accumulated. In
each block, half of the trials consisted of low stimuli
and half consisted of high stimuli.

• Condition 3: Decision cutoff. We set the cutoff be-
tween high and low stimuli at 45 or 55 in different
blocks of trials. The number of low and high stimuli
displayed in a block was balanced such that half of
the trials consisted of low stimuli and half consisted
of high stimuli, regardless of decision cutoff.

• Condition 4: Decision cutoff and stimulus fre-
quency. We set the decision cutoff at 45 or 55 across

9After running several hours of pilot tests and debriefing subjects,
the first author learned that task familiarity may lead subjects to be-
lieve, correctly or not, they can finish each subsequent session faster
than the previous session without compromising performance. Chang-
ing the response-key mapping seemed to interfere with that belief.

blocks, as in Condition 2, but with blocks in which
the decision cutoff was set at 45 containing 9 low
stimuli and 27 high stimuli and, conversely, with
blocks in which the decision cutoff was set at 55
containing 27 low stimuli and 9 high stimuli.

4.1.3 Modeling analysis

Experiment 2 differed from Experiment 1 by having all
subjects go through all tasks (in each session). Thus,
modeling of the data in Experiment 2 must involve model
structures with the flexibility to vary drift criterion and
starting point across tasks, as well as reasonable assump-
tions about which processes each individual subject was
likely to keep constant. We tested six model structures,
each with a different set of assumptions regarding the pa-
rameters of the diffusion model that vary across tasks.
(Although each of these model structures is an implemen-
tation of the diffusion model, for ease of presentation, in
what follows, we refer to them as Models I through VI.)

In the models we tested, we assumed subjects required
the same amount of evidence to be considered before
making a decision throughout the experiment (i.e., across
tasks and sessions). (It is also plausible to assume sub-
jects could change that requirement from session to ses-
sion, but we collapsed the data across sessions assuming
any between-session variation would be small in compar-
ison to experimental manipulations.) We also assumed
that the motor response does not change across tasks or
sessions (i.e., time to depress “Z” or “/”), and that the
mean time associated with encoding the stimuli remains
constant. Moreover, the evidence available in stimuli of
same difficulty for stimulus frequency, payoff structure,
or decision cutoff is physically the same, so we assumed
mean drift rates in response to stimuli of same difficulty
remained unchanged across tasks. As a result, we ex-
pected the following parameters to be constant across
tasks: a, a measure of how much evidence is consid-
ered for a decision to occur, also referred to as a sub-
ject’s degree of conservativeness; Ter, a measure of the
time needed to encode and respond to the stimulus; mean
drift rates (ν1..6), mapped to groups of stimuli with simi-
lar number of asterisks; and across-trial variability in Ter

(st) and in ν (η).
The six models we fit to the data in Experiment 2 are

summarized in Table 5, informing the following:

• Model I assumed that changes in stimulus frequency
led to shifts in starting point of the accumulation
of evidence toward the decision threshold and that
changes in decision cutoff led to shifts of the quality
of the evidence extracted from similar physical stim-
uli. It also assumed that changes in payoff structure
led to shifts in starting point identical to the shifts
due to stimulus frequency. In addition, it assumed
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Table 5: Structure of tested models across task structures.

Fixed across tasks Stimulus frequency Payoffs
Model a Ter st η ν1..6 zfreq

l zfreq
h sfreq

z dfreq
c zpay

l zpay
h spay

z dpay
c

I free free free free free free free free 0 zfreq
l zfreq

h sfreq
z 0

II free free free free free free free free 0 free free free 0
III free free free free free free free free 0 free free free 0
IV free free free free free free free free 0 free free free 0
V free free free free free free free free 0 free free free 0
VI free free free free free free zfreq

l free free free zpay
l free free

Decision cutoff Stimulus frequency + decision cutoff
Model zcrit

55 zcrit
45 scrit

z d55;crit
c d45;crit

c zcfr
55 zcfr

45 scfr
z d55;cfr

c d45;cfr
c # free

I free zcrit
55 free free free free free free d55;crit

c d45;crit
c 20

II free zcrit
55 free free free free free free d55;crit

c d45;crit
c 23

III free free free 0 0 free free free free free 24
IV free zcrit

55 free free free free free free 0 0 23
V free zcrit

55 free free free free zcfr
55 free d55;crit

c d45;crit
c 22

VI free zcrit
55 free free free free free free d55;crit

c d45;crit
c 23

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; νn = drift rate for the n stimulus
subgroup; η = variability in ν; z = starting point under low or high bias conditions or decision cutoff set at 45 or 55;
sz = range of variability in z; dc = drift criterion; # free = total of free parameters. Entries indicate whether model
parameters are estimated (free), set to 0, or set to be equal to other parameters (matching colors within a row).

that simultaneous changes in stimulus frequency and
decision cutoff led to shifts both in starting point and
of the quality of the evidence extracted from similar
physical stimuli—the latter of which were identical
to shifts due to decision cutoff only.

• Model II differed from Model I by assuming that
the shifts in starting point due to changes in pay-
off structure were different from the shifts in starting
point due to changes in stimulus frequency.

• Model III differed from Model II by assuming that
changes in decision cutoff led to shifts in starting
point but not of the quality of the evidence extracted
from similar physical stimuli, while simultaneous
changes in stimulus frequency and decision cutoff
led to shifts both in starting point and of the quality
of the evidence.

• Model IV differed from Model II by assuming that
simultaneous changes in stimulus frequency and de-
cision cutoff did not lead to shifts of the quality of
the evidence extracted from similar physical stimuli.

• Model V differed from Model II by assuming that
simultaneous changes in stimulus frequency and de-
cision cutoff did not lead to shifts in starting point of
the accumulation of evidence.

• Model VI differed from Model II by assuming that
changes in stimulus frequency and in payoff struc-
ture led to shifts of the quality of the evidence ex-
tracted from similar physical stimuli but not in start-
ing point of the accumulation of evidence.

4.2 Results & discussion

From Experiment 1, we learned that stimulus frequency
affected starting point in the model more strongly than
did payoff structure and that, whereas stimulus frequency
affects starting point, decision cutoff affects drift crite-
rion. Below we show that we replicated these findings
in Experiment 2. Specifically, the model that fit the data
best assumed that changes in stimulus frequency and in
payoff structure produced changes in starting point pa-
rameters, that changes in starting point due to stimulus
frequency were greater than changes in starting point due
to payoffs, that decision cutoff produced shifts in drift
rates corresponding to similar physical stimuli, and that
simultaneous changes in stimulus frequency and decision
cutoff produced changes in both starting point and drift
rate parameters. Illustrations of the model fits are shown
in Figures A1 through A4, in which we show quantile-
RT and accuracy data along with model predictions for
stimulus frequency, payoff, decision cutoff, and decision
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cutoff combined with stimulus frequency, respectively.
For each individual subject, there were 528 degrees of

freedom in the data (48 conditions× (12 bins−1)). We
fit the six models summarized in Table 5 to the data in
Experiment 2, as follows.

We used Models I and II to test whether stimulus fre-
quency and payoff structure manipulations produced sim-
ilar changes in the component parameters driving the de-
cision (H1). Both models assumed that changes in de-
cision cutoff led to shifts of the quality of the evidence
present in similar physical stimuli. Model II assumed
that payoff structure and stimulus frequency manipula-
tions produced different response-bias effects, governed
by z. Model I, nested in Model II, assumed that payoff
structure and stimulus frequency manipulations produced
identical response-bias effects, governed by identical z
estimates across the two tasks.

We used Models III and VI to test whether stimulus
frequency affects only starting point and decision cut-
off affects only drift criterion (H2). Model III assumed
that changing decision cutoff also led to changes in z.
Model VI assumed that payoff structure and stimulus fre-
quency manipulations produced effects driven by shifts
of the quality of the evidence present in similar physical
stimuli (governed by parameter dc, rather than by z).

We used Models IV and V to test whether simultane-
ous manipulation of stimulus frequency and decision cut-
off affected both starting point and drift criterion (H3).
Model IV assumed that changing decision cutoff and
stimulus frequency simultaneously did not lead to notice-
able shifts of the quality of the evidence present in sim-
ilar physical stimuli because such manipulation would
make the stimulus frequency effect stand out. On the
other hand, Model V assumed that changing decision cut-
off and stimulus frequency simultaneously did not lead to
changes in z because such manipulation would make the
decision cutoff effect stand out.

As shown in Table 6, note that Models I and V are
nested in Model II. Models III, IV, and VI are at least as
flexible as Model II, but they are not nested in Model II;
we eliminated these models in favor of Model II based on
the larger χ2-values they produced.

4.2.1 Testing H1

We compared Models I and II to test the assumption that
the effects of payoff structure and stimulus frequency ma-
nipulations could be modeled by the same parameters. As
shown in Table 6 (row 2 vs. row 1), Model II improved
fits of Model I by more than 11.3 χ2 units (the critical
value at the 99% level for the nested-model comparison)
for all subjects (see Tables A5 and A6 for individual pa-
rameter estimates for Models I and II, respectively). As
a result, we concluded that the effects of payoff structure

on subjects was different than that of stimulus frequency.
Specifically, as shown in Table 7, the average estimates
of starting points produced a range in the payoff condi-
tion that was 1/3 of the range in the stimulus frequency
condition (columns zfreq

l vs. zpay
l and zfreq

h vs. zpay
h ).

4.2.2 Testing H2

We compared Models II and III to test whether the ef-
fects of manipulating decision cutoff could be modeled
by changes in starting point rather than by shifts in drift
rates (Table 6, row 2 vs. row 3). Notice Model III is
conceptually different from Model II. In other words, be-
cause in Experiment 2 we model across-task data simul-
taneously, Model III could not be formulated by setting
Model II parameters constant or equaling some of Model
II parameters. Hence, a nested-model comparison was
not possible. Nevertheless, because Model III is more
flexible than Model II, Model III would be expected to
produce smaller χ2 values than Model II if both models
were true to the data. Rather, we found that our manipula-
tions involving decision cutoff were better fit by shifts in
drift rates (by the dc parameter) as formulated in Model
II than by shifts in starting point as formulated in Model
III for all subjects (see Tables A6 and A7 for individual
parameter estimates for Models II and III, respectively).

Analogously, we comparing Models II and VI (Table
6, row 2 vs. row 6) to test whether the effects of manipu-
lating stimulus frequency and payoff structures could be
modeled by shifts in drift rates, rather than changes in
starting point. We found that our manipulations of stim-
ulus frequency and comparable payoff effects were best
modeled by changes in starting point, except for one sub-
ject (see Tables A6 and A10 for individual parameter es-
timates for Models II and VI, respectively). Taken to-
gether, these comparisons showed that the manipulations
of stimulus frequency and decision cutoff produced be-
havioral effects that were accounted for by specific pa-
rameters in the model. As shown in Table 7, frequent
presentation of low stimuli produced lower estimates of
starting point than frequent presentation of high stim-
uli for a specific set of quality of evidence parameters
(columns zfreq

l , zfreq
h , and ν1−6). On the other hand,

changing decision cutoff from high to low produced the
same estimate of starting point (approximately half way
between estimates in frequent-low and frequent-high con-
ditions) while strengthening the quality of evidence for
low and high stimuli, respectively (Table 7, columns
zcrit
55 , zcrit

45 , d55;crit
c , and d45;crit

c ).

4.2.3 Testing H3

Having found evidence that changes in stimulus fre-
quency are accounted for by changes in starting point of
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Table 6: Model comparison summary: Experiment 2.

Model # free Nested A B C D E F Mean
I 20 Yes 1034.8 1955.3 2025.9 1559.9 934.8 1404.8 1485.9
II 23 - 892.6 1055.5 1602.5 1474.0 906.1 1210.5 1190.2
III 24 No 900.1 1095.8 1696.4 1481.8 968.8 1260.2 1233.9
IV 23 No 905.4 1070.8 1685.0 1496.9 946.7 1232.0 1222.8
V 22 Yes 1305.6 1231.6 1610.9 1496.4 925.5 1229.4 1299.9
VI 23 No 1461.4 2109.6 1721.6 1570.4 905.4 1359.8 1521.4

Note. χ2-statistic for each model (in each row) for each subject (across columns A though F). Model number refers
to the model structures in Table 5. The number of free parameters in each model is shown on the second column.
Comparing Model I to Model II tested the assumption that the effects of payoff structure and stimulus frequency
manipulations could be modeled by the same parameters. Model II improved fits of Model I by more than 11.3 for
all subjects. Thus, Model II was statistically superior to Model I at the 99% level for all subjects. Comparing Model
III to Model II tested whether the effects of manipulating decision cutoff could be modeled by changes in starting
point rather than by shifts in drift rates. Because Model III has more free parameters and yet produces poorer (larger)
measures of goodness of fit than Model II, we rejected Model III in favor of Model II. Comparing Model VI to Model II
tested whether the effects of manipulating stimulus frequency and payoff structures could be modeled by shifts in drift
rates, rather than changes in starting point. Because Models II and VI have the same number of free parameters, we
interpreted the much poorer (larger) measures of goodness of fit in Model VI for five out of six subjects as evidence that
typically stimulus frequency and comparable payoff effects are best modeled by changes in starting point. Comparing
Model IV to Model II tested whether the effects of manipulating decision cutoff and stimulus frequency simultaneously
could be modeled by changes in starting point only, rather than by changes in starting point and shifts in drift rates.
We favored Model II over Model IV because of the better (smaller) measures of goodness of fit it yielded. Comparing
Model V to Model II tested whether the effects of manipulating decision cutoff and stimulus frequency simultaneously
could be modeled by shifts in drift rates only, rather than by changes in starting point and shifts in drift rates. Model
II improved fits of Model V by more than 6.6 for all subjects. Thus, Model II was statistically superior to Model V at
the 99% level for all subjects.

Table 7: Mean parameter estimates: Model II.

a Ter st zfreq
l zfreq

h zpay
l zpay

h zcrit
55 zcrit

45

0.108 0.359 0.191 0.035 0.070 0.051 0.062 0.052 0.052
zcfr
55 zcfr

45 sfreq
z spay

z scrit
z scfr

z dfreq
c dpay

c d55;crit
c d45;crit

c

0.045 0.062 0.050 0.041 0.032 0.031 0 0 -0.047 0.072
d55;cfr

c d45;cfr
c η ν1 ν2 ν3 ν4 ν5 ν6 χ2

-0.047 0.072 0.164 -0.359 -0.244 -0.095 0.068 0.221 0.334 1190.2

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; z = starting point at low or high
bias condition or with decision cutoff set at 45 or 55 for manipulations of stimulus frequency, payoffs, decision cutoff
(crit), or decision cutoff and stimulus frequency (cfr); sz = range of variability in starting point for the corresponding
task; dc = drift criterion; η = variability in drift rate; νn = drift rate for the n stimulus subgroup. Matching colors
indicate that the same parameter was used for both conditions.
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the accumulation process but not by changes in the qual-
ity of evidence extracted from stimuli and that changes in
decision cutoff are accounted for by changes in the qual-
ity of evidence extracted from stimuli but not by changes
in starting point of the accumulation process, we exam-
ined what happened when stimulus frequency and deci-
sion cutoff were manipulated simultaneously. Specifi-
cally, Model II assumed that this simultaneous manipula-
tion produced changes in both starting points and quality
of evidence. Model IV assumed that such manipulation
produced no noticeable shifts in the quality of the evi-
dence because it would make the stimulus frequency ef-
fect stand out; on the other hand, Model V assumed that
it produced no changes in starting point because the deci-
sion cutoff effect would stand out.

As shown in Table 6 (row 2 vs. row 4), Model II was
superior to Model IV for all subjects (see Tables A6 and
A8 for individual parameter estimates for Models II and
IV, respectively) in accounting for a simultaneous ma-
nipulation of decision cutoff and stimulus frequency. In
comparison to Model V (Table 6, row 2 vs. row 5), Model
II improved fits to data by more than 6.6 χ2 units (the crit-
ical value at the 99% level for the nested-model compari-
son) for all subjects (see Tables A6 and A9 for individual
parameter estimates for Models II and V, respectively).
As a result, we concluded that both starting point and drift
criterion were sensitive to the simultaneous manipulation
of stimulus frequency and decision cutoff. Specifically,
as shown in Table 7, changing stimulus frequency and de-
cision cutoff simultaneously produced changes in starting
point that were both consistent with and smaller than the
changes in starting point due to changes in stimulus fre-
quency only (columns zfreq

l and zfreq
h vs. columns zcfr

55

and zcfr
45 )—similar to the changes observed in the payoff

condition (cf. columns zpay
l and zpay

h )—, while keeping
changes in drift criterion equal to the changes observed
in the decision cutoff condition.

4.2.4 Experiment 2 summary

Our goal in Experiment 2 was to test the interpretation
of changes in model parameters due to changes in stim-
ulus frequency, payoffs, and decision cutoff that we pre-
sented in Experiment 1. Results showed that the best-
fitting model to the data from individual subjects in Ex-
periment 2 assumed that: changes in stimulus frequency
and in payoff structure affected starting point of the accu-
mulation of evidence in the model (i.e., subjects required
less evidence for the more frequent or more valued al-
ternative than for the less frequent or less valued alterna-
tive); changes in starting point due to stimulus frequency
were greater than changes in starting point due to payoffs;
decision cutoff produced shifts of the quality of the evi-
dence extracted from similar physical stimuli (modeled

by drift criterion); and simultaneous changes in stimulus
frequency and decision cutoff produced changes in both
starting point and drift criterion parameters. The param-
eter estimates of this model are shown in Table A6.

To test the validity of the interpretations derived from
the parameter estimates, we performed paired t-tests on
the values in Table A6 (across subjects), as follows.

• Starting points in the bias-toward-low condition
were significantly lower than starting points in the
bias-toward-high condition for stimulus frequency
manipulation (t(5) = −4.146, p = .005), whereas
starting points in the bias-toward-low condition
were not significantly lower than starting points in
the bias-toward-high condition for payoff structure
manipulation (t(5) = −1.490, p = .098). As we
discussed earlier, this difference was produced by
the narrower range of differences between starting
points for the two bias conditions: whereas the start-
ing points in the bias-toward-high condition were
statistically similar—t(5) = 1.579, p = .175, the
values in the bias-toward-low condition were signif-
icantly distinct—t(5) = −4.369, p = .007.

• Starting points in the decision cutoff manipula-
tion fell between bias-toward-low and bias-toward-
high values in the stimulus frequency manipulation:
they were significantly greater than the bias-toward-
low estimates and significantly lower than the bias-
toward-high estimates—t(5) = 4.981, p = .002;
and t(5) = −3.265, p = .011, respectively. Drift-
criterion estimates for a high decision cutoff (i.e.,
set at 55) were significantly lower than both esti-
mates for a low decision cutoff (i.e., set at 45) and
for an intermediary decision cutoff (i.e., set at 50)—
t(5) = −7.157, p = .000; and t(5) = −4.984,
p = .002; estimates for a low decision cutoff were
significantly greater than estimates for an intermedi-
ary decision cutoff—t(5) = 6.243, p = .001.

• In spite of assuming that drift criteria in this simul-
taneous manipulation would mimic those in the de-
cision cutoff manipulation, starting points for a high
decision cutoff were significantly lower than starting
points for a low decision cutoff—t(5) = −3.100,
p = .013. In addition, starting-point estimates in
the high decision cutoff condition were significantly
lower than estimates in the decision cutoff manip-
ulation, whereas estimates in the low decision cut-
off condition were significantly greater than esti-
mates in the decision cutoff manipulation—t(5) =
−2.941, p = .032; t(5) = 2.643, p = .046, respec-
tively.
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5 General discussion

In this study, we examined the following four questions:
Do manipulations of stimulus frequency and payoff struc-
ture affect the same cognitive processes driving the deci-
sion and in the same way? How does the manipulation
of stimulus frequency compare to that of decision cutoff
(threshold)? What happens when stimulus frequency and
decision cutoff are manipulated at the same time? Our hy-
potheses were that: stimulus frequency and payoff struc-
ture affect the same component parameters driving the
decision in the same way (H1); stimulus frequency af-
fects starting point, whereas decision cutoff affects drift
criterion (H2); and, when stimulus frequency and deci-
sion cutoff are manipulated at the same time, both starting
point and drift criterion are affected (H3).

We reported two experiments involving a two-choice
numerosity discrimination in which 18 subjects re-
sponded “low” or “high” to the number of asterisks in
a 10 × 10 grid, based on a experimenter-determined de-
cision cutoff. The main manipulation was of task. In the
first two conditions, we kept the decision cutoff fixed at
50 and changed the task from stimulus frequency (Con-
dition 1) to payoff structure (Condition 2). In the other
two conditions, we manipulated the decision cutoff, ei-
ther balancing the number of low and high stimulus (Con-
dition 3) or not (Condition 4).

Payoffs and prior probabilities are known to bias
choices in near-threshold discrimination tasks. We re-
ported a comparison of how the response bias created
by these two manipulations affects specific parameters of
the diffusion model. In both experiments, we found that
changes in starting point alone were sufficient to account
for changes in the RT and accuracy data due to changes in
stimulus frequency, consistent with H2 and with previous
findings (e.g., Ratcliff et al., 1999). To account for be-
havioral changes due to changes in payoffs, both starting
point and drift criterion changed in Experiment 1, albeit
the latter did not do so systematically or strongly; in Ex-
periment 2, we found that changes in starting point alone
were sufficient. In both experiments, changes in stimulus
frequency produced greater changes in starting point than
did changes in payoffs—even in light of payoff changes
that mimicked frequency changes. Taken together, these
findings provided partial support for H1: stimulus fre-
quency and payoffs affected the same component param-
eters driving the decision, but the effect was different.

The larger effect of stimulus frequency than of payoff
structure on the starting point of the accumulation process
assumed to govern the decision is a novel and important
empirical result from our study.10 This suggests that the

10We know of no prior study that systematically compared a
stimulus-frequency manipulation against a similar payoff manipulation,
but see Mulder, Wagenmakers, Ratcliff, Boekel, & Forstmannfor, 2011,

two manipulations should not be used interchangeably.
The difference between stimulus frequency and payoff
structure could be the result of an interference on the pro-
cessing of the stimuli caused by the presence of the payoff
structure (e.g., Diederich & Busemeyer, 2006). Another
explanation is that the optimal starting point for biased
rewards (i.e., the starting point that would lead to most
points) is less biased toward the biased-reward bound-
ary than its analogous stimulus-frequency boundary (con-
trary to what Bogacz, Brown, Moehlis, Holmes, & Co-
hen, 2006, p. 734, showed, i.e., it should depend on the
fraction of reward for each correct response to one alter-
native, analogous to changes due to stimulus frequency).

An optimality analysis in the payoff manipulation
would have to weight monetary reward against time (or
reward rate, the number of correct or rewarded responses
per unit of time). Our data suggest that this weighting
reduces the effect that might be expected from the payoff
manipulation. Generally, a decision about what should be
considered optimal would need to be made. For example,
in the payoff condition, would maximization of points or
maximization of points with RTs below a certain limit be
the optimal strategy? Second, response strategies should
be examined for each stimulus-difficulty level (governed
by the number of asterisks), and our analyses considered
all levels simultaneously. Third, in addition to starting
point, both boundary separation and drift criterion would
also need to be examined to decide on the optimal param-
eter adjustments. Determining the weighting of two or
three variables in an optimality analysis along with time
may be a very difficult computational problem (see Starns
& Ratcliff, 2010, for an investigation of boundary opti-
mality in the diffusion model).

In the present study, we manipulated the decision cut-
off, fixing it at 40, 50, or 60 (Experiment 1), or at 45 or
55 (Experiment 2) across blocks (Conditions 3 and 4). In
Condition 3—in which we balanced the number of high
and low stimuli—, both experiments showed that chang-
ing cutoffs was best fit by shifts in drift rates (governed by
the drift criterion parameter, dc) than by shifts in starting
point, consistent with H2. In Condition 4, in which deci-
sion cutoff changes also resulted in changes in the num-
ber of low and high stimuli, both experiments showed
that both starting point and drift criterion parameters of
the diffusion model changed with changes in the decision
cutoff, consistent with H3. Taken together, these find-
ings show that the empirical signature of a decision cut-
off manipulation depends on whether stimulus frequency
systematically varies with changes in the decision cutoff.
When it does, it should produce shorter leading edges of
the RT distributions in the biased condition than in the
control condition. Consistent with previous reports (Rat-

for similar smaller effects of payoffs versus stimulus frequency in a
fMRI study.
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cliff, 1985; Ratcliff et al., 1999), we found that the dif-
fusion model can account for faster leading-edge RTs by
moving the starting point of its accumulation process and
for constant leading-edge RTs across different decision
cutoffs by shifts in its mean accumulation rate.

The overall results provide a systematic account of
three experimentally induced response biases in percep-
tual decision making. They are captured in the frame-
work of the diffusion model, a decision model that ac-
counts for accuracy and RT distributions for correct and
error responses. To summarize, we observed that manip-
ulations of stimulus frequency resulted in response bias
due to the relative proportions of the stimuli (stimulus
frequency, or “the signal probability effect” as in Laming,
1969), captured by changes in starting point in the model.
Manipulations of decision cutoff resulted in response bias
due to the subject’s perceptual adjustment to which stim-
uli provide strong evidence for (or against) a response,
captured by changes in drift criterion in the model. Ma-
nipulations of payoff structure produced slower RTs than
manipulations of stimulus frequency, in spite of the two
manipulations having been set to mimic one another. In
the model, this produced smaller changes in starting point
due to payoff than due to stimulus frequency. Mixing ma-
nipulations of decision cutoff and of stimulus frequency
resulted in a combination of decision-criterion adjust-
ment and response bias, both identified by the model via
changes in both starting point and in drift criterion.
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Appendix
In Tables A1 through A4, we provide the parameter es-
timates for individual subjects for each condition in Ex-
periment 1. In Tables A5 through A10, we provide the
parameter estimates for each subject in Experiment 2 for
each of the six models we tested. In Figures A1 through
A4, we illustrate the model fits to Experiment 2 by plot-
ting mean quantile-RT data and accuracy (across sub-
jects) against Model II predictions obtained by using the
mean parameter estimates presented in Table A6.
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Table A1: Experiment 1, stimulus frequency (Condition 1).

Full model (18 free parameters)
a Ter st zl zn zh sz dl

c dh
c

S1 0.113 0.325 0.119 0.075 0.055 0.042 0.070 -0.004 -0.017
S2 0.147 0.377 0.150 0.087 0.072 0.056 0.057 -0.029 0.049
S3 0.078 0.281 0.077 0.056 0.039 0.032 0.015 0.048 -0.016
S4 0.131 0.332 0.131 0.088 0.065 0.046 0.079 -0.001 0.014

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S1 0.148 0.516 0.412 0.252 0.100 -0.117 -0.295 -0.383 -0.492 386
S2 0.171 0.416 0.327 0.213 0.049 -0.136 -0.291 -0.428 -0.487 356
S3 0.112 0.585 0.468 0.328 0.097 -0.171 -0.353 -0.539 -0.665 546
S4 0.136 0.547 0.426 0.288 0.093 -0.125 -0.326 -0.442 -0.529 291

No-dc model (16 free parameters)
a Ter st zl zn zh sz

S1 0.113 0.325 0.119 0.075 0.055 0.041 0.068
S2 0.142 0.370 0.151 0.081 0.070 0.059 0.042
S3 0.077 0.281 0.077 0.057 0.038 0.031 0.004
S4 0.137 0.319 0.089 0.090 0.067 0.050 0.086

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S1 0.142 0.503 0.400 0.243 0.093 -0.122 -0.296 -0.382 -0.491 388
S2 0.144 0.372 0.298 0.186 0.036 -0.100 -0.256 -0.386 -0.437 397∗

S3 0.090 0.575 0.460 0.324 0.103 -0.159 -0.327 -0.509 -0.635 555
S4 0.141 0.534 0.429 0.291 0.102 -0.105 -0.310 -0.423 -0.507 375∗

Same-z model (16 free parameters)
a Ter st z sz dl

c dh
c

S1 0.124 0.327 0.147 0.064 0.098 0.136 -0.137
S2 0.146 0.364 0.168 0.072 0.048 0.026 0.003
S3 0.083 0.278 0.085 0.046 0.027 0.282 -0.104
S4 0.134 0.325 0.186 0.069 0.095 0.112 -0.094

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S1 0.249 0.658 0.508 0.314 0.110 -0.164 -0.418 -0.490 -0.667 810∗

S2 0.162 0.385 0.308 0.193 0.034 -0.133 -0.287 -0.423 -0.472 537∗

S3 0.211 0.633 0.514 0.370 0.093 -0.230 -0.454 -0.668 -0.797 823∗

S4 0.186 0.587 0.471 0.314 0.089 -0.147 -0.370 -0.460 -0.603 771∗

Note. S# = Subject number. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; zx = starting
point at trials with x bias (viz., toward none (n), low (l), or high (h) responses); sz = range of variability in starting
point; dx

c = drift criterion at the x bias condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
∗ indicates strong support (i.e., p > .99) for the full model over that entry.
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Table A2: Experiment 1, payoff structure (Condition 2)

Full model (18 free parameters)
a Ter st zl zn zh sz dl

c dh
c

S5 0.175 0.404 0.180 0.089 0.084 0.085 0.004 0.006 -0.016
S6 0.140 0.350 0.085 0.077 0.071 0.069 0.091 -0.020 -0.088
S7 0.147 0.334 0.077 0.074 0.075 0.065 0.095 0.119 -0.022
S8 0.084 0.411 0.130 0.038 0.034 0.033 0.004 0.000 -0.045

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S5 0.086 0.361 0.284 0.194 0.061 -0.105 -0.219 -0.333 -0.403 541
S6 0.215 0.796 0.637 0.363 0.124 -0.117 -0.374 -0.552 -0.733 309
S7 0.165 0.672 0.508 0.316 0.084 -0.160 -0.425 -0.662 -0.776 314
S8 0.155 0.560 0.412 0.257 0.102 -0.052 -0.199 -0.342 -0.421 335

No-dc model (16 free parameters)
a Ter st zl zn zh sz

S5 0.162 0.402 0.153 0.083 0.078 0.075 0.023
S6 0.138 0.348 0.088 0.077 0.072 0.064 0.084
S7 0.145 0.330 0.082 0.079 0.071 0.060 0.081
S8 0.084 0.412 0.131 0.039 0.035 0.031 0.015

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S5 0.016 0.320 0.252 0.157 0.044 -0.084 -0.181 -0.288 -0.348 595∗

S6 0.208 0.737 0.578 0.314 0.080 -0.148 -0.395 -0.563 -0.746 341∗

S7 0.171 0.676 0.528 0.337 0.109 -0.120 -0.356 -0.585 -0.690 426∗

S8 0.168 0.561 0.408 0.247 0.089 -0.069 -0.223 -0.371 -0.454 344

Same-z model (16 free parameters)
a Ter st z sz dl

c dh
c

S5 0.175 0.406 0.184 0.086 0.005 0.013 -0.022
S6 0.135 0.353 0.097 0.068 0.088 0.002 -0.065
S7 0.144 0.334 0.082 0.069 0.095 0.142 0.014
S8 0.085 0.412 0.130 0.036 0.019 0.037 -0.053

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S5 0.089 0.363 0.284 0.195 0.062 -0.106 -0.223 -0.337 -0.408 547
S6 0.204 0.784 0.590 0.365 0.085 -0.133 -0.390 -0.527 -0.703 371∗

S7 0.161 0.651 0.482 0.290 0.070 -0.178 -0.430 -0.657 -0.774 416∗

S8 0.170 0.570 0.418 0.255 0.095 -0.071 -0.227 -0.369 -0.452 342

Note. S# = Subject number. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; zx = starting
point at trials with x bias (viz., toward none (n), low (l), or high (h) responses); sz = range of variability in starting
point; dx

c = drift criterion at the x bias condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
∗ indicates strong support (i.e., p > .99) for the full model over that entry.
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Table A3: Experiment 1, Decision Cutoff (Condition 3).

Full model (18 free parameters)
a Ter st z40 z50 z60 sz d40

c d60
c

S9 0.143 0.357 0.142 0.064 0.065 0.072 0.102 -0.259 0.255
S10 0.083 0.291 0.080 0.046 0.035 0.048 0.056 0.140 0.509
S11 0.160 0.372 0.108 0.077 0.074 0.072 0.048 -0.130 0.085
S12 0.129 0.356 0.152 0.060 0.059 0.062 0.091 -0.121 0.189

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S9 0.269 0.763 0.581 0.373 0.167 -0.081 -0.353 -0.565 -0.747 428
S10 0.229 0.616 0.397 0.174 -0.035 -0.342 -0.610 -0.872 -1.061 775
S11 0.219 0.566 0.437 0.290 0.114 -0.068 -0.243 -0.345 -0.482 384
S12 0.207 0.549 0.399 0.257 0.058 -0.117 -0.307 -0.427 -0.528 444

No-dc model (16 free parameters)
a Ter st z40 z50 z60 sz

S9 0.127 0.332 0.141 0.044 0.059 0.082 0.007
S10 0.079 0.275 0.096 0.039 0.028 0.055 0.016
S11 0.160 0.366 0.108 0.066 0.076 0.082 0.023
S12 0.122 0.339 0.156 0.046 0.053 0.069 0.041

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S9 0.198 0.471 0.338 0.204 0.058 -0.048 -0.209 -0.337 -0.485 1037∗

S10 0.151 0.579 0.378 0.237 0.088 -0.068 -0.228 -0.394 -0.571 1201∗

S11 0.226 0.501 0.374 0.255 0.096 -0.070 -0.237 -0.330 -0.456 588∗

S12 0.182 0.436 0.309 0.211 0.059 -0.063 -0.195 -0.272 -0.390 802∗

Same-z model (16 free parameters)
a Ter st z sz d40

c d60
c

S9 0.140 0.357 0.146 0.066 0.099 -0.259 0.284
S10 0.075 0.282 0.103 0.038 0.037 0.240 0.521
S11 0.160 0.372 0.106 0.075 0.050 -0.119 0.077
S12 0.129 0.356 0.153 0.060 0.089 -0.112 0.202

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S9 0.251 0.731 0.554 0.355 0.152 -0.093 -0.360 -0.566 -0.739 444∗

S10 0.041 0.425 0.231 0.064 -0.123 -0.327 -0.542 -0.750 -0.898 810∗

S11 0.222 0.568 0.437 0.290 0.113 -0.070 -0.243 -0.346 -0.485 389
S12 0.205 0.537 0.389 0.248 0.050 -0.122 -0.314 -0.433 -0.532 446

Note. S# = Subject number. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; zcrit =
starting point at the crit decision cutoff (viz., 40, 50, or 60); sz = range of variability in starting point; dcrit

c = drift
criterion at the crit decision cutoff; η = variability in drift rate; νn = drift rate for the n stimulus subgroup. ∗ indicates
strong support (i.e., p > .99) for the full model over that entry.
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Table A4: Experiment 1, Decision Cutoff and Stimulus Frequency (Condition 4).

Full model (18 free parameters)
a Ter st z40 z50 z60 sz d40

c d60
c

S9 0.122 0.325 0.148 0.044 0.059 0.081 0.067 -0.183 0.208
S10 0.080 0.272 0.103 0.026 0.042 0.054 0.025 -0.204 0.294
S11 0.162 0.373 0.126 0.067 0.071 0.088 0.064 -0.101 0.066
S12 0.114 0.305 0.119 0.042 0.053 0.063 0.039 -0.072 0.150

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S9 0.107 0.490 0.362 0.250 0.068 -0.098 -0.234 -0.378 -0.496 625
S10 0.075 0.592 0.466 0.270 0.070 -0.113 -0.303 -0.488 -0.653 1218
S11 0.196 0.466 0.378 0.225 0.106 -0.094 -0.233 -0.332 -0.476 284
S12 0.039 0.246 0.214 0.120 0.017 -0.090 -0.177 -0.253 -0.323 550

No-dc model (16 free parameters)
a Ter st z40 z50 z60 sz

S9 0.117 0.317 0.148 0.029 0.054 0.089 0.007
S10 0.083 0.273 0.105 0.019 0.041 0.067 0.006
S11 0.161 0.369 0.137 0.057 0.071 0.097 0.038
S12 0.116 0.305 0.138 0.033 0.051 0.076 0.009

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S9 0.108 0.388 0.254 0.157 0.041 -0.052 -0.133 -0.230 -0.345 1323∗

S10 0.135 0.561 0.395 0.212 0.064 -0.080 -0.176 -0.359 -0.543 1936∗

S11 0.199 0.438 0.341 0.208 0.084 -0.080 -0.230 -0.317 -0.454 468∗

S12 0.081 0.270 0.217 0.128 0.029 -0.043 -0.121 -0.186 -0.257 1072∗

Same-z model (16 free parameters)
a Ter st z sz d40

c d60
c

S9 0.120 0.319 0.175 0.060 0.075 -0.252 0.321
S10 0.077 0.267 0.105 0.038 0.029 -0.337 0.378
S11 0.157 0.364 0.141 0.073 0.052 -0.117 0.117
S12 0.114 0.295 0.135 0.052 0.031 -0.113 0.197

η ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 χ2

S9 0.097 0.495 0.369 0.255 0.060 -0.113 -0.272 -0.415 -0.534 1014∗

S10 0.033 0.577 0.490 0.299 0.094 -0.095 -0.303 -0.471 -0.613 1628∗

S11 0.176 0.418 0.348 0.210 0.087 -0.080 -0.230 -0.331 -0.437 365∗

S12 0.048 0.243 0.218 0.124 0.015 -0.097 -0.183 -0.263 -0.329 701∗

Note. S# = Subject number. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; zcrit =
starting point at the crit decision cutoff (viz., 40, 50, or 60); sz = range of variability in starting point; dcrit

c = drift
criterion at the crit decision cutoff; η = variability in drift rate; νn = drift rate for the n stimulus subgroup. ∗ indicates
strong support (i.e., p > .99) for the full model over that entry.
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Table A5: Parameter estimates: Model I (Experiment 2).

Subj a Ter st zfreq
l zfreq

h zpay
l zpay

h zcrit
55 zcrit

45

A 0.109 0.343 0.150 0.031 0.083 zfreq
l zfreq

h 0.053 zcrit
55

B 0.106 0.320 0.139 0.038 0.070 zfreq
l zfreq

h 0.051 zcrit
55

C 0.116 0.363 0.243 0.052 0.073 zfreq
l zfreq

h 0.053 zcrit
55

D 0.112 0.371 0.266 0.046 0.054 zfreq
l zfreq

h 0.051 zcrit
55

E 0.105 0.405 0.161 0.047 0.059 zfreq
l zfreq

h 0.055 zcrit
55

F 0.097 0.329 0.198 0.042 0.055 zfreq
l zfreq

h 0.047 zcrit
55

Subj zcfr
55 zcfr

45 sfreq
z spay

z scrit
z scfr

z db;freq
c db;pay

c d55;crit
c d45;crit

c

A 0.040 0.078 0.023 sfreq
z 0.016 0.039 0 0 -0.077 0.071

B 0.038 0.070 0.068 sfreq
z 0.040 0.002 0 0 -0.064 0.068

C 0.052 0.073 0.079 sfreq
z 0.076 0.032 0 0 -0.017 0.105

D 0.047 0.055 0.089 sfreq
z 0.015 0.015 0 0 -0.022 0.034

E 0.047 0.055 0.024 sfreq
z 0.001 0.018 0 0 -0.040 0.104

F 0.045 0.053 0.066 sfreq
z 0.008 0.000 0 0 -0.040 0.069

Subj d55;cfr
c d45;cfr

c η ν1 ν2 ν3 ν4 ν5 ν6 χ2

A d55;crit
c d45;crit

c 0.123 -0.338 -0.209 -0.068 0.082 0.228 0.328 1034.8
B d55;crit

c d45;crit
c 0.146 -0.399 -0.274 -0.100 0.093 0.278 0.409 1955.3

C d55;crit
c d45;crit

c 0.164 -0.317 -0.227 -0.098 0.049 0.183 0.290 2025.9
D d55;crit

c d45;crit
c 0.141 -0.330 -0.214 -0.073 0.065 0.191 0.294 1559.9

E d55;crit
c d45;crit

c 0.202 -0.346 -0.222 -0.096 0.067 0.205 0.324 934.8
F d55;crit

c d45;crit
c 0.161 -0.377 -0.288 -0.147 0.032 0.195 0.309 1404.8

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; ztask
x = starting point at trials within

x condition (viz., bias toward low (l) or high (h) responses or decision cutoff set at 45 or 55) for the corresponding task
manipulation (viz., stimulus frequency (freq), payoffs (pay), decision cutoff (crit), or decision cutoff and stimulus
frequency (cfr); stask

z = range of variability in starting point for the corresponding task; dx
c = drift criterion at the x

condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
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Table A6: Parameter estimates: Model II (Experiment 2).

Subj a Ter st zfreq
l zfreq

h zpay
l zpay

h zcrit
55 zcrit

45

A 0.111 0.348 0.144 0.027 0.084 0.038 0.085 0.054 zcrit
55

B 0.107 0.326 0.131 0.022 0.085 0.055 0.056 0.052 zcrit
55

C 0.114 0.371 0.251 0.043 0.074 0.060 0.062 0.053 zcrit
55

D 0.113 0.375 0.269 0.040 0.052 0.054 0.058 0.052 zcrit
55

E 0.105 0.406 0.160 0.044 0.062 0.050 0.056 0.055 zcrit
55

F 0.099 0.328 0.192 0.032 0.061 0.049 0.054 0.048 zcrit
55

Subj zcfr
55 zcfr

45 sfreq
z spay

z scrit
z scfr

z db;freq
c db;pay

c d55;crit
c d45;crit

c

A 0.040 0.080 0.045 0.002 0.037 0.050 0 0 -0.079 0.082
B 0.039 0.064 0.047 0.027 0.049 0.028 0 0 -0.066 0.068
C 0.054 0.062 0.091 0.009 0.079 0.043 0 0 -0.029 0.100
D 0.047 0.057 0.089 0.090 0.011 0.016 0 0 -0.017 0.029
E 0.047 0.055 0.002 0.038 0.000 0.027 0 0 -0.041 0.101
F 0.045 0.054 0.025 0.080 0.013 0.022 0 0 -0.049 0.052

Subj d55;cfr
c d45;cfr

c η ν1 ν2 ν3 ν4 ν5 ν6 χ2

A d55;crit
c d45;crit

c 0.140 -0.364 -0.227 -0.077 0.084 0.237 0.343 892.6
B d55;crit

c d45;crit
c 0.157 -0.415 -0.282 -0.099 0.092 0.279 0.418 1055.5

C d55;crit
c d45;crit

c 0.169 -0.322 -0.226 -0.092 0.058 0.198 0.307 1602.5
D d55;crit

c d45;crit
c 0.161 -0.350 -0.226 -0.079 0.073 0.200 0.301 1474.0

E d55;crit
c d45;crit

c 0.195 -0.341 -0.217 -0.092 0.064 0.200 0.318 906.1
F d55;crit

c d45;crit
c 0.165 -0.363 -0.286 -0.129 0.034 0.211 0.320 1210.5

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; ztask
x = starting point at trials within

x condition (viz., bias toward low (l) or high (h) responses or decision cutoff set at 45 or 55) for the corresponding task
manipulation (viz., stimulus frequency (freq), payoffs (pay), decision cutoff (crit), or decision cutoff and stimulus
frequency (cfr); stask

z = range of variability in starting point for the corresponding task; dx
c = drift criterion at the x

condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
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Table A7: Parameter Estimates: Model III (Experiment 2).

Subj a Ter st zfreq
l zfreq

h zpay
l zpay

h zcrit
55 zcrit

45

A 0.111 0.348 0.143 0.027 0.085 0.038 0.085 0.044 0.066
B 0.105 0.322 0.130 0.022 0.084 0.054 0.055 0.045 0.056
C 0.115 0.371 0.251 0.043 0.074 0.059 0.062 0.054 0.055
D 0.114 0.374 0.267 0.042 0.053 0.056 0.058 0.052 0.055
E 0.105 0.407 0.160 0.043 0.062 0.050 0.056 0.051 0.064
F 0.099 0.327 0.192 0.032 0.060 0.049 0.053 0.044 0.052

Subj zcfr
55 zcfr

45 sfreq
z spay

z scrit
z scfr

z db;freq
c db;pay

c d55;crit
c d45;crit

c

A 0.036 0.081 0.044 0.000 0.016 0.043 0 0 0 0
B 0.037 0.065 0.039 0.005 0.037 0.004 0 0 0 0
C 0.056 0.059 0.092 0.006 0.081 0.038 0 0 0 0
D 0.047 0.054 0.091 0.091 0.010 0.000 0 0 0 0
E 0.044 0.055 0.013 0.042 0.000 0.029 0 0 0 0
F 0.044 0.055 0.021 0.079 0.003 0.021 0 0 0 0

Subj d55;cfr
c d45;cfr

c η ν1 ν2 ν3 ν4 ν5 ν6 χ2

A -0.025 0.071 0.140 -0.358 -0.219 -0.076 0.076 0.225 0.330 900.1
B -0.051 0.033 0.140 -0.378 -0.250 -0.087 0.089 0.259 0.390 1095.8
C -0.060 0.108 0.181 -0.303 -0.203 -0.083 0.073 0.208 0.320 1696.4
D -0.007 0.058 0.168 -0.361 -0.235 -0.087 0.071 0.193 0.300 1481.8
E -0.006 0.102 0.200 -0.337 -0.207 -0.087 0.067 0.201 0.323 968.8
F -0.035 0.045 0.161 -0.354 -0.278 -0.134 0.033 0.195 0.310 1260.2

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; ztask
x = starting point at trials within

x condition (viz., bias toward low (l) or high (h) responses or decision cutoff set at 45 or 55) for the corresponding task
manipulation (viz., stimulus frequency (freq), payoffs (pay), decision cutoff (crit), or decision cutoff and stimulus
frequency (cfr); stask

z = range of variability in starting point for the corresponding task; dx
c = drift criterion at the x

condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
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Table A8: Parameter estimates: Model IV (Experiment 2).

Subj a Ter st zfreq
l zfreq

h zpay
l zpay

h zcrit
55 zcrit

45

A 0.110 0.348 0.144 0.027 0.084 0.037 0.084 0.055 zcrit
55

B 0.107 0.327 0.130 0.023 0.085 0.055 0.056 0.051 zcrit
55

C 0.115 0.371 0.253 0.043 0.074 0.059 0.061 0.053 zcrit
55

D 0.115 0.371 0.261 0.043 0.053 0.056 0.059 0.054 zcrit
55

E 0.104 0.405 0.159 0.042 0.060 0.048 0.054 0.057 zcrit
55

F 0.101 0.327 0.190 0.033 0.061 0.050 0.055 0.050 zcrit
55

Subj zcfr
55 zcfr

45 sfreq
z spay

z scrit
z scfr

z db;freq
c db;pay

c d55;crit
c d45;crit

c

A 0.033 0.085 0.044 0.000 0.033 0.030 0 0 -0.105 0.065
B 0.034 0.051 0.051 0.034 0.051 0.018 0 0 -0.058 0.093
C 0.049 0.070 0.092 0.010 0.080 0.039 0 0 -0.041 0.085
D 0.046 0.062 0.092 0.092 0.007 0.020 0 0 -0.032 0.025
E 0.042 0.061 0.005 0.038 0.003 0.011 0 0 -0.087 0.066
F 0.041 0.060 0.031 0.081 0.021 0.025 0 0 -0.071 0.060

Subj d55;cfr
c d45;cfr

c η ν1 ν2 ν3 ν4 ν5 ν6 χ2

A 0 0 0.131 -0.345 -0.209 -0.066 0.083 0.234 0.341 905.4
B 0 0 0.156 -0.416 -0.282 -0.101 0.090 0.274 0.414 1070.8
C 0 0 0.175 -0.309 -0.211 -0.080 0.075 0.212 0.319 1685.0
D 0 0 0.156 -0.350 -0.219 -0.076 0.066 0.196 0.295 1496.9
E 0 0 0.186 -0.312 -0.187 -0.070 0.082 0.214 0.330 946.7
F 0 0 0.172 -0.367 -0.289 -0.142 0.041 0.212 0.328 1232.0

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; ztask
x = starting point at trials within

x condition (viz., bias toward low (l) or high (h) responses or decision cutoff set at 45 or 55) for the corresponding task
manipulation (viz., stimulus frequency (freq), payoffs (pay), decision cutoff (crit), or decision cutoff and stimulus
frequency (cfr); stask

z = range of variability in starting point for the corresponding task; dx
c = drift criterion at the x

condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
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Table A9: Parameter estimates: Model V (Experiment 2).

Subj a Ter st zfreq
l zfreq

h zpay
l zpay

h zcrit
55 zcrit

45

A 0.112 0.347 0.143 0.028 0.085 0.038 0.086 0.055 zcrit
55

B 0.105 0.321 0.131 0.022 0.083 0.054 0.055 0.051 zcrit
55

C 0.116 0.367 0.246 0.045 0.076 0.061 0.064 0.053 zcrit
55

D 0.112 0.375 0.269 0.041 0.052 0.053 0.056 0.051 zcrit
55

E 0.105 0.405 0.162 0.044 0.062 0.050 0.056 0.055 zcrit
55

F 0.097 0.328 0.194 0.031 0.058 0.047 0.052 0.046 zcrit
55

Subj zcfr
55 zcfr

45 sfreq
z spay

z scrit
z scfr

z db;freq
c db;pay

c d55;crit
c d45;crit

c

A 0.062 zcfr
55 0.044 0.003 0.033 0.090 0 0 -0.131 0.123

B 0.051 zcfr
55 0.037 0.004 0.040 0.045 0 0 -0.095 0.102

C 0.059 zcfr
55 0.092 0.014 0.079 0.040 0 0 -0.036 0.109

D 0.051 zcfr
55 0.090 0.090 0.010 0.009 0 0 -0.045 0.030

E 0.050 zcfr
55 0.002 0.037 0.000 0.030 0 0 -0.051 0.113

F 0.048 zcfr
55 0.024 0.075 0.008 0.025 0 0 -0.062 0.062

Subj d55;cfr
c d45;cfr

c η ν1 ν2 ν3 ν4 ν5 ν6 χ2

A d55;crit
c d45;crit

c 0.153 -0.383 -0.239 -0.074 0.091 0.254 0.360 1305.6
B d55;crit

c d45;crit
c 0.139 -0.395 -0.273 -0.096 0.084 0.268 0.390 1231.6

C d55;crit
c d45;crit

c 0.169 -0.323 -0.229 -0.097 0.054 0.194 0.301 1610.9
D d55;crit

c d45;crit
c 0.162 -0.338 -0.215 -0.066 0.078 0.207 0.320 1496.4

E d55;crit
c d45;crit

c 0.198 -0.344 -0.220 -0.094 0.066 0.203 0.320 925.5
F d55;crit

c d45;crit
c 0.143 -0.339 -0.268 -0.130 0.041 0.203 0.319 1229.4

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; ztask
x = starting point at trials within

x condition (viz., bias toward low (l) or high (h) responses or decision cutoff set at 45 or 55) for the corresponding task
manipulation (viz., stimulus frequency (freq), payoffs (pay), decision cutoff (crit), or decision cutoff and stimulus
frequency (cfr); stask

z = range of variability in starting point for the corresponding task; dx
c = drift criterion at the x

condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
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Table A10: Parameter estimates: Model VI (Experiment 2).

Subj a Ter st zfreq
l zfreq

h zpay
l zpay

h zcrit
55 zcrit

45

A 0.113 0.336 0.143 0.056 zfreq
l 0.063 zpay

l 0.056 zcrit
55

B 0.106 0.310 0.145 0.050 zfreq
l 0.059 zpay

l 0.052 zcrit
55

C 0.118 0.369 0.237 0.060 zfreq
l 0.067 zpay

l 0.053 zcrit
55

D 0.115 0.372 0.268 0.045 zfreq
l 0.057 zpay

l 0.053 zcrit
55

E 0.107 0.404 0.163 0.052 zfreq
l 0.054 zpay

l 0.056 zcrit
55

F 0.098 0.330 0.199 0.042 zfreq
l 0.053 zpay

l 0.047 zcrit
55

Subj zcfr
55 zcfr

45 sfreq
z spay

z scrit
z scfr

z db;freq
c db;pay

c d55;crit
c d45;crit

c

A 0.043 0.080 0.085 0.032 0.000 0.033 0.355 0.358 0.055 0.247
B 0.041 0.063 0.085 0.000 0.017 0.001 0.221 0.037 -0.015 0.122
C 0.056 0.062 0.094 0.006 0.085 0.045 0.271 0.038 0.026 0.169
D 0.050 0.058 0.085 0.091 0.019 0.022 0.065 0.022 -0.025 0.043
E 0.048 0.056 0.020 0.038 0.000 0.013 0.133 0.093 0.004 0.153
F 0.044 0.053 0.042 0.076 0.012 0.012 0.150 0.012 -0.001 0.109

Subj d55;cfr
c d45;cfr

c η ν1 ν2 ν3 ν4 ν5 ν6 χ2

A d55;crit
c d45;crit

c 0.176 -0.552 -0.405 -0.241 -0.068 0.117 0.220 1461.4
B d55;crit

c d45;crit
c 0.139 -0.448 -0.323 -0.150 0.029 0.213 0.328 2109.6

C d55;crit
c d45;crit

c 0.198 -0.398 -0.296 -0.153 -0.005 0.153 0.281 1721.6
D d55;crit

c d45;crit
c 0.177 -0.374 -0.247 -0.091 0.063 0.196 0.307 1570.4

E d55;crit
c d45;crit

c 0.215 -0.403 -0.275 -0.144 0.018 0.165 0.288 905.4
F d55;crit

c d45;crit
c 0.175 -0.423 -0.340 -0.188 -0.011 0.163 0.280 1359.8

Note. a = boundary; Ter = nondecision time (in s); st = range of variability in Ter; ztask
x = starting point at trials within

x condition (viz., bias toward low (l) or high (h) responses or decision cutoff set at 45 or 55) for the corresponding task
manipulation (viz., stimulus frequency (freq), payoffs (pay), decision cutoff (crit), or decision cutoff and stimulus
frequency (cfr); stask

z = range of variability in starting point for the corresponding task; dx
c = drift criterion at the x

condition; η = variability in drift rate; νn = drift rate for the n stimulus subgroup.
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Figure A1: Quantile-Probability plots for data and Model II predictions from Condition 1. Quantile-RT data points,
averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel, reading
it from left to right, there are three such columns across error responses followed by three columns across correct
responses, making up the six difficulty conditions (for asterisk counts of 36–40, 41–45, 46–50, 51–55, 56–60, and
61–65). The horizontal position at which each quantile-RT column is plotted is the response proportion corresponding
to that difficulty condition. Model predictions are plotted as crosses, connected at the same quantile levels across
difficulty conditions. Note that error quantiles in conditions with fewer than five observations (for each subject) could
not be computed. For error columns with eleven or fewer data points, only the median RT was plotted (excluding
subjects with no error responses) to indicate the level of accuracy in those conditions (as a diamond).
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Figure A2: Quantile-Probability plots for data and Model II predictions from Condition 2. Quantile-RT data points,
averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel, reading
it from left to right, there are three such columns across error responses followed by three columns across correct
responses, making up the six difficulty conditions (for asterisk counts of 36–40, 41–45, 46–50, 51–55, 56–60, and
61–65). The horizontal position at which each quantile-RT column is plotted is the response proportion corresponding
to that difficulty condition. Model predictions are plotted as crosses, connected at the same quantile levels across
difficulty conditions. Note that error quantiles in conditions with fewer than five observations (for each subject) could
not be computed. For error columns with eleven or fewer data points, only the median RT was plotted (excluding
subjects with no error responses) to indicate the level of accuracy in those conditions (as a diamond).
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Figure A3: Quantile-Probability plots for data and Model II predictions from Condition 3. Quantile-RT data points,
averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel, reading
it from left to right, there are three such columns across error responses followed by three columns across correct
responses, making up the six difficulty conditions (for asterisk counts of 36–40, 41–45, 46–50, 51–55, 56–60, and
61–65). The horizontal position at which each quantile-RT column is plotted is the response proportion corresponding
to that difficulty condition. Model predictions are plotted as crosses, connected at the same quantile levels across
difficulty conditions. Note that error quantiles in conditions with fewer than five observations (for each subject) could
not be computed. For error columns with eleven or fewer data points, only the median RT was plotted (excluding
subjects with no error responses) to indicate the level of accuracy in those conditions (as a diamond). Discontinuation
of dotted lines emphasize the separation between correct and error responses.
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Figure A4: Quantile-Probability plots for data and Model II predictions from Condition 4. Quantile-RT data points,
averaged across subjects, are plotted in ascending order, from .1 to .9 in each column of circles. In each panel, reading
it from left to right, there are three such columns across error responses followed by three columns across correct
responses, making up the six difficulty conditions (for asterisk counts of 36–40, 41–45, 46–50, 51–55, 56–60, and
61–65). The horizontal position at which each quantile-RT column is plotted is the response proportion corresponding
to that difficulty condition. Model predictions are plotted as crosses, connected at the same quantile levels across
difficulty conditions. Note that error quantiles in conditions with fewer than five observations (for each subject) could
not be computed. For error columns with eleven or fewer data points, only the median RT was plotted (excluding
subjects with no error responses) to indicate the level of accuracy in those conditions (as a diamond). Discontinuation
of dotted lines emphasize the separation between correct and error responses.
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