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“Leaving it to chance”—Passive risk taking in everyday life
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Abstract

While risk research focuses on actions that put people at risk, this paper introduces the concept of “passive risk”—
risk brought on or magnified by inaction. We developed a scale measuring personal tendency for passive risk taking
(PRT), validated it using a 150 undergraduate student sample, and obtained three factors indicating separate domains
of passive risk taking: risk involving resources, medical risks and ethical risks. The scale has criterion validity, as it is
correlated with reported passive risk taking in everyday life, and also has high test-retest reliability. While correlated
with the DOSPERT scale, the PRT shows divergent validity from classic risk taking constructs like sensation seeking,
and convergent validity with tendencies previously not linked to risk taking, such as procrastination and avoidance.
The results indicate that passive risk is a separate and unique domain of risk taking, which merits further research to
understand the cognitive and motivational mechanism perpetuating it.
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1 Introduction

The simple term “risk taking” suggests that an action is
involved when accepting risk. The reseach on risk tak-
ing behavior focuses mainly on issues like drug and alco-
hol abuse, promiscuous sexual activity, smoking, reckless
driving, gambling, participating in dangerous sports (An-
drew & Cronin, 1997; Carlin & Robinson, 2009; Leigh,
1999; McCormick, 1993; Zuckerman & Kuhlman, 2000),
or taking part in crime (Horvath & Zuckerman, 1993).
But in many real life situations risk is also embodied
in abstaining from taking action rather than in taking
it. Consider the following examples: only 58% of US
adults age 50 and older underwent colon cancer screen-
ing within the previous 10 years, or used a relevant home
test kit within the preceding year—which is partly why
less than 40% of colorectal cancers are detected early.!
In US states where drivers cannot be pulled over by po-
lice solely for not using a seatbelt 24% chose not to wear
one (Pickrell & Ye, 2011). Only 52.7% of Americans age
21-64 working full time participate in some kind of retire-
ment plan.? People who don’t undergo the recommended
cancer screenings, don’t wear seatbelts or don’t save for
retirement are all taking risks due to their inactions. The
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risk taking literature so far has focused predominantly on
actions people take that put them at risk, and less atten-
tion has been paid to those risks brought on, or greatly
magnified, by inaction. Even though grave passive risk
choices like not getting cancer screenings (Howard &
Huang, 2012) or not saving for retirement (e.g., Thaler &
Benartzi, 2004; Kogut & Dahan, 2012) have been at the
focus of academic research, they have not been regarded
as “risk taking”, and have not been analyzed under this
theoretical framework. The current research aims to vali-
date the concept of “passive risk” and to show that it is a
separate domain of risk taking behavior.

The concept of “risk” has been extensively studied
in the last decades. There are different definitions for
risk, but most distinguish between certain and probable
outcomes, marking the “riskier choice” as the one with
the greater outcome variance (Kaplan & Garrick, 1981;
Leigh, 1999; Yechiam & Ert, 2011). Accordingly, we de-
fine “passive risk taking” as foregoing an opportunity to
act in order to reduce outcome variance.

1.1 “‘Passive risk taking” and other inac-
tion phenomena

Passive risk taking may resemble some known inac-
tion phenomena. The most prominent and widely re-
searched inaction bias is the Status Quo Bias—people’s
tendency to prefer the status quo over similar or even bet-
ter options (Kahneman, Knetsch & Thaler 1991; Samuel-
son & Zeckhauser, 1988), even when forced to choose
(Schweitzer, 1994). Other documented inaction biases
include the Omission Bias—people’s preference for harm
caused by omissions over equal or lesser harm caused by
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acts (Baron & Ritov, 2004; Ritov & Baron, 1992), the
Default Bias—the tendency to choose an option labeled
as the default more often than if it were not labeled as
such (Baron & Ritov, 2004; Dinner, Johnson, Goldstein
& Kaiya, 2011), and Inaction Inertia—people’s tendency
to forego acting on a favorable opportunity just because
they did not act on a previous even more favorable oppor-
tunity (Tykocinski & Pittman, 1998; Pittman, Tykocinski,
Sandman-Keinan & Mathews, 2008). In all these behav-
iors, as well as in passive risk taking, the tendency is not
to act, but the reasons suggested for these behaviors are
different.

Avoidance of regret (more precisely “perceived future
regret”/ “anticipated regret”) is a major factor in most in-
action biases (Gilovich, Medvec & Chen, 1995; Samuel-
son & Zeckhauser, 1988; Tykocinski & Pittman, 1998).
Support for this idea can be found in Norm Theory which
claims that inactions are usually perceived as ‘“normal”,
in contrast to actions, which are viewed as “abnormal”
and therefore elicit more counterfactual thinking and re-
gret (Kahneman & Miller, 1986). People regret actions
(with bad outcomes) more than inactions (Kahneman &
Tversky, 1982; Ngbala & Branscombe, 1997), so it is
clear why people who try to avoid regret prefer inaction in
situations when actions may lead to unwanted outcomes.
However, in passive risk taking behavior we refer to sit-
uations in which actions can only lead to positive/neutral
outcomes, so regret avoidance cannot be the cause of in-
action in these instances. People do not avoid cancer tests
because they fear they might feel regret after having the
tests done. Passive risk taking is not aimed at minimiz-
ing regret, and may actually lead to serious regret if risks
materialize. These understandings lead us to consider the
notion that passive risk taking is a unique construct, and,
while it might sometimes be enhanced by other known in-
action biases, we suggest that it is a separate phenomenon
and deserves attention to understand how and why it oc-
curs.

1.2 Passive risk as a separate construct

Extensive research on personality and risk tried to iden-
tify personal tendencies that lead to risky behavior (Gul-
lone & Moore, 2000; Zuckerman & Kuhlman 2000).
Sensation seeking was repeatedly found to predict risk
taking (Andrew & Cronin, 1997; Zaleski, 1984), and thus
it is regarded as a basic construct of risk taking. Impul-
sive tendencies were also found to correlate with risk tak-
ing behavior (Vitaro, Arsenault & Tremblay, 1999). Sen-
sation seeking as well as impulsive tendencies share an
active component that is expected to be uncorrelated with
passive risk taking. On the other hand, passive risk taking
is expected to be related to “inaction” tendencies, such as
procrastination or avoidance, factors that are probably not
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correlated with active risk taking.

Procrastination is defined as “the act of needlessly de-
laying tasks to the point of experiencing subjective dis-
comfort” (Solomon & Rothblum, 1984). It may seem
as though passive risk taking is essentially procrastina-
tion, but there is a major difference: the procrastinator
knows that eventually he will have to complete the task at
hand, the decision to act has already been established—it
is only the actual doing that is delayed. In passive risk
taking people decide “not to act”, or in some cases “not
act for now”. As best explained in Steel (2007): “one
procrastinates when one delays beginning or completing
an intended course of action.”

While procrastination is often considered to be a com-
mon every-day motivational issue, avoidance—the act of
refraining or escaping an action, person or thing, is of-
ten linked to mental difficulties such as anxiety disor-
ders (Barlow, 2002) or depression (Ottenbreit & Dobson,
2004). Avoidance can be either cognitive—refrain from
thinking about something, or behavioral—avoid doing
something (Ottenbreit & Dobson, 2004), both of which
seem relevant to passive risk taking and will be examined
in the current study.

Previous research studied avoidance in the context of
decision making, and receives much attention in Janis and
Mann’s conflict theory of decision making (1977). Their
model suggests that “defensive avoidance” is one of four
faulty decision making patterns caused by high stress, in
which the decision maker escapes the conflict, brought
on by the need to make a decision, by procrastinating
or shifting responsibility to someone else. Based on
this model Mann and colleagues also developed a scale
measuring individual differences in the coping with deci-
sional conflict (Mann, Burnett, Radford & Ford, 1997).
Janis and Mann’s work focuses on stressful decisions,
where people are afraid to make mistakes or hurt some-
one, and therefore avoid making a decision. In passive
risk situations the issue of “making a mistake” is less
prominent since action does not lead to harm, so why not
decide to act? Deciding to avoid taking action in situa-
tions where an action is expected to lead to favorable or
neutral results is puzzling and definitely worthy of explo-
ration. This line of questioning has been at the center of
the literature on protective behavior.

1.3 Protection Motivation Theory (PMT)

Protection Motivation Theory (Rogers, 1975) was origi-
nally developed to explain the effects of fear appeals on
health attitudes and behaviors. The theory focuses on two
processes, threat appraisal and coping appraisal, which
together determine whether or not the person in question
will take a protective action. Threat appraisal consists of
estimates of the threat’s severity and the likelihood that it
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will occur, while coping appraisal involves believing the
action taken will in fact remove the threat and the degree
to which one thinks one is capable of doing what the pro-
tective measure requires (self-efficacy). These appraisals
may interact with each other. For example, Weinstein
(2000) demonstrated that the effects of severity and prob-
ability are not additive, and, if one of them is estimated to
be low, the tendency to take protective actions greatly de-
creases. On the other hand, some studies demonstrated
that emotional factors, like worry or future regret, are
a better predictor of protective behavior than threat ap-
praisal (Baron, Hershey & Kunreuther, 2000; Chapman
& Coups, 2006). Many studies involving PMT aim to
find ways to enhance one or more of these four variables
through emotional or cognitive means to bolster protec-
tive behavior (Griffeth & Rogers, 1976; Prentice-Dunn,
McMath Cramer, 2009).

Studies examining protective behavior have focused
on numerous issues and hazards. Decision pertaining to
vaccination have received much attention (Brewer et al.,
2007; Weinstein et al., 2007), as have choices regarding
AIDS prevention (Bengel, Belz-Merk & Farin, 1996; Ep-
pright, Tanner & Hunt, 1994), cancer screenings (Seydel,
Taal & Weigman, 1990) or behavior relevant to prevent-
ing heart disease (Plotnikoff & Higginbotham, 1995). Al-
though the vast majority of protective behavior research
focuses on issues pertaining to health, protection moti-
vation theory was also applied to other issues such as
antinuclear behaviors (Axelrod & Newton, 1991; Wolf,
Gregory & Stephan, 1986), or increasing earthquake pre-
paredness (Mulilis & Lippa, 1990).

While PMT has been the prominent theoretical frame-
work for studying protective measures, other approaches
also address these issues. For example, Thaler and Be-
nartzi’s (2004) work on the insufficient saving for retire-
ment emphasizes the role of bounded rationality and self
control in explaining this inappropriate protective behav-
ior.

It may seem as though the concept of passive risk
taking somewhat parallels Protection Motivation Theory.
While both concepts share some similarities, mainly re-
fraining from actions that can prevent danger, there are
some notable differences. The primary difference is that
Protection Motivation Theory focuses mainly on health
issues and illness prevention (for a meta-analysis see
Floyd, Prentice-Dunn & Rogers, 2000; Milne, Sheeran
& Orbell, 2000), while passive risk taking is a broader,
more general concept, relevant to various issues and other
risk domains such as financial and ethical risks. Also, the
process of coping appraisal, central to PMT, has little rel-
evance in most passive risk situations, since people nor-
mally know the action will minimize the risk, and self-
efficacy issues are much less prominent (people know
that if they go over their credit card bill they will mini-
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mize chances of paying for something they did not buy,
and they know they are able to go over the bill).

People tend to rely on their personal experience when
making decisions. People’s known tendency for under-
weighing the probability of rare events when making
experience-based decisions (Barron & Yechiam, 2009;
Hertwig, Barron, Weber & Erev, 2004) may therefore
contribute to passive risk taking, since it leads to an un-
derestimation of the chances that these risks will materi-
alize. However, this tendency also seems to contribute to
active risk taking (in situations when people take repeated
or familiar risks), and it does not differentiate between the
two domains, so we won’t elaborate on this issue.

1.4 The present study

The current study aims to examine risk brought on or
magnified by inaction or avoidance. It is important to
note that there are many situations in which both action
and inaction carry risk (like heart surgery), and people
choose whether to take risk actively (have the surgery) or
passively (not have the surgery). In the present study we
focus only on those situations in which inactions involve
risk, while taking an action carries no risk. Furthermore,
this study deals with passive risk situations in which the
person involved is aware (to some degree) there is risk in-
volved and is aware of the action he/she can take to mini-
mize it. While some passive risk situations, like not going
to the doctor for a checkup, may allow for a “window” of
procrastination (i.e., not take action “for now”), others
have a definite decision point and do not involve procras-
tination, like not reading the fine print before signing a
lease.

We present two experiments that aim to validate the
construct of passive risk taking. Experiment 1 introduces
the Passive Risk Taking scale (PRT), examines the dis-
criminant validity of this scale from other scales that mea-
sure “active” risk taking, and tests criterion validity with
actual behavior. Experiment 2 demonstrates test-retest re-
liability, as well as expected correlations with “inaction
related” constructs like procrastination and avoidance.

2 Experiment 1

2.1 Method

Subjects and procedure. The 150 subjects, 97 females
and 53 males, aged 20-33 (average age: 25), responded
to an internet-sent invitation asking them to fill out a few
questionnaires in return for participating in a raffle, with
a chance of 1 in 7.5 of winning $15. After subjects had
signed up for the 150 slots in the experiment, a link was
sent by email informing them they have a 72 hour win-
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dow to complete the attached questionnaires. All subjects
completed this task within the 72 hour window.

Materials. The self-report battery included the follow-
ing questionnaires:

1. Passive risk taking was measured with the Pas-
sive Risk Taking scale (PRT)—a self-report questionnaire
measuring the tendency for passive risk taking, developed
for this study. We adopted the notion of domain-specific
risk taking suggested in the DOSPERT scale (Blaise &
Weber, 2006), and designed the PRT to measure risk tak-
ing in different domains of life: risk concerning resources
(money / time / effort), risk concerning health and safety,
risks due to recreational activities and ethical risks. The
PRT initially included 51 items, all pertaining to tak-
ing/not taking action to reduce various risks. Subjects
were asked to assess how likely they are to act in the way
described by each item, on a 7 point scale ranging from
1 (very unlikely) to 7 (very likely). Since it is difficult
to answer numerous questions about “not” doing some-
thing, (not saving money, not declaring items in customs,
etc.), we worded most items in the positive form (“going
to the doctor to inquire about an on-going pain”).

2. Actual passive risk taking in everyday life was mea-
sured with 8 multiple choice questions regarding actual
decisions made in recent years, for example: “When you
bought your latest computer, how many stores did you
visit to compare prices?” These questions are designed
to serve only as a preliminary indication of criterion va-
lidity, demonstrating the relation of the PRT to actual de-
cisions and behavior.

3. Risk taking was measured using the 30 item Domain
Specific Risk Taking Scale—DOSPERT (Blais & Weber,
2006), which distinguishes between risk taking in vari-
ous domains: financial, ethical, health/safety, social and
recreational.

4. Sensation seeking was measured with the 8-item
Short Sensation Seeking Scale (Madsen, Das, Bogen &
Grossman,1987), which includes questions focusing on
thrill and adventure seeking, experience seeking, dis-
inhibition and boredom susceptibility.

5. Impulsivity was measured with the 30 item Baratt
Impulsiveness Scale (Patton, Stanford & Barratt, 1995).

2.2 Results

An exploratory factor analysis with a Varimax rotation
revealed three factors with substantial Eigenvalues (8.4,
2.9 and 2.8).

We excluded items that were loaded less than 0.4 in any
factor (16 items), or were hard to explain within the fac-
tor they were classified to (10 items), which left 25 items.
These three factors corresponded to the three original do-
mains: resources, medical and ethics. The first factor (re-
sources) had a Cronbach’s alpha of 0.82 and included 12
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items. The second factor (medical) had an alpha of 0.73
and included 7 items. The third factor (ethics) included 6
items and had a moderate alpha of 0.60 (possibly due to
the different topics that are included in this factor). The
General score had a Cronbach’s alpha of 0.79. Questions
designed to measure passive risk taking in the domain of
recreation (like: “going to a movie without finding out
ahead of time what it’s about”) did not show any coher-
ence or load logically to any factor and were therefore
removed. Factor analysis results are displayed in Table
1. The resources, medical and ethical factors explained
19.87%, 10.2% and 7.86% percent of the variance, re-
spectively.

Table 2 presents the correlations between the differ-
ent scales of the PRT. As can be seen in Table 2, there
are small correlations between the medical factor and the
other two factors.

2.2.1 Criterion validity

The PRT factors show significant correlations to four of
the “life experience questions” which ask about actual
passive risk taking in recent years. The correlations are
displayed in Table 3.

2.2.2 Discriminant validity

As part of the construct validation of the PRT we aim
to differentiate it from other risk measures such as the
DOSPERT. Table 4 presents the correlations between the
PRT and the DOSPERT scores.

The general PRT score shows a significant correlation
with the general DOSPERT score (r=0.42, p<.001), in-
dicating that both questionnaires measure some form of
risk. However, this medium-level correlation indicates
that these constructs are only partially related, and that
there are other factors that account for the rest of the PRT
variance.

Next we analyze the correlations between known risk
taking correlates and the PRT, as well as the DOSPERT
scale. As expected, the DOSPERT scale was posi-
tively correlated with sensation seeking (r=0.62, p<.001),
demonstrating that they measure common domains of
risk taking. More importantly, as hypothesized, the Pas-
sive Risk Taking scores were not correlated with sensa-
tion seeking (r=0.15, p=0.06). This pattern of results sup-
ports the idea of passive risk taking as a separate domain
of risk taking. The last issue relevant to divergent valid-
ity is Impulsivity. While we hypothesized no correlation
between impulsivity and PRT we found that the two are
somewhat correlated (r=0.32, p<.001).

There was an effect of gender in the medical and eth-
ical components of the PRT, demonstrating with women
taking less passive risks than men in these domains (med-


http://journal.sjdm.org
https://doi.org/10.1017/S1930297500003259

Judgment and Decision Making, Vol. 7, No. 6, November 2012 Passive risk 709

Table 1: Factor analysis—rotated component matrix.

Factor 3 Factor 2 Factor 1

Items on the PRT*(question number in the original 51 questions questionnaire):

.06

.05
.00
—.06

.04

.07
—-.23
—.11

.02
—.11
.14
.20

.03

18
—.20
—.01

23

15

.26

.65

.64

57

S5

49

47

A1

15
.08
12

.08

21
.33
.20

—.05
11
—.24
.00

.70

.64
.63
.61
.61
49
48
15
—.12
.09

.14

.19

—.06

75

.69
.67
.66

.61

58
55
S3

46
45
44
42

—.14

.20
.10
13
.07
.15
23
.05
.07
—.10

.08

.14

—-.22

Buy an expensive product (computer, refrigerator) only after comparing prices in
several stores (27).

Install an up to date anti-virus on my computer (44).
Check the credit card bill in detail every month (29)

Inquire all about a course before signing up (who is the lecturer, what are the topics,
the assignments, etc.)(49).

Read the fine print on any major document like a lease, an insurance policy or loan
application (30).

Save receipts and warranty documents of major items in an organized fashion (45).
Check tolls and prices before calling long distance or overseas (50).

Back up all important files on the computer, including documents, pictures or videos
(38).

Not save money regularly (51).%*

Always lock the house door when going to sleep (31).

Buy clothes without trying them on (21).%*

Buy a used car only after taking it to a complete check up in a licensed auto shop
(D.

Immediately go to the doctor’s when something in my body is aching or bothering
me (1).

Have regular general medical check-ups every one or two years (43).

Get vaccinated for the flu in the winter (28).

Install an anti-collision device in the car (32).

Drive straight to the auto repair shop when the car makes a strange noise (3).

Ask the person I am dating about his/her sexual history (6).

Buy serious medical insurance when traveling to another country (5).

Always wear a seatbelt when sitting in the back seat (14).

Pay when parking in a blue-white zone as directed by the parking meter (9).

Change some part in the car (filter, strap, etc.) because the mechanic said it was old
and due to fail (12).

Go through customs without declaring about goods I am bringing, which are sup-
posed to be taxed (46).%*

Report to social services about a child from the neighborhood who is seriously
neglected by his parents (18).

Not say anything when receiving too much change at the store (23).**

* The PRT is mostly written in the positive form, i.e. it asks about incidences when people do things to prevent risk, so
most questions were reversed in the analysis to create a PRT score that indicates passive risk taking. The exception are
those questions that directly ask about passive risk taking; these are marked with two stars (**) and were not reversed
in the analysis.

ical: 1=—0.19, p<0.02, ethical r=—0.20, p<0.02). The correlated with gender (all r value showed a stronger neg-
same pattern of correlations was found for the DOSPERT  ative correlation than 0.17, p<0.05). These findings are in
and its different components. Except of the social com- line with numerous risk studies that showed gender dif-
ponent all other components were significantly negatively ~ ferences in risk taking behavior with men taking more
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Table 2: Correlations among the different scales of the PRT for Experiment 1.

Resources Medical
Medical 0.32 (p < .001)
Ethical 0.02 0.21 (p < .05)

Table 3: Pearson correlations between PRT scores and life events.

Number of notices Number of computers Number  of
received for unpaid checked before buy- checked before rent- appliances
ing the current one

bills in 3 years

apts. Number of times had
checked

ing the current one for safety issues

Passive resources 27H% 40FE* 25%% —.02
Passive medical .07 .04 .04 22%*
Passive ethical A2 —.11 —-.01 2%
Passive risk general 24%* 23 A7% 16*
* p<0.05, ** p<0.01, *** p<.001

risks overall, but actual gender differences varying as a Materials

function of the domain (for a review see Byrnes, Miller
& Schafer, 1999). These results support the idea that the
PRT does measure risk taking behavior.

3 Experiment 2

This experiment was designed to further establish the
PRT as a reliable measure of passive risk taking by prov-
ing test-retest reliability, as well as showing relevant cor-
relations between the construct of passive risk taking with
inaction-related constructs like avoidance and procrasti-
nation, which have not been previously linked to risk tak-
ing.

3.1 Method

Subjects and procedure. 100 students (90 females and
10 males, mean age 23) participated in the experiment
for course credits. Subjects were informed that this was
a two part experiment and that they had to complete both
parts of the experiment to receive credit. After signing
up for the experiment subjects were sent a link by e-mail
inviting them to fill out the first part during a 72 hour
“window”. Three weeks later the second link was sent,
and subjects again had 72 hours to complete the ques-
tionnaires. All 100 subjects completed both parts of the
experiment, but the questionnaires of two subjects were
excluded from the final analysis because we could not
match the two sessions for them, leaving us with 98 sub-
jects (88 females and 10 males).
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1. Passive risk taking was measured with the final ver-
sion of the PRT scale described in detail in Experiment]1.

2. “Active” risk taking was again measure with the
DOSPERT scale (Blais & Weber, 2006).

3. Procrastination was measured using the 20 item Lay
Procrastination Scale (1986).

4. Avoidance was measured using Ottenbreit and
Dobson’s Cognitive-Behavioral Avoidance Scale-CBAS
(2004). This scale includes 31 items that measure 4 di-
mensions of avoidance: cognitive social/non social and
behavioral social/non social.

3.2 Results

Test-retest scores were calculated on two samples of the
PRT scale, filled out by the same subjects 3 weeks apart.
Test-retest correlations of the PRT general score, and the
resources, medical and ethical factors are 0.90, 0.85, 0.88
and 0.83 respectively; p<.001 for all scores.

We calculated the correlations between the different
factors of the PRT for the first and the second sample. Ta-
ble 5 presents the correlations between the different fac-
tors of the PRT. As can be seen in Table 5, the different
factors of the PRT are not independent and share some
moderate common variance.

We also calculated the internal reliability for each of
the three PRT factors extracted in Experiment 1 for Ex-
periment 2. Cronbach’s alphas were 0.78 for “resources”,
0.74 for “medical” and 0.37 for “ethical”. All internal re-
liability measures are presented in Table 6. The positive
correlation between the PRT and DOSPERT scale, found
in Experiment 1, was replicated in Experiment 2 (r=0.39,
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Table 4: Pearson correlation between DOSPERT scales and PRT components.

PRT
DOSPERT Resources Medical Ethical Passive risk general
Ethical 24%% .01 STHEE 34
Financial .10 .03 JEE 18%
Health and safety Ak A7* 32k ATEEE
Recreational 25%% 27 —.15 K7 o
Social —.10 18* —.01 .03
DOSPERT General J0FE* 23HF 2 A2%%*

* p<0.5, ** p<.01, *** p<.001

Table 5: Correlations among the different factors of the PRT for sample 1 and 2.

Sample 1 Sample 2
Resources Medical Resources Medical
Medical — (0.49%#3* 0.49%3%*
Ethical 0.39%%* 0.31%* 0.31%* 0.28%**

# p<0.5, **p<.01, #**p<.001

p<.001 in Experiment 2 vs. r=0.42, p<.001 in Experiment
1). These results render the PRT a reliable and stable
measure of passive risk taking.

As expected, total PRT scores show a significant corre-
lation with procrastination (r=0.41, p<.001), and all three
factors show significant correlations as well (resources:
r=0.40, p<.001; medical: r=0.26, p<.02; ethics: r=0.28,
p<.001). In contrast, the general DOSPERT score is
not significantly correlated with procrastination (r=0.16,
p=-085) and only the ethical factor (r=0.30. p<.002) and
the medical factor (r=0.25, p<0.02) of the DOSPERT
scale show significant correlations with procrastination.
These findings are presented below in Table 7.

General PRT scores are significantly correlated with
the two cognitive factors (social and non-social) of
the Cognitive Behavioral Avoidance Scale (r=0.25,
p<0.02; r=0.25, p<0.02, respectively), while the general
DOSPERT score is not. Data regarding avoidance are
presented in Table 7.

4 General discussion

This study aimed to establish the construct of passive risk
taking and to show that this type of risk taking “behaves”
differently in comparison to active risk taking, correlat-
ing with personal tendencies previously not considered
relevant to risk taking behavior.
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The results obtained in Experiments 1 and 2 demon-
strate that the Passive Risk Taking scale has internal va-
lidity and includes three different components: risk in-
volving tangible resources, health risks and ethical risks.
While the resources and health components show con-
sistently high internal reliability, the ethical component
is apparently somewhat weaker. This may be due to the
fact that the questions included in this domain involve
very different issues (from wearing seatbelts to report-
ing a child is being neglected). Since it has already been
widely established that risk taking tendencies are domain
specific (Weber, Blaise & Betz, 2002), the fact that pas-
sive risk taking is also sensitive to domains is further ev-
idence that we are dealing with a form of risk taking.

The PRT shows reliability in test-retest measurements,
rendering it a stable tool for assessing personal tendency
for passive risk taking. Furthermore, the fact that the PRT
scores are related to actual decisions and consequences
experienced in recent years serves as a preliminary in-
dication of criterion validity, and establishes an impor-
tant connection between the somewhat hypothetical self-
reports derived from the PRT and actual (reported) be-
havior outside the lab.

The moderate correlation between the PRT and the
well-established DOSPERT scale, as well as the fact that
both are domain specific and both display similar gen-
der differences, all indicate that there is a common el-
ement of risk taking. That being said, the fact that these
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Table 6: Internal reliability scores (Chronbach’s alpha) for the two experiments.

PRT Resources PRT Medical PRT Ethical PRT General

0.74
0.78

Exp. 2-sample 1
Exp. 2-sample 2

0.81
0.82

0.69
0.74

0.36
0.37

Table 7: Correlations between passive risk taking, DOSPERT, avoidance and procrastination.

Avoidance
Cognitive Cognitive Behavioral Behavioral
avoidance avoidance avoidance avoidance Procrastination
(social) (non social) (social) (non social)

PRT resources 20% 27 —.05 .01 4QF*
PRT medical 20% .16 —.09 —.07 26%%
PRT ethical 20% 13 .04 .07 28 HEE
PRT general 25% 25% —.06 —.004 A EEE
DOSPERT health & safety .16 23% —.01 —.07 25%
DOSPERT social —.18 —.23* —.20 — 45HEE .06
DOSPERT recreation —.02 .03 —.12 —.18 .01
DOSPERT financial .05 12 .19 .05 .01
DOSPERT ethical 22% 25% 17 A1 30%#*
DOSPERT general .07 .10 .00 A5 .16

* p<.05, ** p<.01, *** p<.001.

two risk measures have largely different relations to other
constructs shows that we are actually measuring different
forms of risk taking.

In Experiment 1 the PRT was not related to sensation
seeking, a “classic” risk related construct, which is in turn
highly correlated with active risk taking as measured by
the DOSPERT. This leads us to consider the notion that
the goals of passive risk taking are quite different from
those of active risk taking—they seem more oriented to-
wards minimizing cost than at gaining some sensation or
maximizing rewards.

Although we predicted that impulsiveness should not
correlate with passive risk taking, we found a surpris-
ing significant correlation. Further research is needed to
understand this relationship, possibly considering the in-
volvement of a mediating variable like self-control or the
ability to delay gratification, which may cause people to
be both impulsive and not invest time/money/thought in
risk minimizing efforts.

Experiment 2 demonstrates that the PRT is positively
connected to other inaction oriented tendencies such as
procrastination. This theoretical link between risk taking
and procrastination is new, and it may shed some light in
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the future as to why people take passive risks in certain
situations. A link between risk taking and avoidance was
also established in Experiment 2, but since passive risk
taking was significantly correlated only with cognitive
avoidance, and not with behavioral avoidance, this may
suggest that passive risk taking has more to do with not
fully realizing the risks or thinking about them and has
less to do with inaction per se. The general DOSPERT
score had no significant correlation with procrastination
and avoidance, strengthening the notion that passive risk
taking differs from active risk taking and should be con-
sidered a unique construct.

It is important to note that the DOSPERT ethical
domain often “behaves” more like passive risk taking,
showing significant correlations with procrastination and
avoidance. One can speculate that ethical risk taking
(having an extramarital affair, revealing someone’s se-
cret) is somehow different from other domains, possibly
involving things people know they should not do. Recre-
ational or financial risks may be considered more legiti-
mate. Passive risk taking also has this “should” element
about it, as people know they are “supposed to” check
their credit card statements, get regular check-ups, etc.
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4.1 Understanding passive risk taking and
future research

The validation process of the PRT scale successfully es-
tablished passive risk as a unique and separate construct.
It remains to be understood when and why people take
passive risks. One direction of future research should fo-
cus on the cognitive aspects of passive risk taking and
examine the roles personal perception and known prefer-
ence anomalies, such as loss aversion (Kahneman et al.,
1991) or temporal discounting (Green, Fristoe & Myer-
son, 1994), play in passive risk situations.

Loss aversion, i.e., the notion that losses have a greater
impact on preferences than gains (Kahneman &Tversky,
1979), may contribute to passive risk taking, since people
may weigh what they pay or “lose” in a situation (like
putting money aside for retirement) more heavily than
what they may gain in the future (financial security at old
age). This may be especially true for individuals who
perceive actions, more precisely - preventive actions (like
buying insurance or getting cancer screenings), as ‘“sure
losses”, as people tend to be risk seeking in domains of
loss (Kahneman and Tversky, 1979).

Temporal discounting, the magnitude by which fu-
ture rewards are discounted (Green, Fristoe & Myerson,
1994), is another element that may be relevant to passive
risk taking, since it may contribute to understanding the
passive risk taker’s utility function. People who greatly
discount future benefits may be much less willing to pay
anything for them in the present.

Since the status quo is often perceived to be the safer,
less threatening option (Riis & Schwarz, 2000), and fa-
miliarity is known to breed trust (Gulati, 1995; Zablot-
ska, Grulich, De Wit & Prestage, 2011), a third cognitive
line of research could focus on the process by which peo-
ple realize that the status quo is actually not a “safe state”
worthy of their trust, and that they are in a risky situation.

A different research effort should examine the moti-
vational aspects of passive risk taking and the role of
personal accountability. People are often held less re-
sponsible for their omissions than for their commissions
(Heider, 1958; Kahneman & Miller, 1986). This lack
of perceived responsibility may lower the motivation to
act. People are usually less likely to do something if
they believe they won’t be held accountable for failing to
do it. However, risk aversion often increases with per-
sonal accountability (Tetlock & Boettger, 1994), since
accountability stimulates self-critical forms of thought
and increases awareness of one’s own judgment processes
(Lenrner & Tetlock, 1999). It seems plausible that, once
people do feel accountable, they process information bet-
ter, they realize that they are in a risky situation, and they
are motivated to act to avoid unwanted risk. Future re-
search should examine the role perceived personal ac-
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countability plays in passive risk taking and explore ways
to enhance a sense of accountability in these seemingly
non-accountable situations.

5 Conclusion

The risks taken due to inactions (like not getting vacci-
nated or not saving for retirement) have been the focus of
previous research efforts, but they were not viewed as a
type of “risk taking”, and they therefore were not much
studied from a risk-taking perspective. If we can learn
more about the personal tendencies that are associated
with passive risk taking, and better understand the under-
lying mechanisms that may perpetuate such risk taking,
we may be able to design educational programs or public
policies aimed at minimizing unnecessary risk taking. We
identified passive risk taking as a separated and unique
type of risk taking, but this is only a first step in what we
hope will be an extensive line of research that will shed
light on this everyday decision making phenomenon.
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