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Abstract

A class of mixed control-state constrained optimal control problems for elliptic partial differential equations arising, for example, in Lavrentiev-type regularized state constrained optimal control is considered. Its numerical solution is obtained via a primal-dual active-set method, which is equivalent to a class of semi-smooth Newton methods. The locally superlinear convergence of the active-set method in function space is established, and its mesh independence is proved. The paper contains a report on numerical test runs including a comparison with a short-step path-following interior-point method and a coarse-to-fine mesh sweep, that is, a nested iteration technique, for accelerating the overall solution process. Finally, convergence and regularity properties of the regularized problems with respect to a vanishing Lavrentiev parameter are considered.
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1. Introduction

Recently, there has been significant interest in studying the optimal control (model) problem

\[
\begin{aligned}
\text{minimize} \quad & J(y, u) := \frac{1}{2} \| y - y_d \|^2_{L^2} + \frac{\alpha}{2} \| u \|^2_{L^2} \\
\text{over} \quad & (y, u) \in H^1_0(\Omega) \times L^2(\Omega), \\
\text{subject to} \quad & Ay = u + f \quad \text{in} \ \Omega, \\
& a \leq cu + y \leq b \quad \text{almost everywhere (a.e.) in} \ \Omega,
\end{aligned}
\]

(1.1)

\[\]
where $\Omega \subset \mathbb{R}^n$ is a bounded domain with sufficiently smooth boundary $\Gamma = \partial \Omega$, and $y_d \in L^2(\Omega)$, $f \in H^{-1}(\Omega)$, $a, b \in L^q(\Omega)$, for some $q > 2$ and with $a < b$, $c \in L^{\infty}(\Omega)$, with $c \geq c_0 > 0$ a.e. in $\Omega$, and $\alpha > 0$ are given data. Further, $A$ denotes a second-order linear elliptic differential operator. Throughout we use $\| \cdot \|_{L^2} = \| \cdot \|_{L^2(\Omega)}$ and similarly for other function space norms. In what follows, we call $y$ the state and $u$ the control (variable), respectively.

The recent focus on the model problem $(1.1)$ is mainly due to its importance in the context of (purely) state-constrained optimal control problems, which is $c \equiv 0$ in $(1.1)$ with $f \in L^2(\Omega)$, that is,

minimize $J(y, u) := \frac{1}{2} \| y - y_d \|_{L^2}^2 + \frac{\alpha}{2} \| u \|_{L^1}^2$

over $(y, u) \in H^1_0(\Omega) \times L^2(\Omega)$,

subject to $Ay = u + f$ in $\Omega$,

$a \leq y \leq b$ almost everywhere (a.e.) in $\Omega$.

(1.2)

For this problem, it is well known that the Lagrange multiplier associated with the pointwise almost everywhere state constraints is a Borel measure only; see [7, 9]. Consequently, numerical algorithms such as projected Newton or semismooth Newton techniques suffer from a mesh-dependent behaviour and typically admit no function space analysis. As a remedy, in [17] a Lavrentiev-type regularization of pointwise state constraints is proposed. The resulting regularized problem is of the type $(1.1)$ for some small, but fixed, $c(x) = \epsilon > 0$. For its numerical solution a short-step primal-dual path-following interior-point method is applied.

An alternative path-following concept for the solution of $(1.2)$ can be found in [13]. It is based on a generalized Moreau-Yosida-type regularization, that is, it replaces $(1.2)$ by the approximate problem

minimize $J(y, u) + \frac{1}{2\gamma} \left( \max \left(0, \bar{\lambda}_b + \gamma (y - b)\right) \right)_{L^1}^2 + \left( \max \left(0, \bar{\lambda}_a + \gamma (a - y)\right) \right)_{L^1}^2$

over $(y, u) \in H^1_0(\Omega) \times L^2(\Omega)$,

subject to $Ay = u + f$ in $\Omega$.

(1.3)

where $\gamma > 0$ represents a regularization parameter, and $\bar{\lambda}_a, \bar{\lambda}_b \geq 0$ are fixed shift-parameters in $L^2(\Omega)$. The regularized problem $(1.3)$ is solved efficiently by a semismooth Newton method (SSN). Note that the objective function of $(1.3)$ is related to an augmented Lagrangian penalization technique (of the pointwise inequality constraints) with $\gamma$ representing the corresponding penalty parameter and with $\bar{\lambda}_a, \bar{\lambda}_b$ being approximations of the Lagrange multipliers associated with the pointwise inequality constraints. In our function space context, in addition to the penalization
aspect, replacing (1.2) by (1.3) induces a regular approximation of the Lagrange multipliers of the inequality constraints in (1.2). In fact, let $0 \leq \bar{\lambda}_a \in \mathcal{M}(\Omega)$, with $\mathcal{M}(\Omega)$ representing the set of regular Borel measures on $\Omega$, denote the Lagrange multiplier associated with $a \leq \bar{y}$ at the solution $\bar{y} \in H^1_0(\Omega) \cap H^2(\Omega)$ of (1.2). Then, in the context of (1.3), the quantity

$$\lambda_a^\gamma = \max \left(0, \bar{\lambda}_a + \gamma(a - y^\gamma)\right) \in L^2(\Omega)$$

is a regular approximation of $\bar{\lambda}_a$. Here $y^\gamma$ denotes the optimal solution of (1.3). It can be shown that $\lambda_a^\gamma \to \bar{\lambda}_a$ as $\gamma \to \infty$ in $(H^1_0(\Omega) \cap H^2(\Omega))^*$. For details on this approach we refer the reader to [13].

We point out that replacing (1.2) by the Lavrentiev-regularized problem (1.1) also induces a regularization of the Lagrange multipliers associated with the pointwise inequality constraints. In the next section we shall see that the multipliers for the inequality constraints in (1.1), like the ones for (1.3), exist as $L^2(\Omega)$-functions, respectively.

The present research is motivated by our numerical experience which shows that the SSN, or equivalently the primal-dual active-set method (pDAS), is typically superior to path-following interior point algorithms [6,13]. This claim relies on the fact that the convergence of the SSN can be proved in function space. In this case, the convergence rate of the SSN, respectively the pDAS, is typically locally $q$-superlinear. Accordingly, one goal of this paper is to show that the SSN can be used as a solver for (1.1) (instead of the short-step path-following method in [17]) and that it converges locally superlinearly in the appropriate function spaces.

For Newton’s method applied to smooth operator equations it is known that it exhibits a mesh-independent behaviour [2]. In the presence of pointwise inequality constraints, in [3] the mesh independence of Newton’s method for generalized equations is shown. In fact, based on Robinson’s generalized equations technique [21–23], for the numerical solution of constrained nonlinear optimal control problems by a sequential quadratic programming (SQP) method, the analysis in [3] establishes the mesh independence of the SQP-iteration (outer iteration). This, however, does not include the corresponding mesh-independence result for the inner iteration for solving the quadratic programming (QP) sub-problem of every SQP-iteration. In the context of optimization problems with partial differential equation (PDE) constraints and pointwise control constraints, in the recent paper [14] this gap is closed by proving a mesh-independence result when using semismooth Newton methods as QP-solvers. As the method we are proposing for solving (1.1) is of SSN-type and in view of the above results, a second focus of the present paper is on proving the mesh independence of our semismooth Newton iteration, or equivalently of the primal-dual active-set method for solving (1.1).
In the case where (1.1) comes from a Lavrentiev-type regularization of (1.2) with \( c \equiv \epsilon_n \) and \( \epsilon_n > 0 \), in [17] it is shown that for \( \epsilon_n \downarrow 0 \) the sequence \( \{\tilde{y}(\epsilon_n), \tilde{u}(\epsilon_n)\} \) converges strongly in \( L^2(\Omega) \times L^2(\Omega) \) to \( (y^*, u^*) \in H^1_0(\Omega) \times L^2(\Omega) \), the optimal solution of (1.2). In the present paper we improve this result and establish a rate of convergence for \( \epsilon_n \downarrow 0 \). Moreover, the Hölder continuity of \( \|\tilde{y}(\epsilon^i) - \tilde{y}(\epsilon^j)\|_{L^2} \) and \( \|\tilde{u}(\epsilon^i) - \tilde{u}(\epsilon^j)\|_{L^2} \) with respect to \( \epsilon^i > 0 \), \( i = 1, 2 \), is argued. These latter findings are of interest in connection with path-following or homotopy approaches to the solution of (1.2) based on the Lavrentiev regularization concept.

The rest of the paper is organized as follows: In Section 2 we study the first-order optimality system associated with (1.1). The following Section 3 concentrates on the primal-dual active-set method, or equivalently the SSN, as a solution technique for (1.1). Section 4 is devoted to the mesh-independence analysis of the primal-dual active-set method. Section 5 contains a report on numerical results. Finally, for \( c \equiv \epsilon > 0 \) and \( \epsilon \downarrow 0 \) in Section 6 the convergence behaviour of the regularized solution to the solution of the state constrained problem is studied and a Hölder continuity result is established.

2. First-order optimality system

In [17] it was observed that, by a simple transformation, the problem (1.1) can be cast as a control constrained optimal control problem. For this purpose let \( i_0 \) denote the compact embedding operator of \( H^1_0(\Omega) \) into \( L^2(\Omega) \), and define \( i_{-1} : L^2(\Omega) \rightarrow H^{-1}(\Omega) \) by \( i_{-1} = i_0 \). Strictly speaking, we have \( Ay = f + i_{-1}u \) as the state equation in (1.1) with \( A : H^1_0(\Omega) \rightarrow H^{-1}(\Omega) \). Now let \( A^{-1} : H^{-1}(\Omega) \rightarrow H^1_0(\Omega) \) denote the solution operator of \( Ay = f + i_{-1}u \) in \( H^{-1}(\Omega) \), that is, \( y = i_0(A^{-1}(i_{-1}u + f)) \). Define \( T = i_0A^{-1}i_{-1} \), then \( T : L^2(\Omega) \rightarrow L^2(\Omega) \) is a compact operator. Further observe that by Riesz-Schauder theory we infer that the Fredholm-operator \( F := (c \text{id} + T) \) admits a continuous inverse \( F^{-1} : L^2(\Omega) \rightarrow L^2(\Omega) \).

As a consequence, by defining the transformed control variable

\[ v = Fu, \]

Problem (1.1) becomes

\[
\begin{align*}
\text{minimize} & \quad \hat{J}(v) := \frac{1}{2} \left\| T F^{-1} v - \tilde{y}_d \right\|^2_{L^2} + \frac{\alpha}{2} \left\| F^{-1} v \right\|^2_{L^2} \\
\text{over} & \quad v \in L^2(\Omega),
\end{align*}
\]

subject to

\[ \bar{a} \leq v \leq \bar{b} \quad \text{a.e. in } \Omega, \]

where

\[ \tilde{y}_d = y_d - A^{-1} f, \quad \bar{a} = a - A^{-1} f \quad \text{and} \quad \bar{b} = b - A^{-1} f \]
neglecting embedding operators. Note that the objective function in (2.1) is uniformly convex and continuously Fréchet-differentiable in $L^2(\Omega)$. Further, the feasible set is closed and convex. Thus, standard arguments guarantee the existence of a unique solution $\tilde{v} \in L^2(\Omega)$ of (2.1). Given $\tilde{v}$ we can reconstruct the unique solution $(\tilde{y}, \tilde{u})$ of (1.1) by

$$\tilde{u} = F^{-1}\tilde{v} \quad \text{and} \quad \tilde{y} = A^{-1}(\mu - \tilde{u} + f).$$

Our algorithmic considerations in the subsequent sections will be based on the transformed problem (2.1), more specifically, on its first-order optimality system, which we state next. Its proof follows from standard arguments; see, for example, [17, 24]. For the formulation, for $w, z \in L^2(\Omega)$, we use

$$0 \leq w \perp z \geq 0 \iff w \geq 0, \ z \geq 0, \ wz = 0 \quad \text{a.e. in } \Omega,$$

and $F^{-*}$ for $(F^*)^{-1}$, which is the inverse of the adjoint operator of $F$.

**Theorem 2.1.** The optimal solution $\tilde{v} \in L^2(\Omega)$ of (2.1) is characterized by the existence of $(\tilde{\lambda}_a, \tilde{\lambda}_b) \in L^2(\Omega) \times L^2(\Omega)$ satisfying

$$F^{-*}(T^*T + \alpha \text{id})F^{-1}\tilde{v} + \tilde{\lambda}_b - \tilde{\lambda}_a = F^{-*}T^*\tilde{y}_d, \quad (2.2)$$

$$0 \leq \tilde{\lambda}_a \perp (\tilde{v} - \tilde{a}) \geq 0, \quad (2.3)$$

$$0 \leq \tilde{\lambda}_b \perp (\tilde{b} - \tilde{v}) \geq 0. \quad (2.4)$$

Applying $F^*$ to (2.2) and inserting $\tilde{u} = F^{-1}\tilde{v}$ yields

$$(T^*T + \alpha \text{id})\tilde{u} + F^*(\tilde{\lambda}_b - \tilde{\lambda}_a) = T^*\tilde{y}_d. \quad (2.5)$$

Expanding $F^*$ gives

$$T^*(T\tilde{u} - \tilde{y}_d + \tilde{\lambda}_b - \tilde{\lambda}_a) + \alpha \tilde{u} + c(\tilde{\lambda}_b - \tilde{\lambda}_a) = 0. \quad (2.6)$$

Next we define

$$\tilde{p} := A^*-\tilde{\lambda}_0^*(y_d - i_0\tilde{y} - \tilde{\lambda}_b + \tilde{\lambda}_a) \quad (2.7)$$

then we have

$$i_{-1}^*\tilde{p} = T^*(y_d - i_0\tilde{y} - \tilde{\lambda}_b + \tilde{\lambda}_a)$$

where we used $i_0\tilde{y} = T\tilde{u} + i_0A^{-1}f$. Equation (2.7) implies

$$A^*\tilde{p} + \tilde{y} - \tilde{\lambda}_a + \tilde{\lambda}_b = y_d, \quad (2.8)$$

which is the adjoint equation, and $\tilde{p} \in H^1_0(\Omega) \cap H^2(\Omega)$ denotes the adjoint state associated with $(\tilde{y}, \tilde{v})$. Note that we have neglected the embedding operators in (2.8) as we shall do in general from now on. From (2.6) it follows

$$\alpha \tilde{u} - \tilde{p} + c(\tilde{\lambda}_b - \tilde{\lambda}_a) = 0. \quad (2.9)$$
Now we study the complementarity system (2.3)–(2.4). First we condense the Lagrange multipliers $\lambda_a$ and $\lambda_b$ into one multiplier
\begin{equation}
\bar{\lambda} = \tilde{\lambda}_b - \tilde{\lambda}_a.
\end{equation}
Then we utilize nonlinear complementarity problem (NCP) functions to reformulate (2.3)–(2.4) as a single equality. For this purpose, based on numerical experience [12] we use
\begin{equation}
\bar{\lambda} - \min (0, \bar{\lambda} + \sigma (\bar{u} - \bar{a})) - \max (0, \bar{\lambda} + \sigma (\bar{u} - \bar{b})) = 0
\end{equation}
for some $\sigma \in L^\infty(\Omega), \sigma > 0$. Here the max (respectively min) operations are performed pointwise. It is straightforward to prove that (2.11) and (2.3)–(2.4) are equivalent.

We define the a-active, b-active and inactive sets by
\begin{align*}
\mathcal{A}_a(v, \lambda) := \{ x \in \Omega : \lambda(x) + \sigma(v(x) - a(x)) < 0 \}, \\
\mathcal{A}_b(v, \lambda) := \{ x \in \Omega : \lambda(x) + \sigma(v(x) - b(x)) > 0 \}, \\
\mathcal{J}(v, \lambda) := \Omega \setminus (\mathcal{A}_a(v, \lambda) \cup \mathcal{A}_b(v, \lambda)).
\end{align*}
Further we shall frequently use the active set $\mathcal{A}(v, \lambda) = \mathcal{A}_a(v, \lambda) \cup \mathcal{A}_b(v, \lambda)$ and $\mathcal{A}_a = \mathcal{A}_a(\bar{v}, \bar{\lambda})$, and similarly for the active, b-active and inactive sets. Observe that by definition we have
\begin{align*}
\bar{\lambda} |_{\mathcal{A}_a} &\leq 0, \quad \bar{\lambda} |_{\mathcal{A}_b} \geq 0, \quad \bar{\lambda} |_{\mathcal{J}} = 0.
\end{align*}
Next we replace $\bar{u}$ by $F\bar{u}$ in (2.11) and, considering the composition of $F$, we get
\begin{equation}
\bar{\lambda} - \min (0, \bar{\lambda} + \sigma (c \bar{u} + \bar{y} - a)) - \max (0, \bar{\lambda} + \sigma (c \bar{u} + \bar{y} - b)) = 0.
\end{equation}
Collecting (2.8)–(2.10) and (2.12) we obtain the following characterization.

**Theorem 2.2.** The optimal solution $(\bar{v}, \bar{u}) \in H_0^1(\Omega) \times L^2(\Omega)$ is characterized by the adjoint state $\bar{p} \in H_0^1(\Omega) \cap H^2(\Omega)$ and the Lagrange multiplier $\bar{\lambda} \in L^2(\Omega)$ satisfying
\begin{align}
\Lambda^* \bar{p} + \bar{\lambda} + \bar{y} &= y_d, \\
\alpha \bar{u} - \bar{p} + c \bar{\lambda} &= 0, \\
\bar{\lambda} - \min (0, \bar{\lambda} + \sigma (c \bar{u} + \bar{y} - a)) - \max (0, \bar{\lambda} + \sigma (c \bar{u} + \bar{y} - b)) &= 0
\end{align}
for arbitrarily fixed $\sigma \in L^\infty(\Omega)$ with $\sigma > 0$ a.e. in $\Omega$. The multipliers $\bar{\lambda}_a$ and $\bar{\lambda}_b$ in (2.3)–(2.4) can be reconstructed by
\begin{align*}
\bar{\lambda}_a = -\chi_{\mathcal{A}_a} \bar{\lambda} \quad \text{and} \quad \bar{\lambda}_b = \chi_{\mathcal{A}_b} \bar{\lambda},
\end{align*}
where $\chi_S$ denotes the characteristic function of a set $S \subset \Omega$.

Our algorithmic development in the subsequent section is based on the system (2.13)–(2.15) together with the state equation $A\bar{y} = \bar{u} + f$.  

---

3. Primal-dual active-set method

Now we focus on a numerical technique for computing the solution of (1.1). Due to the complementarity system and its reformulation (2.12) it has to cope with the non-differentiable max- and min-terms. Since our goal is to apply a fast solution technique based on appropriate linearization of the first-order optimality system, we hence have to work with generalized derivatives when linearizing (2.15). This is done by employing the differentiability concept developed in [10] and [12]. We first recall the general notion, and then we apply it to our specific context.

**Definition 1.** Let \( X \) and \( Y \) be Banach spaces, and let \( D \subseteq X \) be an open set. A mapping \( \mathcal{F} : D \rightarrow Y \) is called generalized differentiable in the open set \( U \subseteq D \) if there exists a family of mappings \( \mathcal{G} : U \rightarrow \mathcal{L}(X, Y) \) such that

\[
\lim_{s \to 0} \frac{1}{\|s\|_X} \| \mathcal{F}(x + s) - \mathcal{F}(x) - \mathcal{G}(x)(s) \|_Y = 0 \quad \text{for every } x \in U. \tag{3.1}
\]

Notice that the generalized derivative need not be unique. In [15] a notion similar to the one in Definition 1 is introduced and the name Newton map is coined for an element of the generalized derivative. Here we adopt this notion for operators \( \mathcal{G} \) satisfying (3.1).

**Remark 1.** In an \( L^p \)-setting it was shown in [12] that \( \max(0, \cdot) : L^r(\Omega) \rightarrow L^s(\Omega) \) is generalized differentiable if and only if \( r > s > 1 \). The mapping

\[
\mathcal{G}^0_{\max}(w)(x) = \begin{cases} 
1 & \text{if } w(x) > 0, \\
0 & \text{if } w(x) \leq 0,
\end{cases}
\]

that is, \( \mathcal{G}^0_{\max}(w) = \chi_{|w| > 0} \), is a particular Newton map. A more general class of Newton maps for the max-operation is given by

\[
\mathcal{G}^{m_l, m_u}_{\max}(w)(x) \in \begin{cases}
\{1\} & \text{if } w(x) > 0, \\
\{0\} & \text{if } w(x) < 0, \\
[m_l, m_u] & \text{if } w(x) = 0
\end{cases}
\]

with arbitrary fixed \( m_l, m_u \in \mathbb{R}, m_l \leq m_u \). The choice \( (m_l, m_u) = (0, 1) \) yields the subgradient of convex analysis. The analogous result holds true for the min-operator with \( \mathcal{G}^0_{\min}(w) = \chi_{|w| < 0} \) being a particular Newton map, and with

\[
\mathcal{G}^{m_l, m_u}_{\min}(w)(x) \in \begin{cases}
\{1\} & \text{if } w(x) < 0, \\
\{0\} & \text{if } w(x) > 0, \\
[m_l, m_u] & \text{if } w(x) = 0
\end{cases}
\]

representing a more general class.
Let us assume we are interested in finding \( \bar{x} \in \mathfrak{X} \) such that

\[ \mathcal{F}(\bar{x}) = 0. \quad (3.2) \]

This can be achieved by employing a Newton iteration, that is, given \( x^k \in \mathfrak{X} \), a sufficiently good approximation of \( \bar{x} \), one linearizes (3.2) in the generalized sense and computes the next iterate \( x^{k+1} \) such that

\[ \mathcal{F}(x^k) + \mathcal{J}(x^k)(x^{k+1} - x^k) = 0. \]

Note that \( x^{k+1} \) is uniquely defined whenever \( \mathcal{J}(x^k) \) is invertible. In fact, we have the following result; see [10, 12].

**THEOREM 3.1.** Suppose \( \bar{x} \) is a solution of (3.2) and that \( \mathcal{F} \) is generalized differentiable in an open neighbourhood \( \mathcal{U} \) containing \( \bar{x} \) with a Newton map \( \mathcal{J} \). If \( \mathcal{J}(x) \) is non-singular for all \( x \in \mathcal{U} \) and \( \| \mathcal{J}(x)^{-1} \| : x \in \mathcal{U} \) is bounded, then the generalized Newton iteration

\[ x^{k+1} = x^k - \mathcal{J}(x^k)^{-1} \mathcal{F}(x^k), \quad \text{with } x^0 \in \mathcal{U} \text{ given}, \quad (3.3) \]

is well defined and converges locally at a superlinear rate to \( \bar{x} \) provided that \( x^0 \) is sufficiently close to \( \bar{x} \).

In finite dimensional space, in [20] the concept of *semismoothness* of a scalar-valued function (see [18] for its definition) is extended to the vector-valued case. It is shown that semismoothness of a mapping \( \mathcal{F} : \mathbb{R}^n \to \mathbb{R}^m \) is equivalent to (3.1) with \( \mathcal{J} \) replaced by an element of the generalized Jacobian in Clarke’s sense at \( x + s \). Hence, whenever \( \mathcal{F} \) satisfies (3.1) we call (3.3) a *semismooth Newton method*.

Now we turn to the solution of (1.1). From (2.14) we infer

\[ \lambda = c^{-1} \tilde{p} - \alpha c^{-1} \tilde{u}. \]

Inserting this identity in (2.13) yields

\[ (A^* + c^{-1} \text{id}) \tilde{p} + (A^{-1} - \alpha c^{-1} \text{id}) \tilde{u} = \tilde{y}_d. \quad (3.4) \]

Here we used \( \tilde{y} = \eta(\tilde{u}) := A^{-1}(\tilde{u} + f) \). Since \( A \) is a second-order linear elliptic partial differential operator and \( c \geq \epsilon_c > 0 \) a.e. in \( \Omega \), we conclude that, given \( \tilde{u} \in L^2(\Omega) \), (3.4) admits a unique solution \( \tilde{p} \in H_0^1(\Omega) \), that is, \( (A^* + c^{-1} \text{id}) : H_0^1(\Omega) \to H^{-1}(\Omega) \) is a continuously invertible linear operator. In addition, under a regularity assumption on the coefficients of the operator \( A^* + c^{-1} \text{id} \), elliptic regularity theory yields \( \tilde{p} \in H^2(\Omega) \); see [11]. Hence we have

\[ \tilde{p} = p(\tilde{u}) = (A^* + c^{-1} \text{id})^{-1}(\tilde{y}_d + \alpha c^{-1} \tilde{u} - A^{-1} \tilde{u}). \]
As a consequence, we obtain
\[ \lambda = l(\bar{u}) = c^{-1}p(\bar{u}) - \alpha c^{-1}\bar{u}. \]
The last identity is now used in studying \( \lambda + \sigma (c\bar{u} + \bar{y}) \). In fact, we find
\[ \lambda + \sigma (c\bar{u} + \bar{y}) = c^{-1}p(\bar{u}) - \alpha c^{-1}\bar{u} + \sigma (c\bar{u} + A^{-1}(\bar{u} + f)) \]
\[ = c^{-1}p(\bar{u}) + (\sigma c - \alpha c^{-1})\bar{u} + \sigma A^{-1}(\bar{u} + f). \] (3.5)
Choosing \( \sigma = \alpha c^{-2} \geq (\alpha/\|c\|_2^2) > 0 \) a.e., we can further simplify (3.5):
\[ \lambda + \sigma (c\bar{u} + \bar{y}) = c^{-1}p(\bar{u}) + \alpha c^{-2} A^{-1}(\bar{u} + f). \] (3.6)
We adopt this choice for \( \sigma \) from now on. The Sobolev embedding theorem [1] yields
\[ H_0^1(\Omega) \hookrightarrow L^s(\Omega), \quad \text{with} \quad s \begin{cases} = \infty & \text{if } n = 1, \\ \in [1, \infty) & \text{if } n = 2, \\ \in [1, 2 + \frac{4}{n-2}] & \text{if } n \geq 3. \end{cases} \] (3.7)
Hence, from \( p(\bar{u}) \in H_0^1(\Omega) \), \( A^{-1} : H^{-1}(\Omega) \to H_0^1(\Omega) \), \( c \in L^\infty(\Omega) \), with \( c \geq \epsilon_c > 0 \) a.e. in \( \Omega \), (3.6) and (3.7) we conclude
\[ \ell(\bar{u}) := \lambda + \sigma (c\bar{u} + \bar{y}) \]
\[ = c^{-1}p(\bar{u}) + \alpha c^{-2} A^{-1}(\bar{u} + f) \in L^{2+\kappa}(\Omega), \quad \text{with } \kappa > 0. \]
We have shown the first part of the following result.

**Proposition 3.2.** The mapping
\[ \ell(u) = c^{-1}p(u) + \alpha c^{-2} A^{-1}(u + f) \]
is continuous from \( L^2(\Omega) \) to \( L^{2+\kappa}(\Omega) \) with
\[ \kappa \begin{cases} = \infty & \text{if } n = 1, \\ \in [0, \infty) & \text{if } n = 2, \\ \in [0, \frac{4}{n-2}] & \text{if } n \geq 3. \end{cases} \]
Moreover, \( \ell : L^2(\Omega) \to L^{2+\kappa}(\Omega) \) is continuously Fréchet differentiable.

**Proof.** The proof of the continuity result lies in the discussion before the proposition. The continuous Fréchet differentiability is then immediate due to the affine linear nature of the operators involved in the definition of \( \ell \). \( \square \)
Next we use the results obtained so far to reformulate the first-order system in Theorem 2.2. In fact, since \( \tilde{y} = \eta(\tilde{u}) \) and \( \tilde{p} = p(\tilde{u}) \), we can condense (2.13)–(2.15) into

\[
c^{-1}p(\tilde{u}) - \alpha c^{-1}\tilde{u} - \min\left(0, \ell(\tilde{u}) - \alpha c^{-2}a\right) - \max\left(0, \ell(\tilde{u}) - \alpha c^{-2}b\right) = 0. \tag{3.8}
\]

Setting \( \tilde{x} := \tilde{u} \) and \( \mathcal{F} : L^2(\Omega) \to L^2(\Omega) \), with

\[
\mathcal{F}(\tilde{x}) := c^{-1}p(\tilde{x}) - \alpha c^{-1}\tilde{x} - \min\left(0, \ell(\tilde{x}) - \alpha c^{-2}a\right) - \max\left(0, \ell(\tilde{x}) - \alpha c^{-2}b\right),
\]

(3.8) is equivalent to the non-differentiable equation \( \mathcal{F}(\tilde{x}) = 0 \). Thus, we are back at (3.2) with \( \mathcal{X} = L^2(\Omega) \), that is, finding a solution of (1.1) is equivalent to finding the root of \( \mathcal{F} \). In what follows, we prefer to keep \( \tilde{u} \) (or \( u \)) instead of \( x \) (or \( x \)).

Given some guess \( u^0 \) of \( \tilde{u} \), our goal is to find \( \tilde{u} \) using a semismooth Newton method (SSN). For a successful application of a SSN in function space we have to verify property (3.1). Remark 1 yields generalized differentiability of \( \max : L^r(\Omega) \to L^s(\Omega) \) (and also \( \min : L^r(\Omega) \to L^s(\Omega) \)) if \( r > s \). Note that in (3.9) we consider \( \mathcal{F} \) from \( L^2(\Omega) \) to \( L^2(\Omega) \), only. A generalized differentiability result, however, still holds true.

**Proposition 3.3.** The mapping \( \mathcal{F} : L^2(\Omega) \to L^2(\Omega) \) defined in (3.9) is generalized differentiable in the sense of Definition 1. A particular Newton map is given by

\[
\langle \mathcal{G}(u), \varphi \rangle = \langle c^{-1}(p'(u) - \alpha \text{id}), \varphi \rangle - \langle \mathcal{G}_{\min}^0 (\ell(u) - \alpha c^{-2}a) \ell'(u), \varphi \rangle - \langle \mathcal{G}_{\max}^0 (\ell(u) - \alpha c^{-2}b) \ell'(u), \varphi \rangle \quad \forall \varphi \in L^2(\Omega). \tag{3.10}
\]

**Proof.** We argue only for the max-operator. The proof for the min-operator follows from analogous arguments.

First notice that \( \ell(\cdot) \) is a continuous affine linear operator from \( L^2(\Omega) \) to \( L^{2+\kappa}(\Omega) \). Hence, there exist a continuous linear operator \( L : L^2(\Omega) \to L^{2+\kappa}(\Omega) \) and \( g \in L^{2+\kappa}(\Omega) \) such that

\[
\ell(u) = Lu + g. \tag{3.11}
\]

Next we study the relevant difference quotient

\[
\frac{1}{\|s\|_{L^2}} \left\| \max\left(0, \ell(u + s) - \alpha c^{-2}b\right) - \max\left(0, \ell(u) - \alpha c^{-2}b\right) \right\|_{L^2} \\
- G_{\max}^a \left( \ell(u + s) - \alpha c^{-2}b \right) \ell'(s) \|_{L^2} \\
\leq C \frac{1}{\|Ls\|_{L^{2+\kappa}}} \left\| \max\left(0, L(u + s) + g - \alpha c^{-2}b\right) - \max\left(0, Lu + g - \alpha c^{-2}b\right) \right\|_{L^2} \\
- G_{\max}^a \left( L(u + s) + g - \alpha c^{-2}b \right) Ls \|_{L^2}, \tag{3.12}
\]
where $\mathcal{G}_{\text{max}}^a$ denotes an arbitrary Newton map of the max-operator. Here we have used Proposition 3.2, which yields $\|Ls\|_{L^2} / \|s\|_{L^2} \leq C$ for some positive constant $C$. By Remark 1, the quotient in (3.12) tends to zero for $\|s\|_{L^2} \to 0$. As a result $\max(0, \ell(\cdot) - \alpha c^{-2}b)$ is generalized differentiable, and $\mathcal{G}_{\text{max}}^a(L \cdot + g - \alpha c^{-2}b)L$ provides a Newton map fulfilling (3.1).

Now we have all the ingredients at hand for defining a semismooth Newton method for solving (1.1), or equivalently (2.1).

ALGORITHM 1 (Semismooth Newton method). (i) Choose $u^0 \in L^2(\Omega)$, and set $k = 0$.

(ii) Unless some stopping rule is satisfied, compute $\mathcal{G}(u^k)$ according to (3.10) and solve for $\delta u^k$:

$$\mathcal{G}(u^k)\delta u^k = -\mathcal{G}(u^k),$$

(3.13)

with $\mathcal{G}$ given by (3.9).

(iii) Set $u^{k+1} = u^k + \delta u^k$, and $k := k + 1$. Return to (ii).

We start our convergence analysis of Algorithm 1 by showing that (3.13) admits a unique solution for every $k \in \mathbb{N}$. For this purpose observe that (3.13) is equivalent to

$$0 = c^{-1} \left( p(u^k) + p'(u^k)\delta u^k \right) - \alpha c^{-1}(u^k + \delta u^k) - \chi_{\mathcal{A}^k}(L(u^k + \delta u^k) + g - \alpha c^{-2}a) - \chi_{\mathcal{A}^k}(L(u^k + \delta u^k) + g - \alpha c^{-2}b),$$

(3.14)

where we have used

$$\mathcal{A}^k_a := \{ x \in \Omega : \lambda^k(x) + \alpha c^{-1}u^k(x) + \alpha c^{-2}(\gamma^k - a)(x) < 0 \},$$

(3.15)

$$\mathcal{A}^k_b := \{ x \in \Omega : \lambda^k(x) + \alpha c^{-1}u^k(x) + \alpha c^{-2}(\gamma^k - b)(x) > 0 \},$$

(3.16)

$$\mathcal{A}^k := \Omega \setminus \mathcal{A}^k, \quad \text{with} \quad \mathcal{A}^k := \mathcal{A}^k_a \cup \mathcal{A}^k_b.$$  

Next recall that $\eta(w) = A^{-1}(w + f)$ for $w \in L^2(\Omega)$, with $A^{-1}$ a linear continuous operator, and $p(w) = (A^* + c^{-1} \text{id})^{-1}(y_d + \alpha c^{-1}w - \eta(w))$. This yields

$$A^*p(w) + c^{-1}(p(w) - \alpha w) = y_d - \eta(w).$$

Since $l(w) = c^{-1}p(w) - \alpha c^{-1}w$, we obtain

$$A^*p(w) + l(w) = y_d - \eta(w).$$
For $w = u^k + \delta u^k =: u^{k+1}$ we set $y^{k+1} = \eta(u^k + \delta u^k)$, and similarly for $p^{k+1}$ and $\lambda^{k+1}$. Hence (3.14) becomes
\begin{align*}
0 &= \lambda^{k+1} - \chi \alpha \eta^2 \left( \lambda^{k+1} + \alpha c^{-1} u^{k+1} + \alpha c^{-2}(y^{k+1} - a) \right) \\
&\quad - \chi \alpha \eta^2 \left( \lambda^{k+1} + \alpha c^{-1} u^{k+1} + \alpha c^{-2}(y^{k+1} - b) \right), \\
0 &= A_y u^{k+1} - u^{k+1} - f, \\
0 &= A^* p^{k+1} + \lambda^{k+1} + y^{k+1} - y_d, \\
0 &= \alpha u^{k+1} - p^{k+1} + c \lambda^{k+1}.
\end{align*}
(3.17)
(3.18)
(3.19)
(3.20)

A further analysis of (3.17) yields
\begin{align*}
\lambda^{k+1} &= 0 \quad \text{on } \mathcal{A}^k, \\
c u^{k+1} + y^{k+1} &= a \quad \text{on } \mathcal{A}_a^k, \\
c u^{k+1} + y^{k+1} &= b \quad \text{on } \mathcal{A}_b^k.
\end{align*}
(3.21)
(3.22)
(3.23)

Combining (3.18)–(3.23) we conclude that in every iteration of our Algorithm 1 the following system has to be solved:
\begin{align*}
A y^{k+1} &= u^{k+1} + f, \\
A^* p^{k+1} + \lambda^{k+1} &= y_d - y^{k+1}, \\
\alpha u^{k+1} - p^{k+1} + c \lambda^{k+1} &= 0, \\
\lambda^{k+1} &= 0 \quad \text{on } \mathcal{A}^k, \\
c u^{k+1} + y^{k+1} &= a \quad \text{on } \mathcal{A}_a^k, \\
c u^{k+1} + y^{k+1} &= b \quad \text{on } \mathcal{A}_b^k.
\end{align*}
(3.24)
(3.25)
(3.26)
(3.27)
(3.28)
(3.29)

For proceeding with our arguments that Step (ii) of Algorithm 1 is well defined, we rewrite (3.24)–(3.26). In fact, solving (3.24) for $y^{k+1}$, inserting the result in (3.25), solving for $p^{k+1}$, utilizing the result in (3.26), and taking into account the various embedding operators, we get
\begin{equation}
(T^* T + \alpha \text{id}) u^{k+1} + F^* \lambda^{k+1} = T^* \tilde{y}_d.
\end{equation}
(3.30)

Using $u^{k+1} = F^{-1} v^{k+1}$ and the invertibility of $F^*$, (3.30) is equivalent to
\[ F^{-1} (T^*T + \alpha \text{id}) F^{-1} v^{k+1} + \lambda^{k+1} = F^{-1} T^* \tilde{y}_d. \]

Further recall that
\[ c u^{k+1} + y^{k+1} = F u^{k+1} + A^{-1} f = v^{k+1} + A^{-1} f. \]

Thus, (3.27)–(3.29) become
\begin{align*}
\lambda^{k+1} &= 0 \quad \text{on } \mathcal{A}^k, \\
v^{k+1} &= \tilde{a} \quad \text{on } \mathcal{A}_a^k, \\
v^{k+1} &= \tilde{b} \quad \text{on } \mathcal{A}_b^k.
\end{align*}
PROPOSITION 3.4. The system
\[ F^{-*}(T^*T + \alpha \text{id})F^{-1}w + \mu = a_1, \]  
with \( a_i \in L^2(\Omega), i \in \{1, 2, 3\}, \) and \( (\mathcal{I}, \mathcal{A}_a, \mathcal{A}_b) \) a partitioning of \( \Omega, \) admits a unique solution \((\tilde{w}, \tilde{\mu}) \in L^2(\Omega) \times L^2(\Omega).\)

PROOF. First note that
\[ (F^{-*}(T^*T + \alpha \text{id})F^{-1} \varphi, \varphi)_{L^2} = \|TF^{-1} \varphi\|_{L^2}^2 + \alpha \|F^{-1} \varphi\|_{L^2}^2 \geq \frac{\alpha}{\|F\|_{L^2}^2} \|\varphi\|_{L^2}^2 \quad \forall \varphi \in L^2(\Omega). \]  
Hence, for given \( \mu, a_1 \in L^2(\Omega), \) (3.31) admits a unique solution \( w = w(\mu) \in L^2(\Omega). \)

Let \( E_\mathcal{I} \) denote the extension-by-zero operator from \( \mathcal{I} \) to \( \Omega, \) and analogously for \( E_{\mathcal{A}_a} \) and \( E_{\mathcal{A}_b} \) with \( \mathcal{A}_a = \mathcal{A}_a \cup \mathcal{A}_b. \) By \( E_{\mathcal{I}} \) and \( E_{\mathcal{A}_a} \) we denote the respective restriction operators. Then, considering (3.32)-(3.34) in (3.31) we obtain
\[ E_\mathcal{I} CE_{\mathcal{I}}w_\mathcal{I} = E_{\mathcal{I}}a_1 - E_{\mathcal{I}}CE_\mathcal{A} \tilde{\mu}_\mathcal{A}, \]  
where \( w_\mathcal{I} \in L^2(\mathcal{I}), \)
\[ \tilde{a} \big|_{\mathcal{A}_a} := a_2 \big|_{\mathcal{A}_a}, \quad \tilde{a} \big|_{\mathcal{A}_b} := a_3 \big|_{\mathcal{A}_b} \]  
and
\[ C := F^{-*}(T^*T + \alpha \text{id})F^{-1}. \]
If \( \mathcal{I} \neq \emptyset \) is measurable, then, from the properties of \( C, \) we conclude that Equation (3.36) admits a unique solution \( \tilde{w}_\mathcal{I} \in L^2(\mathcal{I}). \) From this we construct a solution of (3.31)-(3.34) in the following way:
\[ \tilde{w} \big|_{\mathcal{I}} := \tilde{w}_\mathcal{I}, \quad \tilde{w} \big|_{\mathcal{A}_a} := a_2 \big|_{\mathcal{A}_a}, \quad \tilde{w} \big|_{\mathcal{A}_b} := a_3 \big|_{\mathcal{A}_b}. \]  
Then \( \tilde{w} \in L^2(\Omega). \) Further, \( \tilde{\mu} \big|_{\mathcal{I}} = 0 \) and
\[ \tilde{\mu}_\mathcal{A} = E_{\mathcal{A}}a_1 - E_{\mathcal{A}}C\tilde{w}, \quad \tilde{\mu}_\mathcal{A} \in L^2(\mathcal{A}_a), \]
which defines \( \tilde{\mu} \big|_{\mathcal{A}_a} = \tilde{\mu}_\mathcal{A} \) uniquely. This ends the proof.

From Proposition 3.4 we immediately infer that Step (ii) of Algorithm 1 is well defined.
COROLLARY 3.5. For every \( k \in \mathbb{N} \), Step (ii) of Algorithm 1 admits a unique solution \( \delta u^k \in L^2(\Omega) \). Further, there exists a constant \( K_g > 0 \) independent of \( k \) such that 
\[
\| \mathcal{G}(u^k)^{-1} \| \leq K_g \text{ for all } k \in \mathbb{N}_0.
\]

PROOF. By our discussion before Proposition 3.4 the Newton system (3.13) is equivalent to (3.31)-(3.34) with \( \mathcal{J} = \mathcal{J}^k \), \( \mathcal{A}_a = \mathcal{A}_a^k \), \( \mathcal{A}_b = \mathcal{A}_b^k \), \( w = F(u^k + \delta u^k) \), \( \mu = \lambda^{k+1} \), \( a_1 = F^{-1}T^*\delta_b \), \( a_2 = \tilde{a} \) and \( a_3 = \tilde{b} \). Now, Proposition 3.4 yields that (3.13) admits a unique solution \( \delta u^k = u^{k+1} - u^k \). Further \( \lambda^{k+1} \) is the multiplier associated with \( u^{k+1} \).

The uniform boundedness of \( \{\| \mathcal{G}(u^k)^{-1} \| \}_{k \geq 0} \) follows from the fact that \( C \) (see (3.38) in the proof of Proposition 3.4) and its corresponding coercivity constant, see, for example, (3.35), are independent of \( k \).

The locally superlinear convergence of the semismooth Newton Algorithm 1 is the subject of our next result.

THEOREM 3.6. Let \( \{u^k\} \) be the sequence generated by Algorithm 1, and define the corresponding states by \( y^k = A^{-1}(u^k + f) \in H_0^1(\Omega) \). Then \( \{(y^k, u^k)\} \) converges to the solution \( (y, u) \in H_0^1(\Omega) \times L^2(\Omega) \) of (1.1) at a superlinear rate provided that \( u^0 \in L^2(\Omega) \) is sufficiently close to \( \tilde{u} \).

PROOF. Proposition 3.3 shows that Algorithm 1 is a semismooth Newton method for solving (3.9) with \( x = u \). Hence, by our general result, Theorem 3.1, the sequence \( \{u^k\} \) converges superlinearly to \( \tilde{u} \) provided that \( u^0 \) is sufficiently close to \( \tilde{u} \). The locally superlinear convergence of \( \{y^k\} \) is then an immediate consequence.

We end this section by establishing a relation between the semismooth Newton method, Algorithm 1, and a primal-dual active-set method. We already showed that computing \( \delta u^k \) such that (3.13) is satisfied is equivalent to solving (3.24)-(3.29). Hence we may restate Algorithm 1 as follows.

ALGORITHM 2 (Primal-dual active-set method). (i) Choose \( u^0 \in L^2(\Omega) \) and compute \( (y^0, p^0, \lambda^0) \) such that 
\[
Ay^0 = u^0 + f,
\]
\[
A^*p^0 + \lambda^0 + y^0 = y_d,
\]
\[
\alpha u^0 - p^0 + c\lambda^0 = 0.
\]
Set \( k := 0 \).
(ii) Unless some stopping rule is satisfied, determine

\[ \mathcal{A}_a^k := \{ x \in \Omega : (\lambda^k + \alpha c^{-1} u^k + \alpha c^{-2} (y^k - a)) (x) < 0 \} , \]

\[ \mathcal{A}_b^k := \{ x \in \Omega : (\lambda^k + \alpha c^{-1} u^k + \alpha c^{-2} (y^k - b)) (x) > 0 \} , \]

\[ \mathcal{A}^k := \Omega \setminus (\mathcal{A}_a^k \cup \mathcal{A}_b^k) . \]

(iii) Solve for \( (u^{k+1}, y^{k+1}, p^{k+1}, \lambda^{k+1}) \):

\[
\begin{align*}
Ay^{k+1} - u^{k+1} &= f, \\
A^* p^{k+1} + \lambda^{k+1} + y^{k+1} &= y_d, \\
\alpha u^{k+1} - p^{k+1} + c \lambda^{k+1} &= 0, \\
\lambda^{k+1} &= 0 \text{ on } \mathcal{A}^k, \\
c u^{k+1} + y^{k+1} &= a \text{ on } \mathcal{A}_a^k, \\
c u^{k+1} + y^{k+1} &= b \text{ on } \mathcal{A}_b^k.
\end{align*}
\]

Set \( k := k + 1 \), and continue with (ii).

4. Mesh independence

In this section we establish a mesh-independence result for our semismooth Newton method. It states that for any \( q \)-linear rate of convergence \( \theta \), there exists a radius \( \rho > 0 \) such that, for all \( h \) sufficiently small, the convergence basin of the primal-dual active-set method, Algorithm 2, or equivalently the semismooth Newton method, Algorithm 1, and the discrete counterparts contain the \( \rho \)-balls about their respective solutions. A similar result was proven in [14] for control constrained semilinear elliptic control problems. This type of mesh independence is in contrast to the strong mesh-independence principle like the one in [2] for smooth operator equations.

We consider a finite element discretization of (3.9). Here we only provide a brief description and refer to, for example, [4] for more details on appropriate discretizations in constrained optimal control of PDEs. In fact, let \( \mathcal{I}_h \) be a sufficiently regular subdivision (triangulation) of \( \Omega \) into subdomains \( T \in \mathcal{I}_h \) such that

\[ \hat{\Omega} = \bigcup_{T \in \mathcal{I}_h} T, \quad T_1, T_2 \in \mathcal{I}_h, \quad T_1 \neq T_2 \implies T_1 \cap T_2 \subset \partial T_1 \cup \partial T_2. \]

The subscript \( h \) refers to the maximal diameter of all elements. Motivated by (3.9) we next define the space

\[ U_h = \{ u_h : \Omega \to \mathbb{R} : u_h|_{\text{int}T} = \text{constant} \forall T \in \mathcal{I}_h \} \]
which we endow with the $L^2$-norm, that is, $\| \cdot \|_{U_h} = \| \cdot \|_{L^2}$. An appropriate discretization of (3.9) yields $\mathcal{F}_h : U_h \rightarrow U_h$ and in particular $\ell_h : U_h \rightarrow U_h$ and $p_h : U_h \rightarrow U_h$, the discrete versions of $\ell$ and $p$, respectively. We denote by $\bar{u}_h \in U_h$ the unique solution of $\mathcal{F}_h(u_h) = 0$. Further, discrete Newton maps of $\mathcal{F}_h$ are denoted by $\mathcal{G}_h$.

This allows us to define a discrete version of Algorithm 1, the discrete semismooth Newton iteration:

**ALGORITHM 3.**

(i) Choose $u^0_h \in U_h$, and set $k = 0$.

(ii) Unless some stopping rule is satisfied, compute $\mathcal{G}_h(u^k_h)$, a Newton map of $\mathcal{F}_h$ at $u^k_h$, and solve for $\delta u^k_h$:

$$
\mathcal{G}_h(u^k_h) \delta u^k_h = -\mathcal{F}_h(u^k_h). \tag{4.1}
$$

(iii) Set $u^{k+1}_h = u^k_h + \delta u^k_h$, and $k := k + 1$. Return to (ii).

For $\mathcal{F}_h$ based on (3.10), by a similar reasoning as in the continuous case, one can show that (4.1) is equivalent to the discrete version of (3.24)–(3.29) and Algorithm 3 is equivalent to the discrete analogue of the active-set method, Algorithm 2.

For the proof of our main assertion we need an auxiliary result concerning the mesh independence of (3.1). For this purpose recall that $\ell(u) = Lu + g$ with $L \in \mathcal{L}(L^2(\Omega), L^q(\Omega))$ and $g \in L^q(\Omega)$ with

$$
q \in \begin{cases} 
[1, \infty] & n = 1, \\
[1, \infty) & n = 2, \\
[1, 2 + \frac{4}{n-2}] & n \geq 3.
\end{cases}
$$

We also suppose that our discretization yields $\ell_h(u_h) = L_h u_h + g_h$ such that the following assumption holds true.

**ASSUMPTION 1.** There exist some $q > 2$ and some positive constant $K$ such that

$$
\lim_{h \to 0^+} \max \left( \| g - g_h \|_{L^q}, \| c^{-2}a - c^{-2}_h a_h \|_{L^2}, \| c^{-2}b - c^{-2}_h b_h \|_{L^2} \right) = 0, \tag{4.2}
$$

$$
\lim_{h \to 0^+} \| \bar{u}_h - \tilde{u} \|_{L^2} = 0,
$$

$$
\lim_{h \to 0^+} \| L_h \bar{u}_h - L \bar{u} \|_{L^q} = 0, \tag{4.3}
$$

$$
\| L_h \|_{L^2 \to L^q} \leq K.
$$

Note that due to (3.1), for given $\gamma \in (0, 1)$, there exists $\delta_0 > 0$ such that

$$
\| \mathcal{F}(\bar{u} + s) - \mathcal{F}(\tilde{u}) - \mathcal{G}(\bar{u} + s)s \|_{L^2} \leq \gamma \| s \|_{L^2} \quad \forall s \in L^2(\Omega), \quad \| s \|_{L^2} \leq \delta_0. \tag{4.4}
$$
Here $\mathcal{G}(\bar{u} + s)$ denotes an arbitrary Newton map of $\mathcal{F}$ at $\bar{u} + s$. For our main result we need the mesh independence of
\[
\|\mathcal{G}_h(u_h) - \mathcal{G}_h(\bar{u}_h) - \mathcal{G}_h(u_h) (u_h - \bar{u}_h)\|_{L^2_h} \quad \text{as } h \to 0 \quad (4.5)
\]
for arbitrary $\mathcal{G}_h(u_h)$ satisfying the discrete analogue of (3.1). Due to the structure of $\mathcal{G}_h$, that is,
\[
\mathcal{G}_h(u_h) = c^{-1}_h p_h(u_h) - \alpha c^{-1}_h u_h - \min\left(0, \ell_h(u_h) - \alpha c^{-2}_h a_h\right) - \max\left(0, \ell_h(u_h) - \alpha c^{-2}_h b_h\right), \quad (4.6)
\]
with $p_h$ affine linear, we only have to focus on the max- and min-terms, respectively, when proving the mesh independence of (4.5). We define
\[
\mathcal{G}_{\text{max}}(u) := \max\left(0, \ell(u) - \alpha c^{-2}_h b\right).
\]
In what follows, the Newton maps of $\mathcal{G}_{\text{max}}$ are denoted by $\mathcal{G}_{\text{max}}$. Their discrete counterparts are $\mathcal{G}_{\text{max},h}$ and $\mathcal{G}_{\text{max},h}$, respectively.

**Lemma 4.1.** Suppose that Assumption 1 holds true, and
\[
\left|\left\{|L \bar{u} + g - \alpha c^{-2}_h b = 0\right\}\right| = \left|\left\{|L u + g - \alpha c^{-2}_h b = 0\right\}\right| = 0 \quad (4.7)
\]
is satisfied. Further assume that
\[
\mathcal{G}_{\text{max}}(u) = \mathcal{G}_{\text{max},h}^{m_i,m_h} \left(L u + g - \alpha c^{-2}_h b\right) L
\]
(see Remark 1 for the definition of $\mathcal{G}_{\text{max},h}^{m_i,m_h}$) and its discrete analogue are chosen as the Newton maps of $\mathcal{G}_{\text{max}}$ and $\mathcal{G}_{\text{max},h}$, respectively. Then, for $\gamma \in (0, 1)$, there exists $\delta > 0$ and $\bar{h} > 0$ such that $\forall u \in L^2(\Omega), \|u - \bar{u}\|_{L^2} \leq \delta$,
\[
\|\mathcal{G}_{\text{max}}(u) - \mathcal{G}_{\text{max}}(\bar{u}) - \mathcal{G}_{\text{max}}(u)(u - \bar{u})\|_{L^2} \leq \gamma \|u - \bar{u}\|_{L^2}
\]
as well as
\[
\|\mathcal{G}_{\text{max},h}(u_h) - \mathcal{G}_{\text{max},h}(\bar{u}_h) - \mathcal{G}_{\text{max},h}(u_h)(u_h - \bar{u}_h)\|_{L^2_h} \leq \gamma \|u_h - \bar{u}_h\|_{L^2_{\text{h}}}, \quad \forall u_h \in U_h, \|u_h - \bar{u}_h\|_{L^2_{\text{h}}} \leq \delta, \quad \forall h \in (0, \bar{h}].
\]

**Proof.** For $\epsilon > 0$ and $0 < \eta \leq \epsilon$ define the sets
\[
\Omega(\epsilon) := \left\{|L \bar{u} + g - \alpha c^{-2}_h b| < \epsilon\right\}, \quad \Omega_h(\epsilon) := \left\{|L_h \bar{u}_h + g_h - \alpha c^{-2}_h b_h| < \epsilon\right\},
\]
\[
\Omega_h^1(\epsilon) := \left\{|L_h(u_h - \bar{u}_h)| < \eta\right\} \setminus \Omega_h(\epsilon), \quad \Omega_h^2(\epsilon) := \Omega_h(\epsilon) \cup \left\{|L_h(u_h - \bar{u}_h)| \geq \eta\right\}.
\]
Note that $\Omega_h^1(\epsilon) \cup \Omega_h^2(\epsilon) = \Omega$. Further define the remainder term
\[
R_h(u_h; \bar{u}_h) := \mathcal{G}_{\text{max},h}(u_h) - \mathcal{G}_{\text{max},h}(\bar{u}_h) - \mathcal{G}_{\text{max},h}(u_h)(u_h - \bar{u}_h).
\]
On $\Omega_h^1(\epsilon)$ we have $R_h(u_h; \bar{u}_h) = 0$. Indeed:
(1) For $x \in \Omega$ with $(L_h \bar{u}_h + g_h - \alpha c_h^2 b_h)(x) \geq \epsilon$ and $|L_h(u_h - \bar{u}_h)(x)| < \eta$, we obtain

$$(L_h \bar{u}_h + g_h - \alpha c_h^2 b_h)(x) \geq \epsilon \geq \eta > (L_h(u_h - \bar{u}_h))(x)$$

and, hence,

$$(L_h u_h + g_h - \alpha c_h^2 b_h)(x) > 0.$$ 

As a consequence, we have

$$R_h(u_h; \bar{u}_h)(x) = (L_h u_h + g_h - \alpha c_h^2 b_h)(x) - (L_h \bar{u}_h + g_h - \alpha c_h^2 b_h)(x)$$

$$= (L_h (u_h - \bar{u}_h))(x) - (L_h (u_h - \bar{u}_h))(x) = 0.$$ 

(2) For $x \in \Omega$ with $(L_h \bar{u}_h + g_h - \alpha c_h^2 b_h)(x) \leq -\epsilon$ and $|L_h(u_h - \bar{u}_h)(x)| < \eta$ we get

$$(L_h \bar{u}_h + g_h - \alpha c_h^2 b_h)(x) \leq -\epsilon \leq -\eta < (L_h(u_h - \bar{u}_h))(x)$$

and, hence,

$$(L_h u_h + g_h - \alpha c_h^2 b_h)(x) < 0.$$ 

Consequently, we infer $\mathcal{G}_{\max,h}(u_h)(x) = 0$ and $R_h(u_h; \bar{u}_h)(x) = 0$.

Summarizing both cases we have

$$R_h(u_h; \bar{u}_h)(x) = 0 \quad \forall x \in \Omega^1(\varepsilon).$$

The estimate on $\Omega^2(\varepsilon)$ is more delicate. We make use of the following fact: For $v \in L^q(\Omega)$, $q > 2$ and \( \eta > 0 \) we have

$$\|\{v| \geq \eta\}\| \leq \frac{1}{\eta^q}\|v\|_{L^q}^q. \quad (4.8)$$

For $\mu > 0$, this estimate implies

$$\|\{L_h(u_h - \bar{u}_h)| \geq \eta\}\| \leq \frac{1}{\eta^q}\|L_h(u_h - \bar{u}_h)\|_{L^q} \leq \frac{1}{\eta^q}\|L_h\|_{L^q \to L^q}\|u_h - \bar{u}_h\|_{L^q} \leq \mu \quad (4.9)$$

for $\|u_h - \bar{u}_h\|_{L^q} \leq \delta$ with

$$\delta := \min\left(\delta_0, \frac{\eta \sqrt{\mu}}{\|L_h\|_{L^q \to L^q}}\right) > 0$$

and $\delta_0$ from (4.4). Observe that $|\max(0, r) - \max(0, s)| \leq |r - s|$. We, thus, conclude

$$\|R_h(u_h; \bar{u}_h)\|_{L^q} \leq \max(0, L_h u_h + g_h - \alpha c_h^2 b_h) - \max(0, L_h \bar{u}_h + g_h - \alpha c_h^2 b_h)$$

$$- \mathcal{G}_{\max,h}^{m_1, m_2} (L_h(u_h + g_h - \alpha c_h^2 b_h)L_h(u_h - \bar{u}_h))_{L^q}$$

$$\leq \|L_h(u_h - \bar{u}_h)\|_{L^q} + \|\mathcal{G}_{\max,h}^{m_1, m_2} (L_h(u_h + g_h - \alpha c_h^2 b_h)L_h(u_h - \bar{u}_h))_{L^q}$$

$$\leq (1 + \max(|m_1|, |m_2|)) \|L_h\|_{L^q \to L^q}\|u_h - \bar{u}_h\|_{L^q}. \quad (4.10)$$
Further note that our assumption (4.7) implies

$$|\Omega(\epsilon)| = \left| \left\{ \left| L\bar{u} - g - \alpha c^{-2}b \right| < \epsilon \right\} \right| \to 0 \quad \text{as} \quad \epsilon \downarrow 0. \quad (4.11)$$

We next use the last two equations to establish the desired estimate of $R_h(u_h; \bar{u}_h)$ on $\Omega_h^2(\epsilon)$.

(3) Consider $x \in \Omega$ such that

$$d_h(\bar{u}, \bar{u}_h)(x) := (L\bar{u} + g - \alpha c^{-2}b)(x) - (L_h\bar{u}_h + g_h - \alpha c^{-2}b_h)(x) > \epsilon. \quad (4.12)$$

Now assume that $x \in \Omega(2\epsilon)$ satisfies (4.12). Then

$$2\epsilon > (L\bar{u} + g - \alpha c^{-2}b)(x)$$

$$= (L\bar{u} + g - \alpha c^{-2}b - L_h\bar{u}_h - g_h + \alpha c^{-2}b_h)(x) + (L_h\bar{u}_h + g_h - \alpha c^{-2}b_h)(x)$$

$$> \epsilon + (L_h\bar{u}_h + g_h - \alpha c^{-2}b_h)(x),$$

which implies

$$(L_h\bar{u}_h + g_h - \alpha c^{-2}b_h)(x) < \epsilon.$$  

Similarly we obtain

$$(L_h\bar{u}_h + g_h - \alpha c^{-2}b_h)(x) > -\epsilon.$$  

We hence conclude

$$\Omega_h(\epsilon) \subset \Omega(2\epsilon) \cap \{d_h(\bar{u}, \bar{u}_h) > \epsilon\}. \quad (4.13)$$

Since $d_h(\bar{u}, \bar{u}_h) \in L^q(\Omega)$, (4.8) yields

$$|\{|d_h(\bar{u}, \bar{u}_h) > \epsilon\}| \leq \frac{1}{\epsilon^q} \|d_h(\bar{u}, \bar{u}_h)\|_{L^q}. \quad (4.14)$$

The estimate

$$\|d_h(\bar{u}, \bar{u}_h)\|_{L^q} \leq \|g - g_h\|_{L^q} + \alpha\|c^{-2}b - c^{-2}b_h\|_{L^q} + \|L\bar{u} - L_h\bar{u}_h\|_{L^q},$$

(4.2), (4.3) and (4.14) yield

$$|\{|d_h(\bar{u}, \bar{u}_h) > \epsilon\}| \to 0 \quad \text{as} \quad h \to 0^+. \quad (4.15)$$

Using (4.11) and (4.15), for $\mu > 0$ there exist $\epsilon = \epsilon(\mu) > 0$ and $h_1 = h_1(\epsilon) > 0$ such that for all $h \leq h_1$ we obtain

$$|\Omega(2\epsilon)| \leq \frac{\mu}{2} \quad \text{and} \quad |\{|d_h(\bar{u}, \bar{u}_h) > \epsilon\}| \leq \frac{\mu}{2}$$

and therefore

$$|\Omega_h(\epsilon)| \leq \mu \quad (4.16)$$

by (4.13).
(4) Since \( q > 2 \), Hölder’s inequality and the estimates (4.10), (4.16) and (4.9) yield
\[
\| R_h (u_h; \tilde{u}_h) \|_{L^2(\Omega_h^*)} \leq \left| \Omega_h^2 (\varepsilon) \right|^{\frac{1}{q-1}} \| R_h (u_h; \tilde{u}_h) \|_{L^2(\Omega_h^*)} 
\leq (1 + \max(|m|, |m_a|)) (2\mu)^{\frac{q}{q-2}} \| L_h \|_{L^1 \rightarrow L^q} \| u_h - \tilde{u}_h \|_{U_h}
\]
for \( \| u_h - \tilde{u}_h \|_{U_h} \leq \delta \).

(5) For \( \gamma \in (0, 1) \) we choose
\[
\mu = \frac{1}{2} \left( \frac{\gamma}{(1 + \max(|m|, |m_a|)) \| L_h \|_{L^1 \rightarrow L^q}} \right)^{\frac{2q}{q-2}}
\]
and \( \epsilon = \epsilon (\mu) \), \( \bar{h} = h_1 (\epsilon) \), \( \delta = \delta (\mu, \epsilon) \). Then, for all \( h \leq \bar{h} \), we have
\[
\| R_h (u_h; \tilde{u}_h) \|_{U_h} \leq \gamma \| u_h - \tilde{u}_h \|_{U_h} \quad \forall u_h \in U_h, \quad \| u_h - \tilde{u}_h \|_{U_h} \leq \delta.
\]
This proves the assertion. \( \square \)

The same proof technique yields a similar result for the min-operation in (3.9), that is,
\[
\mathcal{F}_{\text{min}} (u) := \min (0, \ell (u) - \alpha c^{-2} a)
\]
and its discrete version \( \mathcal{F}_{\text{min}, h} \) in (4.6).

**Lemma 4.2.** Suppose that Assumption 1 holds true, and
\[
\left| \{ \ell (\bar{u}) = \alpha c^{-2} a = 0 \} \right| = \left| \{ L \bar{u} + g - \alpha c^{-2} a = 0 \} \right| = 0
\]
is satisfied. Further assume that
\[
\mathcal{F}_{\text{min}} (u) = \mathcal{G}_{\text{min}}^{m, m_a} \left( L u + g - \alpha c^{-2} a \right)
\]
(see Remark 1 for the definition of \( \mathcal{G}_{\text{min}}^{m, m_a} \) and its discrete analogue are chosen as the
Newton maps of \( \mathcal{F}_{\text{min}} \) and \( \mathcal{F}_{\text{min}, h} \), respectively. Then, for \( \gamma \in (0, 1) \), there exist \( \delta > 0 \)
and \( \bar{h} > 0 \) such that
\[
\| \mathcal{F}_{\text{min}} (u) - \mathcal{F}_{\text{min}} (\bar{u}) - \mathcal{F}_{\text{min}} (u) (u - \bar{u}) \|_{L^2} \leq \gamma \| u - \bar{u} \|_{L^2}
\]
\[\forall u \in L^2 (\Omega), \quad \| u - \bar{u} \|_{L^2} \leq \delta,
\]
as well as
\[
\| \mathcal{F}_{\text{min}, h} (u_h) - \mathcal{F}_{\text{min}, h} (\bar{u}_h) - \mathcal{F}_{\text{min}, h} (u_h) (u_h - \bar{u}_h) \|_{U_h} \leq \gamma \| u_h - \bar{u}_h \|_{U_h}
\]
\[\forall u_h \in U_h, \quad \| u_h - \bar{u}_h \|_{U_h} \leq \delta, \quad \forall h \in (0, \bar{h}].
\]

Combining Lemmas 4.1 and 4.2, we obtain the following mesh-independence result.
PROPOSITION 4.3. Let the assumptions of Lemmas 4.1 and 4.2 hold true. Further assume that for \( u \in L^2(\Omega) \) and \( u_h \in U_h \) with \( \| u - u_h \|_{L^2} \to 0 \) as \( h \to 0^+ \) we have
\[
\left\| c^{-1}p(u) - c_h^{-1}p_h(u_h) \right\|_{L^2} \to 0 \quad \text{as} \quad h \to 0^+.
\]
Then, for \( \gamma \in (0, 1) \), there exist \( \delta > 0 \) and \( \bar{h} > 0 \) such that
\[
\| \mathcal{F}(u) - \mathcal{F}(\bar{u}) - \mathcal{F}(u)(u - \bar{u}) \|_{L^2} \leq \gamma \| u - \bar{u} \|_{L^2}
\]
\[
\forall u \in L^2(\Omega), \quad \| u - \bar{u} \|_{L^2} \leq \delta,
\]
and in the discrete case
\[
\| \mathcal{F}_h(u_h) - \mathcal{F}_h(\bar{u}_h) - \mathcal{F}_h(u_h)(u_h - \bar{u}_h) \|_{U_h} \leq \gamma \| u_h - \bar{u}_h \|_{U_h}
\]
\[
\forall u_h \in U_h, \quad \| u_h - \bar{u}_h \|_{U_h} \leq \delta, \quad \forall h \in (0, \bar{h}].
\]

PROOF. Note that \( p \) and \( p_h \) are affine linear. Hence
\[
p(u_h) - p(\bar{u}_h) - p'(u_h)(u_h - \bar{u}_h) = 0.
\]
This fact, together with Lemmas 4.1 and 4.2, yields the assertion. \( \square \)

Our mesh-independence result now follows from [14, Theorem 3]. Here we only state the theorem and refer to [14] for the proof.

THEOREM 4.4. Let the assumptions of Proposition 4.3 hold true. Then, for arbitrarily fixed \( \theta \in (0, 1) \), there exists \( \tilde{\delta} > 0 \) and \( \bar{h} > 0 \) such that for all \( h \leq \bar{h} \) and \( k \in \mathbb{N}_0 \)
\[
\| u^{k+1} - \bar{u} \|_{L^2} \leq \theta \| u^k - \bar{u} \|_{L^2},
\]
\[
\| u^{k+1}_h - \bar{u}_h \|_{L^2} \leq \theta \| u^k_h - \bar{u}_h \|_{U_h}
\]
provided that \( \max(\| u^0 - \bar{u} \|_{L^2}, \| u^0_h - \bar{u}_h \|_{U_h}) \leq \tilde{\delta} \).

In Section 5 we provide a validation of the above result. In fact, in our numerical tests we even observe strong mesh independence, that is, for \( h \) sufficiently small and for fixed \( \epsilon > 0 \) the algorithm stops with \( \| u^k_h - \bar{u}_h \|_{U_h} \leq \epsilon \) after essentially the same number of iterations regardless of the mesh size of discretization.

5. Numerics

Now we report on the numerical behaviour of Algorithm 3. Among other aspects, we aim at numerically verifying our mesh-independence result, Theorem 4.4. Further we study our algorithm when solving degenerate problems.
Below we denote by $y_h, u_h, \ldots$ the coefficient vectors for the corresponding finite element representation. We assume that $y_h, p_h \in \mathbb{R}^{n_h^y}$ and $u_h, \lambda_h \in \mathbb{R}^{n_h^u}$, where $n_h^y$ and $n_h^u$ depend on the mesh size of discretization. Concerning the data $a, b, c, f$ (which we assume to be in $L^2(\Omega)$ for simplicity), and $y_d$ we employ a piecewise constant (over every triangle $T$) discretization. We therefore have $a_h, b_h, c_h, f_h, y_d,h \in \mathbb{R}^{n_h^y}$, respectively. For later use we also introduce the mass matrices $M_h^0 \in \mathbb{R}^{n_h^y \times n_h^y}$ and $M_h^1 := (M_h^0)^T M_h^0 \in \mathbb{R}^{n_h^u \times n_h^u}$. Further, we denote by $C_h$ the diagonal matrix $\text{diag}(c_h)$ with entries $c_{h,i}, i = 1, \ldots, n_h^u$.

In all of our test runs reported on below, we initialize Algorithm 3 by setting $\lambda_h^0 = 0$ and computing $(y_h^0, u_h^0, p_h^0)$ as the solution to

$$A_h y_h - (M_h^0)^T u_h = (M_h^0)^T f_h, \quad A_h^T p_h + M_h^1 y_h = (M_h^0)^T y_d,h, \quad \alpha u_h - M_h^0 p_h = 0.$$ 

This procedure provides our initial $u_h^0$. Note that $(y_h^0, u_h^0, p_h^0, \lambda_h^0)$ corresponds to the solution of the unconstrained version of (1.1). We stop the algorithm if the active sets $(\mathcal{A}_{a,h}^{k+1}, \mathcal{A}_{b,h}^{k+1})$ and $(\mathcal{A}_{a,h}^k, \mathcal{A}_{b,h}^k)$ coincide for $k \geq 1$ or as soon as the norm of the residual of the first-order optimality system drops below a prescribed tolerance. Above, we denote by $\mathcal{A}_{a,h}^k, \mathcal{A}_{b,h}^k$ the discrete analogues of $\mathcal{A}_a^k, \mathcal{A}_b^k$ in (3.15) and (3.16). Assuming that the linear systems are solved exactly in Algorithm 3, then the first stopping rule yields the exact solution of the discrete problem.

**Theorem 5.1.** Let \{${u_h^k}$\} be computed by Algorithm 3. If for $k \geq 1$ we have $(\mathcal{A}_{a,h}^{k+1}, \mathcal{A}_{b,h}^{k+1}) = (\mathcal{A}_{a,h}^k, \mathcal{A}_{b,h}^k)$, then $(u_h^{k+1}, y_h^{k+1}, f_h^{k+1}, \lambda_h^{k+1})$ solves

$$A_h y_h - (M_h^0)^T u_h = (M_h^0)^T f_h, \quad A_h^T p_h + (M_h^0)^T \lambda_h + M_h^1 y_h = (M_h^0)^T y_d,h, \quad \alpha u_h - M_h^0 p_h + C_h \lambda_h = 0,$$

and the complementarity system

$$a_h \leq C_h u_h + M_h^0 y_h \leq b_h,$$

$$\lambda_{h,i} < 0 \quad \text{for all } i \in \mathcal{A}_{a,h}^{k+1},$$

$$\lambda_{h,i} > 0 \quad \text{for all } i \in \mathcal{A}_{b,h}^{k+1},$$

$$\lambda_{h,i} = 0 \quad \text{for all } i \in \mathcal{A}_{h,h}^{k+1}.$$

**Proof.** First notice that due to the equivalence of Algorithm 3 to the discrete analogue of Algorithm 2 the system (5.1)-(5.3) is satisfied in every iteration $k$. Hence, we only need to check (5.4)-(5.6). If $\mathcal{A}_{a,h}^{k+1} = \mathcal{A}_{a,h}^k$, then, for $i \in \mathcal{A}_{a,h}^{k+1}$, we have $c_{h,i} u_{h,i}^{k+1} + (M_h^0 y_{h,i}^{k+1}) = a_{h,i}$ and

$$0 > \lambda_{h,i}^{k+1} + \alpha c_{h,i}^{-2} (c_{h,i} u_{h,i}^{k+1} + (M_h^0 y_{h,i}^{k+1}) - a_{h,i}) = \lambda_{h,i}^{k+1}.$$
Similarly, if \( \mathcal{A}_{b,h}^{k+1} = \mathcal{A}_{b,h}^k \), then we get

\[
\lambda_{h,i}^{k+1} > 0 \quad \text{and} \quad c_{h,i} u_{h,i}^{k+1} + (M_h^0 y_h^{k+1})_i = b_{h,i} \quad \text{for all} \ i \in \mathcal{A}_{b,h}^{k+1}.
\]

Finally, for \( i \in \mathcal{A}_{b,h}^{k+1} = \mathcal{A}_h^k \) we have

\[
\lambda_{h,i}^{k+1} = 0 \quad \text{and} \quad a_{h,i} \leq c_{h,i} u_{h,i}^{k+1} + (M_h^0 y_h^{k+1})_i \leq b_{h,i}.
\]

This ends the proof.

Subsequently we focus on the following test problems. In all cases we have \( \Omega = (0, 1)^2 \).

### 5.1. Problems

Next we specify our test problems.

**EXAMPLE 1.** With \( \mathbf{x} = (x_1, x_2) \), the data for this example are:

\[
y_d(x) = \sin(5\pi x_1) + \cos(10\pi x_2), \quad f(x) = -\exp(x_1), \quad a(x) = -0.1|x_1 + x_2 - 1|,
\]

\[b = 0.045 + a, \quad c(x) = 0.0025(1 + (x_1 - 0.5)^2 + (x_2 - 0.5)^2) \text{ and } \alpha = 0.001.\]

In Figure 1 we depict the optimal state \( \tilde{y}_h \), the optimal control \( \tilde{u}_h \), the corresponding optimal Lagrange multiplier \( \tilde{\lambda}_h \) and the active set (black regions) for \( h = 1/256 \). Note that due to the active regions next to the boundary in the lower left and upper right corners of the domain and the requirement \( y_3 = 0 \), the Lagrange multiplier becomes large in these regions.

**EXAMPLE 2.** The data are as in Example 1 except that \( b = -a \). Notice that we have \( a = b \) along the diagonal \( \{x \in \Omega : |x_1 + x_2 - 1| = 0\} \) of the unit square (= \( \Omega \)). As a consequence \( a < b \) is violated on a set of measure zero in \( \mathbb{R}^2 \). The discrete optimal state, control, multiplier and active set are shown in Figure 2.

**EXAMPLE 3.** The data are as in Example 1 except for \( c \) and \( \alpha \), which are now

\[
c(x) = 7.5E-4(1 + (x_1 - 0.5)^2 + (x_2 - 0.5)^2) \text{ and } \alpha = 0.1.
\]

Notice that this choice increases the quotient \( \alpha/c^2 \) when compared to the one in Example 1. This fact and the resulting active-set structure make this problem more challenging than Example 1. The discrete optimal state and the active set can be found in Figure 3. Due to the requirements \( \tilde{y}|_{\partial \Omega} = 0 \) and \( a \leq c \tilde{u} + \tilde{y} \leq b \), the control action close to the lower left and upper right corners (where we have \( b < 0 \)) is more pronounced than the one in Example 1.

**EXAMPLE 4.** The construction of this test problem yields a highly degenerate, that is, very flat transition of \( c \tilde{u} + \tilde{y} \) into the active set. As can be seen from Figure 4, \( \tilde{\lambda} \) is also highly degenerate. This usually poses severe difficulties for numerical algorithms.
due to possible instabilities in the active set detection. For the problem formulation we slightly extend the objective function in (1.1) by considering

$$J(y, u) = \frac{1}{2} \| y - y_d \|_{L^2}^2 + \frac{\alpha}{2} \| u - u_d \|_{L^2}^2.$$  

The remaining problem data are as follows: Set $g(x) := x_1^8(1 - x_1)x_2(1 - x_2)$, $c \equiv 0.5$, and define the optimal control and state by setting $\bar{u} := g$, $\bar{y} := g - c \bar{u}$. The source term in the state equation is chosen as $f = A(g - c \bar{u}) - \bar{u}$. Next fix $t(x) := (x_1 - 0.5)^2 + (x_2 - 0.3)^2 - 0.4$ and determine $\mathcal{A}_t := \{ t \geq 0 \}$ and $\mathcal{A}_t = \Omega \setminus \mathcal{A}_t$. Then the upper bound is defined by $b := \chi_{\mathcal{A}_t} g + \chi_{\mathcal{A}_t}(g + t^8)$, and the lower bound is $a \equiv -\infty$. The optimal multiplier is $\lambda = \chi_{\mathcal{A}_t} |t|^4$, and the adjoint state is $\tilde{p} = 10x_1(1 - x_1)x_2(1 - x_2) \sin(5\pi x_1)$. Then the desired state is computed as $y_d = A \tilde{p} + \lambda + \bar{y}$. Finally, we set $u_d = \bar{u} + \alpha^{-1}(c \lambda - \tilde{p})$ with $\alpha = 1E-5$. Figure 4 contains the discrete solution, the corresponding multiplier and the active set (black).
Discrete optimal state \((h = 1/256)\)  Discrete optimal control \((h = 1/256)\)

Discrete multiplier \((h = 1/256)\)  Active (black) and inactive (white) sets

**FIGURE 2.** Example 2: Optimal state \(\tilde{y}_h\) (upper left), optimal control \(\tilde{u}_h\) (upper right), corresponding Lagrange multiplier \(\tilde{\lambda}_h\) (lower left), and active set (in black; lower right) for \(h = 1/256\).

Discrete optimal state \((h = 1/256)\)  Active (black) and inactive (white) sets

**FIGURE 3.** Example 3: Optimal state \(\tilde{y}_h\) (left) for \(h = 1/256\) and the active set (in black; right) for \(h = 1/512\).
5.2. Mesh independence In the following tables, for the numerical validation of Theorem 4.4 we provide the quotients

\[ q_h^k = \frac{\| u_h^k - u_h^* \|_{U_h}}{\| u_h^{k-1} - u_h^* \|_{U_h}}, \quad k = 1, 2, 3, \ldots, \]

where \( u_h^* \) denotes the discrete optimal control which is obtained by restricting the discrete solution for the mesh size 1/512 to the current mesh of mesh size \( h \). Here we use the restriction operator corresponding to the nine-point-interpolation scheme. For Examples 1, 2 and 4, Tables 1–3 depict the behaviour of \( q_h^k \) for various mesh sizes (rows). The qualitative behaviour of \( q_h^k \) for Example 3 is similar.

Upon studying Tables 1–3 we can draw the following conclusions: For each fixed mesh size (row) Algorithm 3 converges superlinearly, that is, the quotients \( q_h^k \) tend to zero. The increase of \( q_h^k \) from the next to the last column, respectively in each table, is related to the restriction process for obtaining \( u_h^* \). If we study the behaviour of...
these critical quotients along the columns, we observe a stabilizing (even decreasing) behavior. The mesh independence (validation of Theorem 4.4) of Algorithm 3 is reflected by $q_h^k$ along the columns of each table. For each test example we clearly detect a stable behaviour of $q_h^k$ as the mesh is refined. As a consequence, we obtain a mesh-independent superlinear convergence. We further observe that for each example the algorithm requires essentially the same number of iterations until successful termination. This effect, which is beyond our theoretical result, is known as strong mesh independence; see [2] for smooth operator equations. Also note that the mesh-independent convergence of our algorithm is not influenced by the degeneracy of the solution of Example 4. Although the optimal solutions, the adjoint states and the Lagrange multipliers on various meshes reflect this numerical stability, the active set detection is indeed affected. In Figure 5, we show the active sets upon termination of the algorithm when solving Example 4 for mesh sizes $h$ ranging from 1/32 to 1/256. The active set for $h = 1/512$ is depicted in Figure 4 (lower right plot). It coincides with the true active set on the underlying mesh.

Table 1. Example 1: Mesh-independent behaviour of (convergence) quotient $q_h^k$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/32</td>
<td>0.633 0.386</td>
<td>0.315 0.389</td>
<td>0.977 –</td>
<td>0.389 0.389</td>
<td>0.977 –</td>
</tr>
<tr>
<td>1/64</td>
<td>0.570 0.394</td>
<td>0.309 0.161</td>
<td>0.577 –</td>
<td>0.394 0.394</td>
<td>0.969 –</td>
</tr>
<tr>
<td>1/128</td>
<td>0.542 0.394</td>
<td>0.313 0.147</td>
<td>0.149 0.969</td>
<td>0.394 0.394</td>
<td>0.969 –</td>
</tr>
<tr>
<td>1/256</td>
<td>0.528 0.396</td>
<td>0.314 0.145</td>
<td>0.047 0.624</td>
<td>0.395 0.395</td>
<td>0.977 –</td>
</tr>
<tr>
<td>1/512</td>
<td>0.521 0.395</td>
<td>0.313 0.144</td>
<td>0.036 0.002</td>
<td>0.395 0.395</td>
<td>0.977 –</td>
</tr>
</tbody>
</table>

Table 2. Example 2: Mesh-independent behaviour of (convergence) quotient $q_h^k$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
<th>$q_h^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/32</td>
<td>0.930 0.362</td>
<td>0.185 0.773</td>
<td>– –</td>
<td>0.362 0.362</td>
<td>– –</td>
</tr>
<tr>
<td>1/64</td>
<td>0.937 0.393</td>
<td>0.149 0.233</td>
<td>– –</td>
<td>0.393 0.393</td>
<td>– –</td>
</tr>
<tr>
<td>1/128</td>
<td>0.945 0.391</td>
<td>0.154 0.085</td>
<td>0.585 –</td>
<td>0.391 0.391</td>
<td>– –</td>
</tr>
<tr>
<td>1/256</td>
<td>0.946 0.397</td>
<td>0.152 0.063</td>
<td>0.157 –</td>
<td>0.397 0.397</td>
<td>5E-5 –</td>
</tr>
<tr>
<td>1/512</td>
<td>0.946 0.397</td>
<td>0.152 0.062</td>
<td>0.015 5E-5</td>
<td>0.397 0.397</td>
<td>– –</td>
</tr>
</tbody>
</table>

5.3. Comparison with a short-step path-following interior-point method. The recent paper [19] establishes a convergence result for a short-step path-following interior-point method (SPF) in function space for the solution of the unilaterally constrained version of (1.1). We point out that for more progressive versions of path-following interior-point methods (such as long-step methods or predictor-corrector algorithms; see, for example, [25]) to date no function space analysis is available. It is therefore of interest to compare SPFs with our semismooth Newton (SSN), or equivalently primal-dual active-set, framework.
TABLE 3. Example 4: Mesh-independent behaviour of (convergence) quotient \(q_h^k\).

<table>
<thead>
<tr>
<th>(h)</th>
<th>(q_h^k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1/32)</td>
<td>0.010E-1 0.403E-1 0.586E-1 0.540E-1 0.416E-1 –</td>
</tr>
<tr>
<td>(1/64)</td>
<td>0.013E-1 0.403E-1 0.728E-1 0.526E-1 0.286E-1 –</td>
</tr>
<tr>
<td>(1/128)</td>
<td>0.013E-1 0.365E-1 0.649E-1 0.521E-1 0.312E-1 3.151E-1</td>
</tr>
<tr>
<td>(1/256)</td>
<td>0.013E-1 0.357E-1 0.681E-1 0.499E-1 0.302E-1 3.282E-1</td>
</tr>
<tr>
<td>(1/512)</td>
<td>0.013E-1 0.358E-1 0.682E-1 0.503E-1 0.274E-1 0.979E-1</td>
</tr>
</tbody>
</table>

Consider the duality measure

\[ \mu_h^k := \frac{1}{2n_h} \sum_{i=1}^{n_h} z_{h,i} w_{h,i}, \]

with \(z_h = ((\lambda_{a,h}^k)^T, (\lambda_{b,h}^k)^T)^T \in \mathbb{R}^{2n_h}\) and \(w_h = (w_{a,h}^T, w_{b,h}^T)^T \in \mathbb{R}^{2n_h}, w \geq 0\), denotes a vector of slack variables such that

\[ C_h u_h^k + M_h^y h^k - a_h - w_{a,h} = 0, \]
\[ C_h u_h^k + M_h^y h^k - b_h + w_{b,h} = 0. \]

We stop the interior-point method as soon as \(\mu_h^k\) drops below some prescribed tolerance \(\epsilon_\mu > 0\). In Table 4 we report on the number of iterations required until successful termination for various mesh sizes \(h\).

TABLE 4. Comparison of iteration numbers required by a short-step path-following interior-point method (SPF) and by our semismooth Newton method (SSN).

<table>
<thead>
<tr>
<th>Alg.</th>
<th>(h = 1/32)</th>
<th>1/64</th>
<th>1/128</th>
<th>1/256</th>
<th>1/512</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPF</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>SSN</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>SPF</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>SSN</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>SPF</td>
<td>64</td>
<td>64</td>
<td>63</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>SSN</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>SPF</td>
<td>17</td>
<td>17</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>SSN</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>
From the results in Table 4 we find that in all test cases the SSN requires a significantly smaller number of iterations than the SPF. In Figure 6, for the degenerate Example 4 we depict the active-set estimates upon termination of the SPF for various mesh sizes.

Comparing these results with the ones for the SSN in Figures 4 and 5, we see that the SSN yields better approximations of the true active sets than the SPF.

5.4. Coarse-to-fine sweep. Next we report on the speed-up of the solution process when combining Algorithm 3 with a coarse-to-fine sweep with respect to the underlying meshes. Starting on the coarsest mesh ($h = 1/4$ on our regular triangulation) Algorithm 3 is used for computing the numerical solution which is then prolonged to the next finer mesh. The prolonged coarse-mesh solution is taken as the starting point for Algorithm 3 on the fine mesh. This cycle is repeated until a desired mesh size is reached. In Table 5 we report on the results for Examples 1 and 3. In the penultimate column, in parenthesis we provide the number of iterations needed by Algorithm 3 on the finest mesh ($h = 1/512$ in our case) without the coarse-to-fine technique. The last column contains the ratio of the CPU-time consumed by Algorithm 3 with coarse-to-fine feature versus the CPU-time without the mesh refinement.

From the results in Table 5 we infer that the coarse-to-fine sweep speeds up the
FIGURE 6. Short-step path-following interior-point method (SPF) for Example 4: Active sets upon termination of the SPF for mesh sizes $h = 1/128$, $h = 1/256$ and $h = 1/512$ (from left to right).

TABLE 5. Coarse-to-fine sweep combined with Algorithm 3 for $h_i = 2^{-i}$, $i = 2, 3, \ldots, 9$ (from left to right).

<table>
<thead>
<tr>
<th>Problem</th>
<th>#iterations/h</th>
<th>CPU-ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1</td>
<td>3 3 3 2 2 1 1 (6)</td>
<td>0.41</td>
</tr>
<tr>
<td>Example 3</td>
<td>1 2 2 7 3 2 1 (11)</td>
<td>0.26</td>
</tr>
</tbody>
</table>

overall solution process (CPU-ratio < 1) considerably. It provides excellent initial points on the fine meshes ($h < 1/128$ in our examples) such that Algorithm 3 requires at most two iterations until successful termination on these fine meshes. The results for Examples 2 and 4 are similar to the ones for Example 1. In the case of Example 3 we point out that only for $h = 1/32$ (and smaller) the problem features are resolved reasonably well (with increasing accuracy as $h$ decreases). Therefore, Algorithm 3 requires seven iterations for $h = 1/32$ where it encounters these problem features for the first time in our mesh refinement process. Again, the subsequent applications of Algorithm 3 benefit from excellent initial points.

6. Asymptotics and Hölder regularity

Whenever (1.1) is the result of a Lavrentiev-type regularization of the state-constrained problem (1.2) with $c \equiv \epsilon > 0$, it is of interest to study the asymptotic
to $\epsilon$ when solving (1.2) numerically, certain convergence and smoothness properties of the solution $(y_\epsilon, u_\epsilon)$ of (1.1) with $c \equiv \epsilon$ with respect to $\epsilon$ are of interest. These issues are addressed next. For ease of presentation we restrict ourselves to the unilaterally constrained case with $f \equiv 0$, that is, we consider

$$\begin{align*}
\text{minimize} & \quad J(y, u) := \frac{1}{2} \| y - y_d \|_{L^2}^2 + \frac{\alpha}{2} \| u \|_{L^2}^2 \\
\text{over} & \quad (y, u) \in H^1_0(\Omega) \times L^2(\Omega), \\
\text{subject to} & \quad Ay = u \quad \text{in } \Omega, \\
& \quad y \leq b \quad \text{a.e. in } \Omega.
\end{align*}$$

(6.1)

which is the Lavrentiev regularization of the state-constrained problem

$$\begin{align*}
\text{minimize} & \quad J(y, u) := \frac{1}{2} \| y - y_d \|_{L^2}^2 + \frac{\alpha}{2} \| u \|_{L^2}^2 \\
\text{over} & \quad (y, u) \in H^1_0(\Omega) \times L^2(\Omega), \\
\text{subject to} & \quad Ay = u \quad \text{in } \Omega, \\
& \quad y \leq b \quad \text{a.e. in } \Omega.
\end{align*}$$

(6.2)

We assume that the coefficients of $A$ are sufficiently smooth and $b \in H^2(\Omega)$ with $b|_\Gamma > 0$. It is well known (see [8, 9]) that there exists a unique optimal solution $(y^*, u^*) \in H^2(\Omega) \cap H^1_0(\Omega) \times L^2(\Omega)$ of (6.2) which is characterized by the existence of $(p^*, \lambda^*) \in L^2(\Omega) \times H^1(\Omega)$ such that

$$\begin{align*}
Ay^* &= u^*, \quad y^* \leq b \quad \text{a.e. in } \Omega, \\
\alpha u^* &= p^*, \\
(y^* - y_d, \varphi_1)_{L^2} + (p^*, A\varphi_1)_{L^2} + (\lambda^*, \varphi_1)_{\mathcal{S}^*} &= 0, \\
(\lambda^*, \varphi_2 - y^*)_{\mathcal{S}^*} &\leq 0
\end{align*}$$

for all $\varphi_1, \varphi_2 \in H^2(\Omega) \cap H^1_0(\Omega)$ with $\varphi_2 \leq b$. Further, in [8] it is shown that under sufficient regularity of $b$ and the active set $\mathcal{S}^* = \{ x \in \Omega : y^*(x) = b(x) \}$ the multiplier $\lambda^*$ can be decomposed into an absolutely continuous part $\lambda^*_|_{\mathcal{S}^*} \in L^2(\Omega)$ and $\lambda^*_|_{\Gamma^*} = 0$, and a singular part $\lambda^*_|_{\mathcal{S}^*} \in H^{1/2}(\mathcal{S}^*)$ concentrated on the boundary $\mathcal{S}^*$ between the active set $\mathcal{S}^*$ and the inactive set $\mathcal{S}^* = \Omega \setminus \mathcal{S}^*$.

Our first goal is to show that the optimal state-control pair $(y_\epsilon, u_\epsilon)$ associated with Problem (6.1) approaches $(y^*, u^*)$ as $\epsilon$ tends to zero. In what follows we use $Y := H^2(\Omega) \cap H^1_0(\Omega)$ and the bilinear form $a : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R}$ defined by $a(v, w) = (Av, w)_{H^{-1}, H^1_0(\Omega)}$. Note that $a$ satisfies

$$a(v, w) \geq \omega \| v \|_{H^1_0}^2 = \omega \| \nabla v \|_{L^2}^2 \quad \text{and} \quad a(v, w) \leq C \| v \|_{H^1_0} \| w \|_{H^1_0}$$

(6.3)

for constants $\omega > 0$ and $C > 0$. 

PROPOSITION 6.1. Let \( \{ \epsilon_n \} \subset \mathbb{R}^{++} \) denote a sequence with \( \epsilon_n \downarrow 0 \) for \( n \to \infty \) and let \((\hat{y}, \hat{u}) \in Y \times L^2(\Omega)\) be a feasible point of (6.2). Further, assume that \( \epsilon_n \hat{u}_{\epsilon_n} + \hat{y}_{\epsilon_n} := \hat{y} \) and \( A \hat{y}_{\epsilon_n} = \hat{u}_{\epsilon_n} \). Then \((y_{\epsilon_n}, u_{\epsilon_n}) \to (\hat{y}, \hat{u})\) strongly in \( Y \times L^2(\Omega) \). Moreover,

\[
\|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2} = O(\epsilon_n) \quad \text{and} \quad \|\nabla(\hat{y}_{\epsilon_n} - \hat{y})\|_{L^2} = o(\sqrt{\epsilon_n}) \quad \text{for} \ n \to \infty
\]

and \( \|\hat{u}_{\epsilon_n}\|_{L^2} \leq \|\hat{u}\|_{L^2} \) for all \( n \in \mathbb{N} \).

PROOF. By definition we have

\[ \epsilon_n \hat{u}_{\epsilon_n} + \hat{y}_{\epsilon_n} := \hat{y} \leq b \]  

(6.4)

and \( \hat{y}_{\epsilon_n} = (A + \epsilon_n^{-1} \text{id})^{-1}(\epsilon_n^{-1}\hat{y}) \). Then the state equation yields

\[ \epsilon_n a(\hat{y}_{\epsilon_n}, \hat{y}_{\epsilon_n} - \hat{y})_{L^2} + (\hat{y}_{\epsilon_n}, \hat{y}_{\epsilon_n} - \hat{y})_{L^2} = (\hat{y}, \hat{y}_{\epsilon_n} - \hat{y})_{L^2}. \]

Since \( \hat{y}, \hat{y}_{\epsilon_n} \in Y \) we get

\[ \|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2}^2 \leq \epsilon_n (-A \hat{y}, \hat{y}_{\epsilon_n} - \hat{y})_{L^2} \leq \epsilon_n C \|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2} \]  

(6.5)

with \( C > 0 \) independent of \( \epsilon_n \). This implies that \( \hat{y}_{\epsilon_n} \to \hat{y} \) strongly in \( L^2(\Omega) \) and that \( \|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2} = O(\epsilon_n) \) for \( n \to \infty \). Further note that due to (6.4) and (6.5) we have

\[ \|\hat{u}_{\epsilon_n}\|_{L^2} = \epsilon_n^{-1}\|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2} \leq \|A \hat{y}\|_{L^2} \leq C. \]  

(6.6)

Hence, once again from the state equation, we obtain

\[ \omega \|\nabla(\hat{y}_{\epsilon_n} - \hat{y})\|_{L^2}^2 \leq -\epsilon_n^{-1}\|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2} - (A \hat{y}, \hat{y}_{\epsilon_n} - \hat{y})_{L^2} \leq (\|A \hat{y}\|_{L^2} - \epsilon_n^{-1}\|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2})\|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2} \]

\[ = \Theta(\epsilon_n) \quad \text{for} \ n \to \infty. \]  

(6.7)

As a consequence we have \( \hat{y}_{\epsilon_n} \to \hat{y} \) strongly in \( H^1_0(\Omega) \) and \( \|\nabla(\hat{y}_{\epsilon_n} - \hat{y})\|_{L^2} = \Theta(\sqrt{\epsilon_n}) \) for \( n \to \infty \).

Concerning the convergence of \( \{\hat{u}_{\epsilon_n}\} \) we observe that

\[ a(\hat{y}, \varphi)_{L^2} = (\hat{u}, \varphi)_{L^2} \quad \text{and} \quad a(\hat{y}_{\epsilon_n}, \varphi)_{L^2} = (\hat{u}_{\epsilon_n}, \varphi)_{L^2} \]

for \( \varphi \in H^1_0(\Omega) \). By subtraction, these two equations yield

\[ a(\hat{y} - \hat{y}_{\epsilon_n}, \varphi)_{L^2} = (\hat{u} - \hat{u}_{\epsilon_n}, \varphi)_{L^2} \quad \text{for} \ \varphi \in H^1_0(\Omega). \]

Since \( \hat{y}_{\epsilon_n} \) converges strongly in \( H^1_0(\Omega) \), by a density argument we get \( \hat{u}_{\epsilon_n} \to \hat{u} \) weakly in \( L^2(\Omega) \). From \( A \hat{y}_{\epsilon_n} = \hat{u}_{\epsilon_n} = \epsilon_n^{-1}(\hat{y} - \hat{y}_{\epsilon_n}) \) we infer that

\[ \omega \|\nabla(\hat{y}_{\epsilon_n} - \hat{y})\|_{L^2}^2 + (A \hat{y}, \hat{y}_{\epsilon_n} - \hat{y})_{L^2} \leq -\epsilon_n^{-1}\|\hat{y}_{\epsilon_n} - \hat{y}\|_{L^2}^2 \]

and hence

\[ \epsilon_n (\hat{u}, \hat{u}_{\epsilon_n})_{L^2} = (-A \hat{y}, \hat{y}_{\epsilon_n} - \hat{y})_{L^2} \geq \epsilon_n \|\hat{u}_{\epsilon_n}\|_{L^2}^2 + \omega \|\nabla(\hat{y}_{\epsilon_n} - \hat{y})\|_{L^2}^2 \geq 0. \]
Next consider
\[ \| \hat{u} - \hat{u}_n \|_{L^2}^2 = \| \hat{u} \|_{L^2}^2 - 2 \langle \hat{u}, \hat{u}_n \rangle_{L^2} + \| \hat{u}_n \|_{L^2}^2 \leq \| \hat{u} \|_{L^2}^2 - \| \hat{u}_n \|_{L^2}^2. \]
Consequently, we obtain
\[ \| \hat{u}_n \|_{L^2} \leq \| \hat{u} \|_{L^2} \quad \text{for all } n \in \mathbb{N}. \]
Due to the weak lower semicontinuity of norms we get
\[ J(\hat{y}, \hat{u}) \leq \liminf_{n \to \infty} J(\hat{y}_n, \hat{u}_n) \leq \liminf_{n \to \infty} J(\hat{y}_n, \hat{u}) = \lim_{n \to \infty} J(\hat{y}_n, \hat{u}) = J(\hat{y}, \hat{u}). \]
This implies \( \| \hat{u}_n \|_{L^2} \to \| \hat{u} \|_{L^2} \) for \( n \to \infty \). Now the weak convergence of \( \{ \hat{u}_n \} \) in \( L^2(\Omega) \) together with the convergence of norms yields \( \hat{u}_n \to \hat{u} \) strongly in \( L^2(\Omega) \).
Considering \( A \hat{y} = \hat{u}, \hat{u}_n = \epsilon_n^{-1}(\hat{y} - \hat{y}_n) \) and \( \| \hat{u}_n \|_{L^2} \to \| \hat{u} \|_{L^2} \), we derive from (6.7)
\[ \| \nabla (\hat{y}_n - \hat{y}) \|_{L^2} = o(\epsilon_n) \quad \text{for } n \to \infty. \]
The strong convergence of \( \hat{y}_n \) in \( H^2(\Omega) \) follows from standard elliptic regularity estimates; see, for example, [11, Theorem 8.13]. In fact, we have
\[ A(\hat{y}_n - \hat{y}) = \hat{u}_n - \hat{u} \quad \text{in } \Omega. \]
Since \( \| \hat{y}_n - \hat{y} \|_{L^2} = O(\epsilon_n) \) and \( u_n \to \hat{u} \) strongly in \( L^2(\Omega) \), we obtain
\[ \| \hat{y}_n - \hat{y} \|_{H^2} \leq C(\| \hat{y}_n - \hat{y} \|_{L^2} + \| u_n - \hat{u} \|_{L^2}) \to 0 \quad \text{for } n \to \infty. \]
We note that due to the boundedness of \( \{ \| \hat{u}_n \|_{L^2} \} \) (see (6.6)), we have
\[ \epsilon_n \| \hat{u}_n \|_{L^2} \to 0 \quad \text{for } n \to \infty. \]
Next we study the convergence behaviour of \((y_n, u_n)\) to \((y^*, u^*)\) as \( \epsilon \downarrow 0 \). For this purpose we invoke the assumption
\[ J(y^*, u^*) \leq \inf \{ \mathcal{L}_{\alpha^*}(y, u, \lambda^*) : (y, u) \in Y \times L^2(\Omega) \text{ with } Ay = u \}, \quad (6.8) \]
where we use
\[ \mathcal{L}_{\alpha^*}(y, u, \lambda^*) = J(y, u) + (\lambda^*|_{\alpha^*}, (y - b)|_{\alpha^*})_{L^2}. \]
Notice that (6.8) relates to some type of a saddle-point condition (see, for example, [16]) and we require the additional multiplier regularity addressed in connection with (6.2) at the beginning of this section.

**Theorem 6.2.** Let \( \{ \epsilon_n \} \subset \mathbb{R}^{++} \) denote a sequence with \( \epsilon_n \downarrow 0 \) for \( n \to \infty \) and assume that assumption (6.8) holds true. Then the sequence \( \{(y_{\epsilon_n}, u_{\epsilon_n})\} \) is uniformly bounded in \( Y \times L^2(\Omega) \) and
\[ \| y_{\epsilon_n} - y^* \|_{L^2} = O(\sqrt{\epsilon_n}) \quad \text{and} \quad \| u_{\epsilon_n} - u^* \|_{L^2} = O(\sqrt{\epsilon_n}) \quad \text{for } n \to \infty. \]
PROOF. Let $\mathcal{L}_e : Y \times L^2(\Omega) \times H^{-1}_0(\Omega) \times L^2(\Omega) \to \mathbb{R}$ with

$$\mathcal{L}_e(y, u, p, \lambda) = J(y, u) + \langle Ay - u, p \rangle_{H^{-1}, H^1_0} + (\lambda, \epsilon u + y - b)_{L^2}$$

denote the Lagrange function associated with (6.1). For ease of notation we use $w = (y, u)$. Note that by first-order optimality we have

$$\nabla_w \mathcal{L}_e(y_e, u_e, p_e, \lambda_e) = 0.$$

Further, we observe that

$$\langle \nabla_{ww} \mathcal{L}_e(y_e, u_e, p_e, \lambda_e)(y, u), (y, u) \rangle = \|y\|^2_{L^2} + \alpha \|u\|^2_{L^2}$$

for all $(y, u) \in Y \times L^2(\Omega)$. The point $(\hat{y}_e, \hat{u}_e)$ of Proposition 6.1 is chosen as

$$\epsilon_n \hat{u}_e + \hat{y}_e = : y^* \quad \text{and} \quad A \hat{y}_e = \hat{u}_e.$$

Then $J(y_e, u_e) \leq J(\hat{y}_e, \hat{u}_e) \leq C$ implies $\max\{\|y_e\|_{L^1}, \|u_e\|_{L^2}\} \leq C$. The uniform bound on $\{y_e\}$ in $Y$ then follows from elliptic regularity theory. Further, we have

$$y_e - b \leq -\epsilon_n u_e \ a.e. \ in \ \Omega \ by \ feasibility. \ Hence, \ we \ infer \ that$$

$$\|\max(0, y_e - b)\|_{L^2} = O(\epsilon_n).$$

Now, assumption (6.8) yields

$$J(y^*, u^*) - J(y_e, u_e) \leq (\lambda^*|_{\mathcal{P}^*}, (y_e - b)|_{\mathcal{P}^*})_{L^2} \leq O(\epsilon_n). \quad (6.9)$$

Subsequently we use $w_e = (y_e, u_e)$, $\hat{w}_e = (\hat{y}_e, \hat{u}_e)$ and $w^* = (y^*, u^*)$. From a second-order Taylor expansion of $\mathcal{L}_e$, we obtain

$$\begin{align*}
\frac{1}{2} \langle \nabla_{www} \mathcal{L}_e(y_e, u_e, p_e, \lambda_e)(\hat{w}_e - w_e), (\hat{w}_e - w_e) \rangle \\
= J(\hat{w}_e) - J(w^*) + J(w^*) - J(w_e) + (\lambda_e, \epsilon_n \hat{u}_e + \hat{y}_e - b)_{L^2} \\
\leq J(\hat{w}_e) - J(w^*) + J(w^*) - J(w_e), \quad (6.10)
\end{align*}$$

where we also used $\lambda_e \geq 0$ and $\epsilon_n \hat{u}_e + \hat{y}_e - b \leq 0$ by feasibility.

Next observe that due to $\|\hat{u}_e\|_{L^1} \leq \|u^*\|^2_{L^2}$ by Proposition 6.1 we get

$$\begin{align*}
J(\hat{w}_e) - J(w^*) &= \frac{1}{2} \left( \|\hat{y}_e - y_d\|^2_{L^2} - \|y^* - y_d\|^2_{L^2} \right) + \frac{\alpha}{2} \left( \|\hat{u}_e\|^2_{L^2} - \|u^*\|^2_{L^2} \right) \\
&\leq \frac{1}{2} \left( \|y^* - y_d, \hat{y}_e - y^*\|_{L^2} + \frac{1}{2} \|\hat{y}_e - y^*\|_{L^2} \right) \\
&\leq C \left( 1 + \|\hat{y}_e - y^*\|_{L^2} \right) \|\hat{y}_e - y^*\|_{L^2} = O(\epsilon_n). \quad (6.11)
\end{align*}$$
Now, (6.9)–(6.11) yield
\[ \| \hat{y}_{\epsilon} - y_{\epsilon} \|^2_{L^2} + \alpha \| \hat{u}_{\epsilon} - u_{\epsilon} \|^2_{L^2} \leq O(\epsilon_n). \]  
(6.12)

Finally observe that due to Proposition 6.1 and (6.12) we have
\[ \| y_{\epsilon} - y^* \|^2_{L^2} \leq \| y_{\epsilon} - \hat{y}_{\epsilon} \|^2_{L^2} + \| \hat{y}_{\epsilon} - y^* \|^2_{L^2} \leq O(\sqrt{\epsilon_n}) \]
for \( \epsilon_n \leq 1 \). An analogous assertion is true for \( \| u_{\epsilon} - u^* \|^2_{L^2} \), which proves the claim. \( \square \)

We end this section by showing that \( y_{\epsilon} \) and \( u_{\epsilon} \) are Hölder continuous with exponent 1/2 with respect to \( \epsilon > 0 \). For this purpose we recall the first-order optimality system of (6.1):
\[
Ay_{\epsilon} - u_{\epsilon} = 0, \\
y_{\epsilon} - y_d + A^* p_{\epsilon} + \lambda_{\epsilon} = 0, \\
a u_{\epsilon} - p_{\epsilon} + \epsilon \lambda_{\epsilon} = 0, \\
\epsilon u_{\epsilon} + y_{\epsilon} \leq b, \quad \lambda_{\epsilon} \geq 0, \quad \lambda_{\epsilon}(\epsilon u_{\epsilon} + y_{\epsilon} - b) = 0.
\]
(6.13)–(6.16)

We start by proving an auxiliary result.

**Lemma 6.3.** Let \( \epsilon_1 > 0 \) and \( \epsilon_2 > 0 \). Then we have
\[ \left( u_{\epsilon_1} - u_{\epsilon_2}, \epsilon_1(\lambda_{\epsilon_1} - \lambda_{\epsilon_2}) \right)_{L^1} + (\lambda_{\epsilon_1} - \lambda_{\epsilon_2}, y_{\epsilon_1} - y_{\epsilon_2})_{L^2} \geq (\epsilon_1 - \epsilon_2)(\lambda_{\epsilon_2} - \lambda_{\epsilon_1}, u_{\epsilon_2})_{L^2}. \]

**Proof.** Using (6.16) we find that
\[
\begin{align*}
(u_{\epsilon_1} - u_{\epsilon_2}, \epsilon_1(\lambda_{\epsilon_1} - \lambda_{\epsilon_2}))_{L^1} + (\lambda_{\epsilon_1} - \lambda_{\epsilon_2}, y_{\epsilon_1} - y_{\epsilon_2})_{L^2} &= (u_{\epsilon_1} - u_{\epsilon_2}, \epsilon_1(\lambda_{\epsilon_1} - \lambda_{\epsilon_2}))_{L^1} + (\lambda_{\epsilon_1}, b - \epsilon_1 u_{\epsilon_1})_{L^2} - (\lambda_{\epsilon_2}, y_{\epsilon_1})_{L^2} - (\lambda_{\epsilon_1}, y_{\epsilon_2})_{L^2} \\
&+ (\lambda_{\epsilon_2}, - \epsilon_2 u_{\epsilon_2})_{L^2} \\
&= -(\epsilon_1 u_{\epsilon_2}, \lambda_{\epsilon_2})_{L^2} - (\epsilon_1 u_{\epsilon_1}, \lambda_{\epsilon_2})_{L^2} + (\lambda_{\epsilon_1}, b)_{L^2} - (\lambda_{\epsilon_2}, y_{\epsilon_1})_{L^2} - (\lambda_{\epsilon_1}, y_{\epsilon_2})_{L^2} \\
&+ (\lambda_{\epsilon_2}, b)_{L^2} + (\epsilon_1 - \epsilon_2)(\lambda_{\epsilon_2}, u_{\epsilon_2})_{L^2} \\
&= (\lambda_{\epsilon_1}, b - y_{\epsilon_2} - \epsilon_1 u_{\epsilon_2})_{L^2} + (\lambda_{\epsilon_2}, b - y_{\epsilon_1} - \epsilon_1 u_{\epsilon_1})_{L^2} + (\epsilon_1 - \epsilon_2)(\lambda_{\epsilon_2}, u_{\epsilon_2})_{L^2} \\
&\geq (\epsilon_1 - \epsilon_2)(\lambda_{\epsilon_2} - \lambda_{\epsilon_1}, u_{\epsilon_2})_{L^2} \\
&\geq (\epsilon_1 - \epsilon_2)(\lambda_{\epsilon_2} - \lambda_{\epsilon_1}, u_{\epsilon_2})_{L^2}
\end{align*}
\]
which proves the claim. \( \square \)

**Theorem 6.4.** Let \( \min(\epsilon_1, \epsilon_2) \geq \epsilon > 0 \). Then there exists a constant \( C > 0 \) such that
\[
\max \{ \| y_{\epsilon_1} - y_{\epsilon_2} \|_{L^2}, \| u_{\epsilon_1} - u_{\epsilon_2} \|_{L^2} \} \leq C\sqrt{|\epsilon_1 - \epsilon_2|}.
\]
PROOF. With \( \epsilon = \epsilon_1 \) and \( \epsilon = \epsilon_2 \) in (6.14), subtraction yields

\[
y_{\epsilon_1} - y_{\epsilon_2} + A^*(p_{\epsilon_1} - p_{\epsilon_2}) + \lambda_{\epsilon_1} - \lambda_{\epsilon_2} = 0.
\]

From this we obtain

\[
\|y_{\epsilon_1} - y_{\epsilon_2}\|^2_{L^2} + a(p_{\epsilon_1} - p_{\epsilon_2}, y_{\epsilon_1} - y_{\epsilon_2}) + (\lambda_{\epsilon_1} - \lambda_{\epsilon_2}, y_{\epsilon_1} - y_{\epsilon_2})_{L^2} = 0.
\]

The state equation yields \( a(y_{\epsilon_1} - y_{\epsilon_2}, p_{\epsilon_1} - p_{\epsilon_2}) = (u_{\epsilon_1} - u_{\epsilon_2}, p_{\epsilon_1} - p_{\epsilon_2}) \). Hence we have

\[
\|y_{\epsilon_1} - y_{\epsilon_2}\|^2_{L^2} + (u_{\epsilon_1} - u_{\epsilon_2}, p_{\epsilon_1} - p_{\epsilon_2}) + (\lambda_{\epsilon_1} - \lambda_{\epsilon_2}, y_{\epsilon_1} - y_{\epsilon_2})_{L^2} = 0. \tag{6.17}
\]

Using (6.15) in (6.17) we get

\[
0 = \|y_{\epsilon_1} - y_{\epsilon_2}\|^2_{L^2} + \alpha \|u_{\epsilon_1} - u_{\epsilon_2}\|^2_{L^2} + (u_{\epsilon_1} - u_{\epsilon_2}, \epsilon_1 \lambda_{\epsilon_1} - \epsilon_2 \lambda_{\epsilon_2})_{L^2} + (\lambda_{\epsilon_1} - \lambda_{\epsilon_2}, y_{\epsilon_1} - y_{\epsilon_2})_{L^2}
\]

\[
= \|y_{\epsilon_1} - y_{\epsilon_2}\|^2_{L^2} + \alpha \|u_{\epsilon_1} - u_{\epsilon_2}\|^2_{L^2} + (u_{\epsilon_1} - u_{\epsilon_2}, (\epsilon_1 - \epsilon_2) \lambda_{\epsilon_2})_{L^2} + (\lambda_{\epsilon_1} - \lambda_{\epsilon_2}, y_{\epsilon_1} - y_{\epsilon_2})_{L^2}
\]

\[
\geq \|y_{\epsilon_1} - y_{\epsilon_2}\|^2_{L^2} + \alpha \|u_{\epsilon_1} - u_{\epsilon_2}\|^2_{L^2} + (u_{\epsilon_1} - u_{\epsilon_2}, (\epsilon_1 - \epsilon_2) \lambda_{\epsilon_2})_{L^2} + (\epsilon_1 - \epsilon_2, (\lambda_{\epsilon_2} - \lambda_{\epsilon_1}) u_{\epsilon_2})_{L^2} \tag{6.18}
\]

where we used Lemma 6.3 for the last estimate. From (6.18) we infer that

\[
\|y_{\epsilon_1} - y_{\epsilon_2}\|^2_{L^2} + \alpha \|u_{\epsilon_1} - u_{\epsilon_2}\|^2_{L^2} \leq |\epsilon_1 - \epsilon_2| \|u_{\epsilon_1}, \lambda_{\epsilon_1}\|_{L^2} - \|(u_{\epsilon_2}, \lambda_{\epsilon_1})\|_{L^2}.
\]

The boundedness of \( u_{\epsilon_1}, u_{\epsilon_2}, \lambda_{\epsilon_1}, \lambda_{\epsilon_2} \) in \( L^2(\Omega) \) for \( \min(\epsilon_1, \epsilon_2) \geq \epsilon > 0 \) yields the existence of \( C = C(\epsilon) > 0 \) such that

\[
\|y_{\epsilon_1} - y_{\epsilon_2}\|^2_{L^2} + \alpha \|u_{\epsilon_1} - u_{\epsilon_2}\|^2_{L^2} \leq C|\epsilon_1 - \epsilon_2|
\]

which ends the proof. \( \square \)

7. Conclusions

In this paper we prove the locally superlinear convergence of a primal-dual active-set, or equivalently semismooth Newton, method in function space. We further establish a mesh-independence result proving the numerical stability of the fast local convergence of our algorithm under mesh refinements. This latter behaviour was observed in numerical practice before. In our report on numerical results we validate the mesh-independence theory and study the numerical behaviour of our algorithm in
the case of primal as well as dual degeneracy. We also provide a comparison with a short-step path-following interior-point method. This latter comparison is of interest since the short-step version of interior-point methods is currently the only available path-following method with a function space convergence analysis. In our tests we find that our method is superior to the short-step path-following algorithm. Another advantage of our primal-dual active-set method when compared to the interior-point technique is related to its warm-start ability. In fact, our numerical results show that our algorithm benefits significantly from a coarse-to-fine mesh refinement. For interior-point methods, on the other hand, it was observed in [5] and [13] that such a warm-start property is much harder (if possible at all) to achieve.

The warm-start ability (respectively the speed-up) under coarse-to-fine mesh-refinements of our primal-dual active-set method is also of interest in the case of a vanishing Lavrentiev parameter. In this case (1.1) is used as a (regularizing) device for solving the state-constrained problem (1.2). From our numerical findings and the convergence results with respect to the Lavrentiev parameter $\epsilon > 0$ a combined tuning of the mesh size of the underlying discretization and the Lavrentiev parameter appears to be appealing and is the subject of future research.
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