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Alfréd Rényi

## Obituary: ALFRÉD RÉNYI

The news of the death of Alfréd Rényi on 1st February, 1970, at the age of 48 years, brought an acute sense of loss and bewilderment to his many friends in all parts of the world, and especially so in Cambridge where, as an Overseas Fellow of Churchill College and a frequent and irregularly regular visitor to the Statistical Laboratory he had made himself so securely at home that we had come to think of him as a member of our permanent staff, normally on sabbatical leave in Hungary or elsewhere. His association with Cambridge, dating approximately from my own arrival there, was a constant source of strength and encouragement to me, for I saw in his Mathematical Institute in Budapest a model of what such a unit should be and could do in the world of today. Himself a pure mathematician of massive achievements and towering stature in the classical fields of number theory and analysis, Rényi possessed also an inquisitive and dogged interest in all the phenomena of the world about him, and in all the scholarly activities of his colleagues, whether scientific or humane, and this unique combination of powers and interests enabled him to build up a research institute in which the criterion for acceptability of a subject for investigation was 'does there exist at least one mathematician with a genuine interest in this topic'? Once accepted as appropriate, however, the topic would be pursued in a thoroughly professional way; the argument would be followed wherever it led, and buttressed by whatever mathematical means seemed appropriate, however exotic or sophisticated. Finally, an outcome capable of practical interpretation was required, and usually obtained.

The contrast with some other approaches - those in which problem, method, and solution all have to be formulated exclusively in terms of probability triples, or categories; those in which statistics is so narrowly defined as to exclude everything but the interests of a minority sect; those in which mathematics is only pure enough if God can be thanked for its uselessness; and those in which all currently developing mathematical structures and their attendent techniques are dismissed as 'soft trasb' - this contrast was so marked as to make every meeting with Rényi as full of refresbment as the moment when one first sets foot on a mountain peak and so suddenly sees all the topography of the surrounding country vividly presented in its just scale and proportion.

Rényi's scientific output - 202 publications in 24 years - is an adequate indication of his apparently inexhaustible energy. It would be impossible in so short a memoir to attempt a critical appraisal of the whole, but for readers of this

Journal, of which he was an enthusiastic founder-editor, perhaps his most interesting contributions were those concerned with order-statistics (based on an elegant use of the exponential distribution), conditional probability spaces, powerful generalisations of classical probabilistic inequalities, generalisations of the in-formation-theoretic concept of entropy, the characterisation of Poisson processes, sums of random numbers of random variables, 'mixing', random spacefilling, random graphs, dimensional concepts in information theory, problems of random search, information-theoretic approaches to statistical inference, in-formation-theoretic proofs of classical limit theorems, extreme observations, geometric probability, stable sequences of events, equivalent events, random matrices, traffic problems, mathematical models of biological processes (especially those involving viruses and enzymes), trees (in the mathematical sense), coding theory, and (this sub-title covering an enormous volume of work) 'applications of probability theory to other areas of mathematics'.

This brief list of topics gives a slight idea of the breadth of his interests, and yet much is still excluded. Thus Rényi was passionately interested in the teaching of his subject, and his books are among the most readable and rewarding advanced texts available. Again, he was profoundly interested in the history of mathematics and of probability theory and presented his findings in a novel and highly successful way as a series of imaginary dialogues or exchange of letters between historical characters in such a way as to throw light on modern controversies by seeing them through ancient eyes. Those who have read some of the dialogues will have appreciated the insight of Littlewood's remark to Hardy: "the Greek mathematicians were not clever schoolboys or 'scholarship candidates', but 'Fellows of another college' '". (The past tense is of course now most inappropriate; Rényi, together with the writer, was one of those who attended what the Mayor of Loutraki described as 'the first international mathematical symposium to be held in Greece since classical times'.)

A few years ago Rényi became convinced that Pascal and Fermat could not conceivably have interested themselves in the theory of probability solely to enable the Chevalier de Méré to balance his gambling account, and that there must have existed, might yet exist undiscovered, and could with sufficient care even be reconstructed a correspondence between the two on the philosophical foundations of the subject. This reconstruction he carried out, taking great care to avoid all anachronisms, and the German version Briefe über die Wahrscheinlichkeit has recently appeared; an English translation is urgently needed. A portion of the work consists of an imaginary dialogue between Pascal and a 'Bayesian' rival, Damien Miton. A rough English translation of this portion exists; it was prepared for the purpose of a dramatic presentation before the philosophers and mathematicians of Cambridge University, arranged by the Committee for the History and Philosophy of Science. At the last minute the writer had to 'stand in' to read the part of Miton; it was of course a most agreeable experience to be
demolished piece by piece, by Rényi-Pascal, and to have the absurdity made clear to the world of the Bayesian beliefs one did not, in fact, hold.
This Cambridge occasion, the colourful excursions around Loutraki, endless talks and walks at Oberwolfach, coffee in Rényi's Budapest office under its oldmagisterial ceiling, excursions from Tbilisi, and a drive (by no means without incident) from Budapest to Belgrade are a few of the many happy memories I shall treasure of this lovable and wholly delightful man. To have lost his beautiful, gracious, and mathematically most accomplished wife, Catherine, and then Alfréd himself within so brief a space of time is a grievous blow whose hurt is lessened only by the knowledge that it is shared by many others who loved them too. One can end only on a note of gratitude for the fellowship we had, and for the last and perhaps most significant of Alfréd Rényi's accomplishments: he made the integral and connected character of European mathematics - Europe in the widest sense, east and west - once more a reality, and today, in esteemed friendships with mathematicians in other parts of Europe, we enjoy the substance of what he hoped for. So on this foundation - as well as on other, more technical, foundations laid by him, let us build.

David Kendall<br>Statistical Laboratory, University of Cambridge

## Biographical details

Rényi's date of birth (in Budapest) is given as 20th March, 1921, but in the Academy obituary he is described as being 49 years of age on 1st February, 1970. Probably the date of birth is correct, and 'at the age of 49 ' should be read as 'in his 49th year'. He studied mathematics and physics at the University of Budapest from 1939 to 1944, and obtained the degree of Ph.D. at the University of Szeged in 1945. He then held a post-doctoral fellowship at the University of Leningrad in 1946-7. A series of posts at Budapest and Debrecen led to his appointment as Director of the Mathematical Institute of the Hungarian Academy of Sciences in 1950, and as head of the chair of probability theory in the University of Budapest in 1952. He was a member of the Hungarian Academy of Sciences (twice holder of the Kossuth Prize), a member of the Praesidium of the János Bolyai Mathematical Society, and a Vice-President of the International Statistical Institute. He played a prominent role in the founding and early days of the International Association for Statistics in the Physical Sciences, and would surely shortly have served with distinction as its President, but for his untimely death.

He was Editor of Studia Scientiarum Mathematicarum Hungarica, and a member of the editorial boards of Acta Mathematica, Annales Sci. Math., Publicationes Math., Matematikai Lapok, Zeitschrift für Wahrscheinlichkeitstheorie, Journal of Applied Probability, Journal of Combinatorial Analysis, and Information and Control.

He was honoured in many ways by other countries; in the United States of America he was at various times Visiting Professor at the Universities of Michigan, North Carolina, and Stanford, and he was a Fellow of the Institute of Mathematical Statistics. In the Federal German Republic he was a Visiting Professor at Erlangen University, and in the United Kingdom his Fellowship of Churchill College has already been mentioned.

The following list of books and papers contains all those published in languages other than Hungarian, and also all those published in Hungarian only; it excludes those published first in Hungarian and then subsequently translated (since these are listed in their secondary versions).

## List of scientific papers and books by A. Rényi

1. On a Tauberian theorem of O. Szász. Acta Sci. Math. (Szeged) 11 (1946), 119-123.
2. Integral formulae in the theory of convex curves. Acta Sci. Math. (Szeged) 11 (1947), 158-166.
3. On a new application of Vinogradovs method. (In Russian) Dokladi Akad. Nauk SSSR 56 (1947), 675-678.
4. On the minimal number of terms of the square of a polynomial. Hungarica Acta Math. 1 (1947), 30-34.
5. On the representation of an even number as a sum of a prime and an almost prime number. (In Russian) Dokladi Akad. Nauk SSSR 56 (1947), 455-458.
6. (a) On the representation of an even number as a sum of a prime and of an almost prime number. (In Russian) Isvestia Akad. Nauk SSSR 12 (1948), 57-78.
(b) English translation of the same paper: Amer. Math. Soc. Translations, Ser. 2. 19 (1962), 299-321.
7. On some hypotheses in Dirichlet's theory of characters. (In Russian) Isvestia Akad. Nauk SSSR 11 (1947), 539-546. (With Yu. V. Linnik).
8. On the representation of the numbers $1,2, \ldots, N$ by means of differences. (In Russian) Mat. Sbornik 24 (1949), 385-389. (With L. Rédei).
9. Simple proof of a theorem of Borel and of the law of the iterated logarithm. Math. Tidsskrift B (1948), 41-48.
10. Some remarks on independent random variables. Hungarica Acta Math. 1 (1949), 17-20.
11. Remarque à la note précédente. (Notes to the paper of G. Alexits: Sur la convergence des séries lacunaires.) Acta Sci. Math. (Szeged) 11 (1948), 253.
12. On the measure of equidistribution of point sets. Acta Sci. Math. (Szeged) 13 (1949), 77-92.
13. Generalization of the "large sieve" of Yu. V. Linnik. Math. Centrum, Amsterdam, (1948), 1-5.
14. On the zeros of the L-functions of Dirichlet. Math. Centrum, Amsterdam, (1948), 1-4.
15. Proof of the theorem that every integer can be represented as the sum of a prime and an almost prime. Math. Centrum, Amsterdam, (1948), 1-3.
16. Un nouveau théorème concernant les fonctions indépendantes et ses applications à la théorie des nombres. J. Math. Pures Appl. 28 (1948), 137-149.
17. On a theorem of Erdös and Turán. Proc. Amer. Math. Soc. 1 (1949), 1-10.
18. Some problems and results on consecutive primes. Simon Stevin 27 (1950), 115-125. (With P. Erdös).
19. Sur un théorème général de probabilité. Ann. Inst. Fourier 1 (1949), 43-52.
20. On the coefficients of schlicht functions. Publ. Math. Debrecen 1 (1949), 18-23.
21. On the large sieve of Yu. V. Linnik. Compos. Math. Groningen 8 (1950), 68-75.
22. On the geometry of conformal mapping. Acta Sci. Math. (Szeged) 12. B (1950), 215-222.
23. On the algebra of distributions. Publ. Math. Debrecen 1 (1950), 135-149.
24. On the mathematical theory of stone-breaking. (In Hungarian) Epitöanyag 1 (1950), 1-8.
25. On Newton's method of approximation. (In Hungarian) Mat. Lapok 1 (1950), 278-293.
26. On the summability of Cauchy-Fourier series. Publ. Math. Debrecen 1 (1950), 162-164.
27. On a new generalization of the central limit theorem of probability theory. (In Russian) Acta Math. Acad. Sci. Hung. 1 (1950), 99-108.
28. On some problems concerning Poisson-processes. Publ. Math. Debrecen 2 (1951), 66-73.
29. Remarks concerning the zeros of certain integral functions. Comptes Rendus de l'Académie Bulgaire des Sciences 3 (1951), 9-10.
30. Sur l'indépendance des domaines simples dans l'espace euclidien à $n$-dimensions. Colloq. Math. 3 (1951), 130-135. (With C. Rényi and J. Surányi).
31. On composed Poisson distributions, I. Acta Math. Acad. Sci. Hung. 1 (1950), 209-224. (With J. Aczél and L. Jánossy).
32. Stochastic independence and complete function-systems. (In Hungarian) Publications of the First Hungarian Mathematical Congress 1 (1950), 300-315.
33. On composed Poisson distributions. II. Acta Math. Acad. Sci. Hung. 2 (1951), 83-98.
34. On a conjecture of H. Steinhaus. Annales de la Société Polonaise de Mathématique 23 (1952), 279-287.
35. On the approximation of measurable functions. Publ. Math. Debrecen 2 (1951), 146-149. (With L. Pukánszky).
36. On projections of probability distributions. Acta Math. Acad. Sci. Hung. 3 (1952), 131-142.
37. Elementary proofs of some basic facts in the theory of order statistics. Acta Math. Acad. Sci. Hung. 5 (1954), 1-6. (With G. Hajós).
38. On a combinatorial problem. (In Hungarian) Mat. Lapok 6 (1955), 151-164.
39. Détermination probabilistique du besoin d'énergie électrique d'usine de construction mécanique ainsi que de leurs coefficients de simultanéité. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1952), 85-104. (With T. Szentmártony).
40. Dimensionnement rationnel des compresseurs et des réservoirs d'air pour fournir aux usines l'air comprimé, (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1952), 105-138.
41. Sur les processus d'événements dérivés par un processus de Poisson et sur leurs applications techniques et physiques. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1952), 139-146. (With L. Takács).
42. On the zeros of polynomials. Acta Math. Acad. Sci. Hung. 3 (1952), 275-285. (With P. Turán).
43. On the theory of order statistics. Acta Math. Acad. Sci. Hung. 4 (1953), 191-231.
44. Eine neue Methode in der Theorie der geordneten Stichproben. Berichte Mathematiker-Tagung, Berlin (1953), 203-212.
45. Betrachtung chemischer Reaktionen mit Hilfe der Theorie der stochastischen Prozesse. (In Hungarian) Publ. Math. Hung. Acad. Sci. 2 (1953), 83-101.
46. Neuere Kriterien zum Vergleich zweier Stichproben. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 2 (1953), 243-265.
47. Ergänzung des Lagervorrates. I. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 2 (1953), 187-203. (With I. Palásti, T. Szentmártony and L. Takács).
48. New axiomatic foundation of probability theory. (In Hungarian) Magy. Tud. Akad. III.Oszt. Közl. 4 (1954), 369-428.
49. Probability Theory. (In Hungarian) University textbook, Tankönyvkiadó, Budapest (1954).
50. On a new axiomatic foundation of the theory of probability. International Congress of Mathematicians, Amsterdam (1954), 506-507.
51. On the theory of order statistics. International Congress of Mathematicians, Amsterdam (1954), 508-509.
52. Axiomatisches Aufbau der Wahrscheinlichkeitsrechnung. Bericht über die Tagung Wahrscheinlichkeitsrechnung und mathematische Statistik, Berlin (1954), 7-15.
53. On the completeness of certain trigonometric systems. (In Hungarian) Magy. Tud. Akad. III. Oszt. Közl. 5 (1955), 391-410. (With J. Czipszer).
54. Mathematical investigation of chemical countercurrent distributions in case of non-complete diffusion. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 3 (1954), 81-97. (With P. Medgyessy, K. Tettamanti and I. Vincze).
55. On a new axiomatic theory of probability. Acta Math. Acad. Sci. Hung. 6 (1955), 285-335.
56. Generalization of an inequality of Kolmogorov. Acta Math. Acad. Sci. Hung. 6 (1955), 281-283. (With J. Hájek).
57. On an inequality concerning uncorrelated random variables. Czech. Math.J. 6/81 (1956), 415-419. (With E. Zergényi).
58. A new deduction of Maxwell's law of velocity distribution. Isvestia of the Mathematical Institute of Sofia 2 (1957), 45-54.
59. Über die Schlichtheit des komplexen Potentials, I. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 3 (1954), 353-367. (With C. Rényi).
60. On the distribution of the digits in Cantor's series. (In Hungarian) Mat. Lapok 7 (1956), 77-100.
61. On some combinatorial problems. Publ. Math. Debrecen 4 (1956) 398-405. (With P. Erdös).
62. On the density of certain sequences of the integers. Publ. Inst. Math. (Belgrade) 8 (1955), 159-162.
63. On the limit distribution of sums of independent random variables on bicompact commutative topological groups. (In Russian) Acta Math. Acad. Sci. Hung. 7 (1956), 11-16. (With K. Urbanik and A. Prékopa).
64. On conditional probability spaces generated by a dimensionally ordered set of measures. Teor. Veroyat. Primen. 1 (1956), 61-71.
65. The probability of synaptic transmission in simple models of interneuronal synapses with convergent coupling. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1956), 83-91. (With J. Szentágothay).
66. (a) On the notion of entropy. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1956), 9-40. (With J. Balatoni).
(b) Über den Begriff der Entropie. Arbeiten über Informationstheorie, 1. Berlin (1957), 117-134.
67. On the number of zeros of successive derivatives of analytic functions. Acta Math. Acad. Sci. Hung. 7 (1956), 125-144. (With P. Erdös).
68. On the regulation of prices. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1956), 324-335. (With A. Bródy).
69. Monte-Carlo methods as minimax strategies. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1956), 529-545. (With I. Palásti).
70. Probabilistic proof of a theorem on the approximation of continuous functions by means of generalized Bernstein polynomials. Acta Math. Acad. Sci. Hung. 8 (1957), 91-98. (With M. Arató).
71. On the independence in the limit of sums depending on the same sequence of independent random variables. Acta Math. Acad. Sci. Hung. 8 (1957), 319-326. (With A. Prékopa).
72. Probabilistic approach to some problems of diophantine approximation. Illinois J. Math. 1 (1957), 303-315. (With P. Erdös).
73. Mathematical Notes, II. On the sequence of generalized partial sums of a series. Publ. Math. Debrecen 5 (1957), 129-141.
74. A characterization of Pcisson processes. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 1 (1956) 519-527.
75. On a theorem of Erdös and Kac. Acta Arithmetica 1 (1957), 71-84. (With P. Turán).
76. Some remarks on univalent functions. Publ. Acad. Bulgare des Sci. 3 (1959), 111-119.
77. On the number of zeros of successive derivatives of entire functions of finite order. Acta Math. Acad. Sci. Hung. 8 (1957), 223-225. (With P. Erdös).
78. Remark on the theorem of Simmons. Acta Sci. Math. 18 (1957), 21-22.
79. On the asymptotic distribution of the sum of a random number of independent random variables. Acta Math. Acad. Sci. Hung. 8 (1957), 193-199.
80. On some algorithms concerning the representation of real numbers. (In Hungarian) Magy. Tud. Akad. III. Oszt. Közl. 7 (1957), 265-293.
81. Quelques remarques sur les probabilités des événements dépendantes. J. Math. Pures Appl. 38 (1958), 393-398.
82. Some remarks on univalent functions, II. International Colloquium on Complex Function-theory (1958), 1-17.
83. On mixing sequences of events. Acta Math. Acad. Sci. Hung. 9 (1958), 215-228.
84. On the central limit theorem for the sum of a random number of independent random variables. Acta Math. Acad. Sci. Hung. 11 (1960), 97-102.
85. On a one-dimensional problem concerning random space filling. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 3 (1958), 109-127.
86. On Engel's and Sylvester's series. Ann. Univ. Sci. Budapest, Sect. Math. 1 (1958), 7-32. (With P. Erdös and P. Szüsz).
87. Probabilistic methods in number theory. (In Chinese) Acta Sinica 4 (1958), 465-510.
88. Representations for real numbers and their ergodic properties. Acta Math. Acad. Sci. Hung. 8 (1957), 477-493.
89. On Cantor's products. Colloq. Math. 6 (1958), 135-139.
90. On the distribution function $L(z)$. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 2 (1957), 43-50.
91. Investigation by means of probability theory of the conductivity of certain resistances. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 2 (1957), 247-256.
92. On mixing sequences of random variables. Acta Math. Acad. Sci. Hung. 9 (1958), 389-394. (With P. Révész).
93. Some further statistical properties of the digits in Cantor-series. Acta Math. Acad. Sci. Hung. 10 (1959), 21-29. (With P. Erdös).
94. On random graphs, I. Publ. Math. 6 (1959), 290-297. (With P. Erdös).
95. On the probabilistic generalization of the large sieve of Linnik. Publ. Math. Inst. Hung. Acad. Sci. 3 (1959), 199-206.
96. On a theorem of Erdös and its applications in information theory. Mathematica (Cluj) 1 (1959), 341-344.
97. On singular radii of power series. Publ. Math. Inst. Hung. Acad. Sci. 3 (1959), 159-169. (With P. Erdös).
98. On the dimension and entropy of probability distributions. Acta Math. Acad. Sci. Hung. 10 (1959), 193-215.
99. New version of the probabilistic generalization of the large sieve. Acta Math. Acad. Sci. Hung. 10 (1959), 217-226.
100. Some remarks on the theory of trees. Publ. Math. Inst. Hung. Acad. Sci. 4 (1959), 73-85.
101. On the central limit theorem for samples from a finite population. Publ. Math. Inst. Hung. Acad. Sci. 4 (1959), 49-61. (With P. Erdös).
102. On Cantor's series with convergent $\Sigma 1 / q$. Ann. Univ. Sci. Budapest, Sect. Math. 2 (1959), 93-109. (With P. Erdös).
103. On serial and parallel coupling of autoclaves and on the theory of mixing. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 4 (1959), 155-165.
104. On measures of dependence. Acta Math. Acad. Sci. Hung. 10 (1959), 441-451.
105. On connected graphs, I. Publ. Math. Inst. Hung. Acad. Sci. 4 (1959), 385-388.
106. Summation methods and probability theory. Publ. Math. Inst. Hung. Acad. Sci. 4 (1959), 389-399.
107. Additive properties of random sequences of positive integers. Acta Arithmetica 6 (1960), 83-110. (With P. Erdös).
108. On the evolution of random graphs. Internat. Stat. Institute 32. Session, Tokyo (1960), 119. 1-5. (With P. Erdös).
109. On the evolution of random graphs. Publ. Math. Inst. Hung. Acad. Sci. 5 (1960), 17-61. (With P. Erdös).
110. On measures of entropy and information. Fourth Berkeley Symp. on Math. Statist. and Prob. (1960), 547-561.
111. Probabilistic methods in number theory. Proc. Internat. Congress of Math. Edinburgh, 14-21 August (1958), 528-539.
112. On some fundamental questions of information theory. (In Hungarian) Magy. Tud. Akad. III. Oszt. Közl. 10 (1960), 251-282.
113. Dimension, entropy and information. Transactions of the Second Prague Conference on Information Theory, Statistical Decision Functions, Random Processes. Liblice (1959), 545-556.
114. Bemerkung zur Arbeit "Über gewisse Elementenfolgen des Hilbertschen Raumes" von K. Koncz. Publ. Math. Inst. Hung. Acad. Sci. 5 (1960), 265-267.
115. A general method for the proof of some theorems of probability theory and its applications. (In Hungarian) Magy. Tud. Akad. III. Oszt. Közl. 11 (1961), 79-105.
116. On random generating elements of a finite Boolean algebra. Acta Sci. Math. (Szeged) 22 (1961), 75-81.
117. On the strength of connectedness of a random graph. Acta Math. Acad. Sci. Hung. 12 (1961), 261-267. (With P. Erdös).
118. On some inventory problems. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 5 B (1960), 494-506. (With M. Ziermann).
119. Statistical laws of accumulation of information. Bull. Inst. Internat. Statist. Paris, 33 (1961), 1-7.
120. On a classical problem of probability theory. Publ. Math. Inst. Hung. Acad. Sci. 6 A (1961), 215-220. (With P. Erdös).
121. On Kolmogorov's inequality. Publ. Math. Inst. Hung. Acad. Sci. 6 A (1961), 411-415.
122. Legendre polynomials and probability theory. Ann. Univ. Sci. Budapest, Sect. Math. 3-4 (1960/61), 247-251.
123. On the statistical laws of the information-accumulation. (In Hungarian) Magy. Tud. Akad. III. Oszt. Közl. 12 (1962), 15-33.
124. (a) Wahrscheinlichkeitsrechnung, mit einer Anhang über Informationstheorie. University textbook, Deutscher Verlag der Wissenschaften, Berlin (1962), 1-540.
(b) Calcul des Probabilités, Dunod, Paris (1966).
125. On a problem of A. Zygmund. Studies in Mathematical Analysis and Related Topics, 15. Stanford University Press, (1962), 110-116. (With P. Erdös).
126. On random subsets of a finite set. Mathematica (Cluj) 3 (1961), 355-362.
127. On a new approach to Engel's series. Ann. Univ. Sci. Budapest, Sect. Math. 5 (1962), 25-32.
128. On two problems of information theory. Publ. Math. Inst. Hung. Acad. Sci. 8 A (1963), 229-243.
129. Three new proofs and a generalization of a theorem of Irving Weiss. Publ. Math. Inst. Hung. Acad. Sci. 7 A (1962), 203-214.
130. Asymmetric graphs. Acta Math. Acad. Sci. Hung. 14 (1963), 295-315. (With P. Erdös).
131. Théorie des éléments saillants d'un suite d'observations. Ann. Fac. Sci. Univ. de Clermont-Ferrand. 8 (1962), 1-13.
132. On a problem of information theory. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 6 B (1961), 505-516.
133. Remarks on a problem of Obreanu. Canad. Math. Bull. 6 (1963), 267-273. (With P. Erdös).
134. On the foundations of information theory. Rev. Internat. Statist. Inst. 33 (1965), 1-14.
135. On a problem of graph theory. (In Hungarian) Publ. Math. Inst. Hung. Acad. Sci. 7 B (1962), 623-641. (With P. Erdös).
136. Über die konvexe Hülle von $n$ zufällig gewählten Punkten, I. Z. Wahrscheinlichkeitsth. 2 (1963), 75-84. (With R. Sulanke).
137. (a) A Socratic dialogue on Mathematics. Canad. Math. Bull. 7 (1964), 441-462.
(b) Un dialogue. Les Cahiers Rationalistes (1963), 208-209, 4-3.
(c) Sokratischer Dialog. Neue Sammlung 6 (1966), 284-304.
(d) Un dialogo socratico. Gazeta di Matematica (1967).
138. On stable sequences of events. Sankhya, A. 25 (1963), 293-302.
139. Sur les espaces simples des probabilités conditionnelles. Ann. Inst. Poincaré 1 (1964), 3-19. Ser. B.
140. On the distribution of the values of additive number-theoretic functions. Publ. Math. Debrecen 10 (1963), 264-273.
141. A study of sequences of equivalent events as special stable sequences. Publ. Math. Debrecen 10 (1963), 319-325. (With P. Révész).
142. On "small" coefficients of the power of an entire function. Ann. Univ. Sci. Budapest, Sect. Math. 6 (1963), 27-38. (With C. Rényi).
143. Probabilistic methods in group theory. J. Analyse Math. 14 (1965), 127-138. (With P. Erdös).
144. On random matrices. Publ. Math. Inst. Hung. Acad. Sci. 8 A (1963), 455-461. (With P. Erdös).
145. Über die konvexe Hülle von $n$ zufällig gewählten Punkten, II. Z. Wahrscheinlichkeitsth. 3 (1964), 138-147. (With R. Sulanke).
146. On two mathematical models of traffic on a divided highway. J. Appl. Prob. 1 (1964), 311-320.
147. An elementary inequality between the probability of events. Math. Scand. 13 (1963), 99-104. (With J. Neveu and P. Erdös).
148. Additive and multiplicative number-theoretic functions. (Lithographic notes). Ann Arbor, (1964).
149. A dialogue on the application of mathematics. Ontario Mathematical Gazette 3 (1964), 28-40.
150. On an extremal property of the Poisson process. Ann. Inst. Statist. Math. 16 (1964), 1-2, 129-133.
151. A generalization of a theorem of E. Vincze. Publ. Math. Inst. Hung. Acad. Sci. 9 A (1964), 237-239. (With R. G. Laha and E. Lukács).
152. Some remarks on periodic entire functions. J. Analyse Math. 14 (1965), 303-310. (With C. Rényi).
153. On the mean value of nonnegative multiplicative number theoretical functions. Michigan Math. J. 12 (1965), 321-338. (With P. Erdös).
154. On certain representations of real numbers and on sequences of equivalent events. Acta Sci. Math. Hung. 26 (1965), 63-74.
155. On the amount of information concerning an unknown parameter in a sequence of observations. Publ. Math. Inst. Hung. Acad. Sci. 9 A (1964), 617-625.
156. On the amount of information in a frequency count. 35th Session of Internat. Statist. Inst., Beograd (1965), 1-8.
157. (a) Dialogues on mathematics. Akadémiai Kiadó, Budapest (1965), 1-156.
(b) Dialogues on Mathematics. Holden-Day, San Francisco (1966).
(c) Dialoge über Mathematik. Akadémiai Kiadó-VEB Deutscher Verlag der Wissenschaften, Budapest-Berlin (1966).
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