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Abstract. Every norm $\nu$ on $\mathbf{C}^{n}$ induces two norm numerical ranges on the algebra $M_{n}$ of all $n \times n$ complex matrices, the spatial numerical range

$$
W(A)=\left\{x^{*} A y: x, y \in \mathbf{C}^{n}, \nu^{D}(x)=\nu(y)=x^{*} y=1\right\}
$$

where $\nu^{D}$ is the norm dual to $\nu$, and the algebra numerical range

$$
V(A)=\{f(A): f \in \mathcal{S}\}
$$

where $\mathcal{S}$ is the set of states on the normed algebra $M_{n}$ under the operator norm induced by $\nu$. For a symmetric norm $\nu$, we identify all linear maps on $M_{n}$ that preserve either one of the two norm numerical ranges or the set of states or vector states. We also identify the numerical radius isometries, i.e., linear maps that preserve the (one) numerical radius induced by either numerical range. In particular, it is shown that if $\nu$ is not the $\ell_{1}, \ell_{2}$, or $\ell_{\infty}$ norms, then the linear maps that preserve either numerical range or either set of states are "inner", i.e., of the form $A \mapsto Q^{*} A Q$, where $Q$ is a product of a diagonal unitary matrix and a permutation matrix and the numerical radius isometries are unimodular scalar multiples of such inner maps. For the $\ell_{1}$ and the $\ell_{\infty}$ norms, the results are quite different.

## 1 Introduction

Let $M_{n}$ be the algebra of $n \times n$ complex matrices, and let $\|\cdot\|$ be the operator norm on $M_{n}$ induced by a norm $\nu$ on $\mathbf{C}^{n}$, i.e.,

$$
\|A\|=\max \left\{\nu(A x): x \in \mathbf{C}^{n}, \nu(x) \leq 1\right\}
$$

Suppose $X$ and $Y$ are complex matrices or vectors of the same size. Denote by $(X, Y)=\operatorname{tr}\left(X Y^{*}\right)$ the usual inner product on matrices, and denote by $\nu^{D}$ and $\|\cdot\|^{D}$ the dual norms of $\nu$ and $\|\cdot\|$, respectively, i.e.,

$$
\nu^{D}(y)=\max \{|(y, x)|: \nu(x) \leq 1\} \quad \text { and } \quad\|B\|^{D}=\{|(B, A)|:\|A\| \leq 1\}
$$

[^0]We note that in our version of duality, the identification of $\left(\mathbf{C}^{n}, \nu^{D}\right)$ with the dual space of $\left(\mathbf{C}^{n}, \nu\right)$, is conjugate-linear rather than linear, i.e., the linear functional $f_{y}$ on $\left(\mathbf{C}^{n}, \nu\right)$ induced by a vector $y$ is given by $f_{y}(x)=\sum_{j=1}^{n} x_{j} \overline{y_{j}}$. This is at variance with standard notation in classical Banach space theory, but consistent with Hilbert space duality. Similarly the duality $(X, Y)$ between $\left(M_{n},\|\cdot\|\right)$ and $\left(M_{n},\|\cdot\|^{D}\right)$ is variably given in the literature as $\operatorname{tr}\left(X Y^{*}\right)$, as we do, and also $\operatorname{tr}\left(X Y^{t}\right)$ or $\operatorname{tr}(X Y)$.

A state on a normed algebra $\mathcal{A}$ (with identity $I$ of norm one) is a linear functional $f$ on $\mathcal{A}$ such that $f(I)=\|f\|=1$. With the usual identification of $M_{n}$ with its dual, the set $\Sigma$ of states is then identified with the set $\mathcal{S} \subset M_{n}$ described below, which we shall also refer to as the set of states on $M_{n}$ with respect to the norm $\|\cdot\|$.

$$
\begin{equation*}
\mathcal{S}=\left\{B \in M_{n}: \operatorname{tr} B=\|B\|^{D}=1\right\} \tag{1.1}
\end{equation*}
$$

The following subset

$$
\begin{equation*}
\mathcal{R}=\left\{x y^{*}: x, y \in \mathbf{C}^{n}, \nu^{D}(x)=\nu(y)=x^{*} y=1\right\} \tag{1.2}
\end{equation*}
$$

is called the set of vector states. There are two norm numerical ranges of $A \in M_{n}$ associated with $\nu$. The spatial numerical range

$$
\begin{align*}
W_{\nu}(A) & =\{(A, Z): Z \in \mathcal{R}\}  \tag{1.3}\\
& =\left\{x^{*} A y: x, y \in \mathbf{C}^{n}, \nu^{D}(x)=\nu(y)=x^{*} y=1\right\}
\end{align*}
$$

and the algebra numerical range

$$
\begin{equation*}
V_{\nu}(A)=\{(A, Z): Z \in \mathcal{S}\} \tag{1.4}
\end{equation*}
$$

When there is no ambiguity about the norm $\nu$, we simply write

$$
W(A)=W_{\nu}(A) \quad \text { and } \quad V(A)=V_{\nu}(A)
$$

It is known (see [3, p. 84] and Corollary 2.2 below) that $V(A)$ is the convex hull of $W(A)$, i.e.,

$$
\begin{equation*}
V(A)=\operatorname{conv} W(A) \tag{1.5}
\end{equation*}
$$

In view of this, there is only one norm numerical radius associated with the numerical ranges, namely,

$$
r_{\nu}(A)=\max \{|\mu|: \mu \in W(A)\}=\max \{|\mu|: \mu \in V(A)\}
$$

Again, when there is no ambiguity about $\nu$, we simplify write

$$
r(A)=r_{\nu}(A)
$$

The numerical radius is a norm on $M_{n}$ and (see [3, p. 34])

$$
\begin{equation*}
\mathbf{e}^{-1}\|A\| \leq r(A) \leq\|A\| \tag{1.6}
\end{equation*}
$$

where $\mathbf{e}$ is the Euler constant. It is obvious that $W(A)$ includes every eigenvalue of $A$ and hence

$$
\begin{equation*}
\rho(A) \leq r(A) \tag{1.7}
\end{equation*}
$$

where $\rho(A)$ is the spectral radius of $A$.
The standard reference for norm numerical ranges is [3]. See also [2, 17].
When $\nu$ is the $\ell_{2}$ norm, $\mathcal{S}$ is the set of positive semidefinite matrices with trace 1 and $W(A)=V(A)$ is the classical numerical range of $A$ acting on the $n$-dimensional Hilbert space $\mathbf{C}^{n}$, which has been studied extensively; see [8, 9] for background. In this case, the linear preservers of the numerical range are known. A result of Pellegrini [18] implies that a linear operator $\phi$ on $M_{n}$ satisfies $V(\phi(A))=V(A)$ for all $A \in M_{n}$ if and only if its dual transformation $\phi^{*}$ satisfies $\phi^{*}(\mathcal{S})=\mathcal{S}$. If $\nu$ is the $\ell_{2}$ norm, then one may use a result of Kadison [10] on state preserving maps to deduce that there is a unitary $U \in M_{n}$ such that $\phi$ has the form

$$
A \mapsto U^{*} A U \quad \text { or } \quad A \mapsto U^{*} A^{t} U
$$

In this article, we consider linear maps on $M_{n}$ that preserve numerical ranges and radii induced by symmetric norms $\nu$ on $\mathbf{C}^{n}$, i.e., norms $\nu$ that satisfy $\nu(P x)=\nu(x)$ for every $P$ that is either a permutation matrix or a diagonal unitary matrix. (Some authors refer to these norms as symmetric and absolute.) We give a complete characterization of those linear operators $\phi$ on $M_{n}$ satisfying

$$
\begin{equation*}
F(\phi(A))=F(A) \quad \text { for all } A \in M_{n} \tag{1.8}
\end{equation*}
$$

where $F(A)=W(A), V(A)$ or $r(A)$. A linear operator $\phi$ on $M_{n}$ satisfying (1.8) is called a linear preserver of the function $F$.

It is evident that if $\nu$ is any norm on $\mathbf{C}^{n}$ and if $T$ is a linear isometry of $\left(\mathbf{C}^{n}, \nu\right)$, then the "inner" map $A \mapsto T^{-1} A T$ preserves each of the two numerical ranges. The main result of Section 3 is that the converse is also true when $\nu$ is a symmetric norm other than multiples of the $\ell_{1}, \ell_{2}$ or $\ell_{\infty}$ norms. i.e., the numerical range preservers are all inner. These results differ from the $\ell_{2}$ results in as much as the transpose map is no longer present and that the group of isometries of the underlying space ( $\left.\mathbf{C}^{n}, \nu\right)$ is much smaller. We also give in Section 5 a complete description for the preservers of the numerical ranges when $\nu$ is the $\ell_{1}$ or the $\ell_{\infty}$ norm. The preservers of the spatial numerical range are also inner, but there are more linear preservers of the algebra numerical range.

In Section 4, we identify the numerical radius isometries, i.e., the numerical radius preservers. When $\nu$ is a symmetric norm other than multiples of the $\ell_{1}$ or the $\ell_{\infty}$ norm, such maps are unimodular scalar multiples of the numerical range preservers. This is again not true for the $\ell_{1}$ or the $\ell_{\infty}$ norms and we characterize the numerical radius preservers in these exceptional cases in Section 5.

We end this section by fixing notation and terminology.
By a complex unit, we mean a complex number of modulus one. Also the term "unimodular complex number" is used synonymously. Vectors in $\mathbf{C}^{n}$ are always assumed to be column vectors so that $x y^{*}$ is an $n \times n$ matrix, while $y^{*} x$ is the inner
product of $x$ and $y$. We always assume that $\|\cdot\|$ is the operator norm on $M_{n}$ induced by a symmetric norm $\nu$ on $\mathbf{C}^{n}$ unless specified otherwise. Since one may replace $\nu$ by $\gamma \nu$ for any $\gamma>0$ without changing $\|\cdot\|, W(A)$ and $V(A)$, we often assume that $\nu\left(e_{1}\right)=1$.

Furthermore, we use the following notation and terminology.
$-\left\{e_{1}, \ldots, e_{n}\right\}$ : the standard basis for $\mathbf{C}^{n}$,
$-e=e_{1}+\cdots+e_{n}$,
$-(x, y)=y^{*} x$ : the usual inner product on $\mathbf{C}^{n}$,

- $\ell_{p}(x)$ : The $\ell_{p}$ norm of $x \in \mathbf{C}^{n} ;(1 \leq p \leq \infty)$,
- $\left\{E_{11}, E_{12}, \ldots, E_{n n}\right\}$ : the standard basis for $M_{n}$,
$-(X, Y)=\operatorname{tr}\left(X Y^{*}\right)$ : the usual inner product in $M_{n}$,
- conv $S$ : the convex hull of a given set $S$,
- Ext $S$ : the set of extreme points of a compact convex set $S$,
$-\mathcal{E}=$ Ext $\mathcal{B}$, where $\mathcal{B}=\left\{x \in \mathbf{C}^{n}: \nu(x) \leq 1\right\}$,
$-\mathcal{E}^{D}=\operatorname{Ext} \mathcal{B}^{D}$, where $\mathcal{B}=\left\{x \in \mathbf{C}^{n}: \nu^{D}(x) \leq 1\right\}$,
$-\mathcal{E}_{\|\cdot\|^{D}}=$ Ext $\mathcal{B}_{\|\cdot\|^{D}}$, where $\mathcal{B}_{\|\cdot\|^{D}}=\left\{X \in M_{n}:\|X\|^{D} \leq 1\right\}$.
$-\operatorname{GP}(n)$ : the group of generalized permutation matrices in $M_{n}$, i.e., the group generated by permutation matrices and diagonal unitary matrices.

For $A \in M_{n}$, the sets
$-\mathcal{D}(A)=\left\{D A D^{*}: D\right.$ is a diagonal unitary $\}$,
$-\mathcal{P}(A)=\left\{P A P^{t}: P\right.$ is a permutation $\}$, and
$-\mathcal{G P}(A)=\left\{Q A Q^{*}: Q \in \operatorname{GP}(n)\right\}$
will be called the diagonal-unitary orbit of $A$, the permutation orbit of $A$ and the generalized permutation orbit of $A$ (or the GP-orbit of $A$ ) respectively.

## 2 Auxiliary Results

We begin with some general results on operator norms not necessarily induced by symmetric norms on $\mathbf{C}^{n}$. Some of them are well known. We will mention some convenient references or give short proofs for completeness. We start with the following proposition, whose proof may be found in [15, Proposition 4.1].

Proposition 2.1 Let $\nu$ be a norm on $\mathbf{C}^{n}$. Then

$$
\mathcal{E}_{\|\cdot\|^{D}}=\left\{x y^{*}: x \in \mathcal{E}^{D}, y \in \mathcal{E}\right\},
$$

and

$$
\mathcal{B}_{\|\cdot\|^{D}}=\operatorname{conv}\left\{x y^{*}: x \in \mathcal{E}^{D}, y \in \mathcal{E}\right\}=\operatorname{conv}\left\{x y^{*}: \nu^{D}(x)=\nu(y)=1\right\}
$$

We use Proposition 2.1 to give a proof for the following known result. We mention, in passing, that the extreme points of the set $S$ of states are called pure states.

Corollary 2.2 Let $\nu$ be a norm on $\mathbf{C}^{n}$ and let $\mathcal{S}$ and $\mathcal{R}$ be the corresponding set of states and set of vector states respectively. Then

$$
\begin{equation*}
\operatorname{conv} \mathcal{R}=\mathcal{S}, \quad V(A)=\operatorname{conv} W(A), \quad \text { and } \quad \text { Ext } \mathcal{S}=\mathcal{R} \cap \mathcal{E}_{\|\cdot\|^{D}} \tag{2.1}
\end{equation*}
$$

Proof It is easy to verify the well-known fact that $\mathcal{S}$ is convex. Indeed, it is the intersection of the unit ball $\mathcal{B}_{\|\cdot\|^{D}}$ and the set $\mathcal{T}$ of matrices of trace 1 since $1=\operatorname{tr} S=$ $(S, I)$ implies that $\|S\|^{D} \geq 1$. The convexity of each of $\mathcal{B}_{\|\cdot\|^{D}}$ and $\mathcal{T}$ is quite easy to see.

It is obvious that $\mathcal{R} \subseteq \mathcal{S}$ and hence conv $\mathcal{R} \subseteq \mathcal{S}$ To prove the reverse inclusion, let $B \in \mathcal{S}$. Since $\mathcal{S} \subseteq \mathcal{B}_{\|\cdot\|^{D}}$, then by Proposition $2.1, B$ is a convex combination of elements of the form $x y^{*}$ with $\nu^{D}(x)=\nu(y)=1$. Since $\left|\operatorname{tr}\left(x y^{*}\right)\right|=$ $\left|y^{*} x\right| \leq \nu^{D}(x) \nu(y)=1$, each matrix $x y^{*}$ in the convex combination must satisfy $1=\operatorname{tr}\left(x y^{*}\right)=y^{*} x$ to ensure that $\operatorname{tr} B=1$. We conclude that $B \in \operatorname{conv} \mathcal{R}$.

For the second equality in the corollary, we have

$$
\begin{aligned}
\operatorname{conv} W(A) & =\operatorname{conv}\{(A, Z): Z \in \mathcal{R}\} \\
& =\{(A, Z): Z \in \operatorname{conv} \mathcal{R}\} \\
& =\{(A, Z): Z \in \mathcal{S}\} \\
& =V(A) .
\end{aligned}
$$

Finally, we consider the third equality. Since $\mathcal{S}=\operatorname{conv} \mathcal{R}$ and $\mathcal{S} \subseteq \mathcal{B}_{\|\cdot\|^{D}}$, then Ext $\mathcal{S} \subseteq \mathcal{R}$ and Ext $\mathcal{S} \subseteq \mathcal{E}_{\|\cdot\|^{D}}$. Thus, Ext $\mathcal{S} \subseteq \mathcal{R} \cap \mathcal{E}_{\|\cdot\|^{D}}$. For the reverse inclusion, if $X \in \operatorname{Ext} \mathcal{R} \cap \mathcal{E}_{\|\cdot\|^{D}}$, then $X \in \mathcal{S}$ and $X$ cannot be written as the convex combination of two different matrices in $\mathcal{S} \subseteq \mathcal{E}_{\|\cdot\|^{D}}$. Hence, $X \in$ Ext $\mathcal{S}$.

In the following proposition, we use the notation $\bar{S}=\{\bar{\mu}: \mu \in S\}$ for $S \subseteq \mathbf{C}$. The first assertion of the proposition can be found (with different notation) in [3, p. 85].

Proposition 2.3 Let $W_{\nu}(A)$ or $V_{\nu}(A)$ be the numerical ranges associated with a norm $\nu$ on $\mathbf{C}^{n}$. For $F_{\nu}(A)=W_{\nu}(A)$ or $V_{\nu}(A)$, we have

$$
\overline{F_{\nu}(A)}=F_{\nu^{D}}\left(A^{*}\right) \quad \text { and } \quad r_{\nu}(A)=r_{\nu^{D}}\left(A^{*}\right) .
$$

If, in addition, $\nu(x)=\nu(\bar{x})$ for all $x \in \mathbf{C}^{n}$, which is true for a symmetric norm $\nu$, then

$$
F_{\nu}(A)=F_{\nu^{D}}\left(A^{t}\right) \quad \text { and } \quad r_{\nu}(A)=r_{\nu^{D}}\left(A^{t}\right) .
$$

Proof Observe that

$$
\begin{aligned}
\overline{W_{\nu}(A)} & =\left\{\overline{x^{*} A y}: \nu^{D}(x)=\nu(y)=x^{*} y=1\right\} \\
& =\left\{\left(x^{*} A y\right)^{*}: \nu^{D}(x)=\nu(y)=x^{*} y=1\right\} \\
& =\left\{y^{*} A^{*} x: \nu^{D}(x)=\nu(y)=x^{*} y=1\right\} \\
& =W_{\nu^{D}}\left(A^{*}\right) .
\end{aligned}
$$

The first assertion on $F_{\nu}$ and $r_{\nu}$ follows. If $\nu(y)=\nu(\bar{y})$ for all $y \in \mathbf{C}^{n}$, then $\nu^{D}(x)=$ $\nu^{D}(\bar{x})$ for all $x \in \mathbf{C}^{n}$. It follows that

$$
\begin{aligned}
W_{\nu}(A) & =\left\{\left(x^{*} A y\right)^{t}: \nu^{D}(x)=\nu(y)=x^{*} y=1\right\} \\
& =\left\{\bar{y}^{*} A^{t} \bar{x}: \nu^{D}(x)=\nu(y)=x^{*} y=1\right\} \\
& =W_{\nu^{D}}\left(A^{t}\right) .
\end{aligned}
$$

The second assertion follows.
Corollary 2.4 Suppose $F_{\nu}(A)=W_{\nu}(A), V_{\nu}(A)$ or $r_{\nu}(A)$. A mapping $\phi: M_{n} \rightarrow M_{n}$ satisfies

$$
\begin{equation*}
F_{\nu}(\phi(A))=F_{\nu}(A) \quad \text { for all } A \in M_{n} \tag{2.2}
\end{equation*}
$$

if and only if the mapping $\tilde{\phi}: M_{n} \rightarrow M_{n}$ defined by $\tilde{\phi}(A)=\phi\left(A^{*}\right)^{*}$ satisfies

$$
\begin{equation*}
F_{\nu^{D}}(\tilde{\phi}(A))=F_{\nu^{D}}(A) \quad \text { for all } A \in M_{n} . \tag{2.3}
\end{equation*}
$$

If, in addition, $\nu(x)=\nu(\bar{x})$ for all $x \in \mathbf{C}^{n}$, in particular if $\nu$ is a symmetric, then (2.2) holds if and only if the mapping $\tilde{\phi}: M_{n} \rightarrow M_{n}$ defined by $\tilde{\phi}(A)=\phi\left(A^{t}\right)^{t}$ satisfies (2.3).

Here is another well known result needed in our discussion.
Lemma 2.5 Let $W_{\nu}$ and $V_{\nu}$ be the numerical ranges associated with a norm $\nu$ on $\mathbf{C}^{n}$. Then a matrix $A \in M_{n}$ is such that any one (or both) of the sets $W_{\nu}(A)$ or $V_{\nu}(A)$ equals $\{\mu\}$ if and only if $A=\mu I$.

The rest of the results in this section concern operator norms on $M_{n}$ induced by symmetric norms $\nu$ on $\mathbf{C}^{n}$.

Lemma 2.6 Suppose $\|\cdot\|$ is the operator norm on $M_{n}$ induced by a symmetric norm $\nu$ on $\mathbf{C}^{n}$. Let $\mathcal{S}$ and $\mathcal{R}$ be the set of states and the set of vector states corresponding to $\nu$, respectively. If $x y^{*} \in \mathcal{R}$, then there exists a generalized permutation $Q \in \operatorname{GP}(n)$ such that both $Q x$ and $Q y$ have nonnegative entries in descending order. Consequently, all matrices in $\mathcal{R}$ and $\mathcal{S}$ have nonnegative diagonal entries.

Proof Suppose $Q$ is the generalized permutation matrix satisfying $Q x=\left(x_{1}, \ldots, x_{n}\right)^{t}$ with $x_{1} \geq \cdots \geq x_{n} \geq 0$. If $Q y=\left(y_{1}, \ldots, y_{n}\right)^{t}$ is not a nonnegative vector, then there exists a diagonal unitary matrix $D$ such that $D Q x y^{*} Q^{*} D^{*} \in \mathcal{R}$ has positive trace larger than $\operatorname{tr}\left(x y^{*}\right)=1$. Thus $\nu(y) \nu^{D}(x)=\nu(D Q y) \nu^{D}(D Q x) \geq \operatorname{tr}\left(D Q x y^{*} Q^{*} D^{*}\right)>$ 1, a contradiction. This establishes that $Q y$ is a nonnegative vector. Furthermore, if $y_{j}<y_{j+1}$, then we claim that $x_{j}=x_{j+1}$; otherwise, we can let $P$ be the permutation matrix obtained from $I$ be interchanging the $j$-th and $(j+1)$-st rows so that $P Q x y^{*} Q^{*} P^{*} \in \mathcal{R}$ has trace larger than $\operatorname{tr}\left(x y^{*}\right)=1$. We may replace $Q$ by $P Q$. After at most $n-1$ of such modifications, the resulting matrix $Q$ will satisfy the asserted property.

The following is a key lemma in this paper and will be extensively used in the sequel.

Lemma 2.7 Let $\nu$ be a symmetric norm on $\mathbf{C}^{n}$, and $\|\cdot\|$ be the corresponding operator norm on $M_{n}$.
(a) If $c=\nu\left(e_{1}\right)$ then $c \ell_{\infty}(x) \leq \nu(x) \leq c \ell_{1}(x)$ for every $x \in \mathbf{C}^{n}$.
(b) At least one of the vectors $e / \nu(e)$ and $e / \nu^{D}(e)$ belongs to the set of extreme points $\mathcal{E}$ or $\mathcal{E}^{D}$ of the corresponding unit ball respectively.
(c) $\nu(e) \nu^{D}(e)=n$.
(d) If $e / \nu(e) \in \mathcal{E}$ then
(i) for every nonnegative $x \in \mathcal{B}^{D}$, the unit ball of $\nu^{D}$, we have $e^{t} x \leq \nu(e)$;
(ii) for every nonnegative $y \in \mathcal{B}$, the unit ball of $\nu$, we have $e^{t} y \leq n / \nu(e)$ and equality holds if and only if $y=e / \nu(e)$;
(iii) there exists $u=\left(u_{1}, \ldots, u_{n}\right)^{t}$ with $u_{1} \geq \cdots \geq u_{n} \geq 0$ and $u_{1}+\cdots+u_{n}=1$ such that ue ${ }^{t} \in \operatorname{Ext} \mathcal{S}$, and so the $Q P$-orbit $\mathcal{D}_{1}$ of ue satisfies

$$
\begin{equation*}
\mathcal{D}_{1}=\left\{Q^{*} u e^{t} Q: Q \in \operatorname{GP}(n)\right\} \subseteq \operatorname{Ext} \mathcal{S} \tag{2.4}
\end{equation*}
$$

Furthermore $u=e_{1}$ if and only if $\nu$ is a multiple of the $\ell_{\infty}$ norm.
(e) If $e / \nu^{D}(e) \in \mathcal{E}^{D}$ then
(i) for every nonnegative $y \in \mathcal{B}$, we have e $e^{t} y \leq \nu^{D}(e)$;
(ii) for every nonnegative $x \in \mathcal{B}^{D}$, we have $e^{t} x \leq n / \nu^{D}(e)$ and equality holds if and only if $x=e / \nu^{D}(e)$;
(iii) there exists $v=\left(v_{1}, \ldots, v_{n}\right)^{t}$ with $v_{1} \geq \cdots \geq v_{n} \geq 0$ and $v_{1}+\cdots+v_{n}=1$ such that ev ${ }^{t} \in$ Ext $\mathcal{S}$, and so the $Q P$-orbit $\mathcal{D}_{2}$ of ev ${ }^{t}$ satisfies

$$
\begin{equation*}
\mathcal{D}_{2}=\left\{Q^{*} e v^{t} Q: Q \in \operatorname{GP}(n)\right\} \subseteq \operatorname{Ext} \mathcal{S} \tag{2.5}
\end{equation*}
$$

Furthermore $v=e_{1}$ if and only if $\nu$ is a multiple of the $\ell_{1}$ norm.
(f) The following conditions are equivalent to each other:
(i) there exist vectors $u$ and $v$ in $\mathbf{C}^{n}$ such that both $u e^{t}$ and $e v^{t}$ belong to Ext $\mathcal{S}$;
(ii) $e / \nu(e) \in \mathcal{E}$ and $e / \nu^{D}(e) \in \mathcal{E}^{D}$;
(iii) $e e^{t} / n \in \operatorname{Ext} \delta$.

Proof The inequality $\nu(x) \leq c \ell_{1}(x)$ follows easily from the triangle inequality. The other inequality in part (a) follows by duality.

To prove part (b), let $\gamma=\nu(e)$. If $e / \gamma \notin \mathcal{E}$, then it is a convex combination of a finite set $\mathcal{Z} \subseteq \mathcal{E}$. Let $w$ be a vector in $\mathcal{E}^{D}$ such that $w^{t} e / \gamma=1$. We shall show that $w$ is scalar multiple of $e$. By Lemma 2.6, we have that $w$ is a nonnegative vector. For every $z \in \mathcal{Z}$ we have $(w,|z|) \leq 1$, but $1=(w, e / \gamma)$ is a convex combination of the numbers $(w, z)$ for $z \in \mathcal{Z}$. It follows that $(w, z)=(w,|z|)=1$. Since we may replace $w$ by $P w$ for any permutation $P$, we get that $(P w, z)=(P w,|z|)=1$ for every permutation $P$. This easily implies that $z$ is nonnegative and that either $z$ or $w$ is a multiple of $e$. By assumption $z$ cannot be, so $w$ is. In other words $e / \nu^{D}(e) \in \mathcal{E}^{D}$. This proves part (b).

Part (c) will be proved after parts (d) and (e).

To prove part ( d ), we again let $\gamma=\nu(e)$. There exists a vector $w=\left(w_{1}, \ldots, w_{n}\right)^{t} \in$ $\mathcal{E}^{D}$ such that $w^{*} e=\gamma$. By Lemma 2.6, the vector $w$ is nonnegative. We may, with no loss of generality, assume that $w_{1} \geq \cdots \geq w_{n}$. Now let $u=w / \gamma$. Then $u e^{t}=w e^{t} / \gamma \in \mathcal{E}_{\|\cdot\|}$ by Proposition 2.1. By Corollary 2.2, we conclude that $\mathcal{D}_{1} \subseteq$ $\mathcal{R} \cap \mathcal{E}_{\|\cdot\|^{D}}=$ Ext $\mathcal{\delta}$. This proves the set inclusion part of (d).

If $x$ is a nonnegative vector in $\mathcal{B}^{D}$, then

$$
\sum_{j=1}^{n} x_{j}=(x, e) \leq \nu^{D}(x) \nu(e)=\nu(e) .
$$

If $y$ is a nonnegative vector in $\mathcal{B}$, let $z$ be the average of $P y$ as $P$ runs through all permutations. Therefore $\nu(z) \leq 1$. But $z=\left(e^{t} y\right) e / n$. It follows that $e^{t} y \leq n / \nu(e)$. If equality holds, then $z=e / \nu(e)$ is an extreme point of the unit ball of $\nu$ and is at the same time a convex combinations of the vectors $P y$ in the unit ball. It follows that $y=e / \nu(e)$.

Next, we turn our attention to the last assertion of the last part of (d). It is obvious that if $\nu$ is a multiple of the $\ell_{\infty}$ norm, then $Q^{*} e_{1} e^{t} Q \in \operatorname{Ext} \mathcal{S}$ for every $Q \in \operatorname{GP}(n)$. Conversely, if $e_{1} e^{t} \in \operatorname{Ext} \mathcal{S}$, then by Proposition 2.1 and Corollary 2.2, we have that (after normalisation) $e_{1} \in \mathcal{E}^{D}$ and $e \in \mathcal{E}$. In particular $\nu(e)=1$. The set of extreme points of the unit ball of the $\ell_{\infty}$ norm is precisely the set $\{Q e: Q \in \operatorname{GP}(n)\}$. Thus every vector in the unit ball of the $\ell_{\infty}$ norm belongs to $\operatorname{conv}\{\mathrm{Qe}: Q \in \operatorname{GP}(n)\} \subseteq \mathcal{B}$. This shows that $\nu(x) \leq \ell_{\infty}(x)$ for every $x \in \mathbf{C}^{n}$. The reverse inequality follows from part (a) and so the normalised $\nu$ is the $\ell_{\infty}$ norm.

The proof of part (e) follows by duality.
Finally, we consider part (f). The implication (iii) $\Rightarrow$ (i) is clear and the implication (i) $\Rightarrow$ (ii) follows from Proposition 2.1 and Corollary 2.2. If (ii) is satisfied, then using the same two results together with part (c), we get that

$$
\frac{e e^{t}}{n}=\frac{e}{\nu(e)} \frac{e^{t}}{\nu^{D}(e)} \in \mathcal{R} \cap \mathcal{E}_{\|\cdot\|^{D}}=\operatorname{Ext} \mathcal{S} \text {. }
$$

Lemma 2.8 Suppose $\nu$ is a symmetric norm on $\mathbf{C}^{n}$ not equal to a multiple of the $\ell_{2}$ norm.
(a) For every $k \in\{1, \ldots, n\}$, and for every $Q \in \operatorname{GP}(n)$, we have

$$
Q\left(e_{1}+\cdots+e_{k}\right)\left(e_{1}+\cdots+e_{k}\right)^{t} Q^{*} / k \in \mathcal{S},
$$

in particular ee $e^{t} / n \in \mathcal{S}$ and $E_{j j} \in \mathcal{S}$ for every $j$.
(b) There exists an element of the form $x y^{*} \in \operatorname{Ext} \delta$ such that $x, y \in \mathbf{C}^{n}$ are not multiples of each other.
(c) $\mathcal{S}^{t} \neq \mathcal{S} \neq \mathcal{S}^{*}$ and $\mathfrak{R}^{t} \neq \mathcal{R} \neq \mathcal{R}^{*}$.
(d) There exists a matrix of the form $S=a E_{12}+b E_{21}+\sum_{j=1}^{n} d_{j} E_{j j}$ in $S$ with $a>b \geq 0$.

Proof To prove (a), suppose $y=\left(e_{1}+\cdots+e_{k}\right)$ and $\nu(y)=\gamma$. Then there exists $x=\left(x_{1}, \ldots, x_{n}\right)^{t} \in \mathcal{E}^{D}$ such that $(x, y) / \gamma=1$, and hence $x_{1}+\cdots+x_{k}=\gamma$. Let $\tilde{x}=\left(x_{1}, \ldots, x_{k}, 0, \ldots, 0\right)^{t}$, where the zeros are absent if $k=n$. Note that

$$
\tilde{x}=\left(x+\left(I_{k} \oplus-I_{n-k}\right) x\right) / 2 \in \mathcal{B}^{D} .
$$

Let $P$ be the permutation matrix $E_{12}+\cdots+E_{k-1, k}+E_{k, 1}+\sum_{j>k} E_{j j}$. Then

$$
u=\left(\sum_{j=1}^{k} P^{j} \tilde{x}\right) / k=\gamma\left(e_{1}+\cdots+e_{k}\right) / k \in \mathcal{B}^{D}
$$

Thus,

$$
u y^{t} / \gamma=\left(e_{1}+\cdots+e_{k}\right)\left(e_{1}+\cdots+e_{k}\right)^{t} / k \in \operatorname{conv} \mathcal{R}=\mathcal{S}
$$

Clearly, for any $Q \in \operatorname{GP}(n)$, we have $Q\left(u y^{t} / \gamma\right) Q^{*} \in \mathcal{S}$.
To prove part (b) assume, to the contrary, that every element in Ext $\mathcal{S}$ has the form $x x^{*}$ for some vector $x \in \mathbf{C}^{n}$. It follows that every element of $\mathcal{S}$ is self-adjoint. Therefore every element of $\mathcal{R}$ has the form $x x^{*}$ for some vector $x \in \mathbf{C}^{n}$. If $x \in \mathbf{C}^{n}$ satisfies $\nu(x)=1$, then there exists $y \in \mathbf{C}^{n}$ such that $1=\nu^{D}(y)=(x, y)$. By our assumption, we have $y=x$ and hence $1=(x, x)=\ell_{2}(x)^{2}$. It follows that $\nu$ is the $\ell_{2}$ norm, a contradiction.

For part (c) we will only prove the first inequality; the second inequality may be proved by a similar argument and the last two follow from the first two. So assume that $\mathcal{S}=\mathcal{S}^{t}$. It follows that Ext $\mathcal{S}=(\operatorname{Ext} S)^{t}$. By part (b) there exist linearly independent vectors $x \in \mathcal{E}^{D}$ and $y \in \mathcal{E}$ such that the matrix $A=x y^{*} \in \operatorname{Ext} \mathcal{S}$. By Lemma 2.6, we may assume that $x$ and $y$ have nonnegative entries. Now, $y x^{t}=A^{t} \in$ Ext $\mathcal{S}$. Hence there is a positive number $r$ such that $r y \in \mathcal{E}^{D}$ and $x / r \in \mathcal{E}$. But then

$$
1 \geq(x, x / r)(y, r y)=(x, x)(y, y) \geq(x, y)(x, y)=(\operatorname{tr} A)^{2}=1
$$

implies that $x$ and $y$ are multiples of each other, a contradiction.
For part (d), we again choose linearly independent nonnegative vectors $x$ and $y$ such that $x y^{t} \in \mathcal{S}$. Since the matrix $x y^{t}$ is not symmetric, there exists a permutation matrix $P$ such that $P x y^{t} P^{t}$ has its $(1,2)$ and $(2,1)$ entries equal to $a$ and $b$ with $a>$ $b \geq 0$. Let $A=P x y^{t} P^{t}$ and $D=-I_{2} \oplus I_{n-2}$. By the convexity of $\mathcal{S}$, the matrix $A_{0}=(D A D+A) / 2$ belongs to $S$. But $A_{0}=B \oplus C$ where $B \in M_{2}$ is the top left $2 \times 2$ corner of $A$. Now, set

$$
S=\sum_{D}\left(D A_{0} D\right) / 2^{n-2} \in \mathcal{S},
$$

where $D$ ranges over all diagonal orthogonal matrices whose $(1,1)$ and $(2,2)$ entries are equal to 1 . Then $S$ has the form described in (d).

Let $\nu$ be a norm on $\mathbf{C}^{n}$. Then $A \in M_{n}$ is said to be $\nu$-hermitian if $W_{\nu}(A)$ (or equivalently $\left.V_{\nu}(A)\right)$ is contained in $\mathbf{R}$. If $\nu$ is the $\ell_{2}$ norm, this reduces to the usual notion of hermitian (or self-adjoint) matrices. ( $\nu$-positive definite or semi-definite matrices may be defined analogously.) The $\nu$-hermitian matrices associated with an absolute norm have been characterized in [21]. Specializing their results to symmetric norms, we have the following corollary, which can also be derived from our previous lemmas as we presently show.

Corollary 2.9 Let $\nu$ be a symmetric norm on $\mathbf{C}^{n}$ not equal to a multiple of the $\ell_{2}$ norm. Then a matrix $A \in M_{n}$ is $\nu$-hermitian if and only if $A$ is a diagonal matrix and the diagonal entries are real. If $D$ is such a diagonal hermitian with diagonal entries $d_{j j}$, then $V_{\nu}(D)=W_{\nu}(D)=\operatorname{conv}\left\{d_{j j}: 1 \leq j \leq n\right\}$

Proof Note that every state $S$ in $\mathcal{S}$ satisfies $\operatorname{tr} S=1$ and, by Lemma 2.6, has nonnegative diagonal entries. If $A$ is a diagonal matrix with real diagonal entries, then $(A, S)$ is real. Thus $V(A)=\{(A, S): S \in \mathcal{S}\}$ is a subset of $\mathbf{R}$.

Conversely, suppose $V(A)$ is a subset of $\mathbf{R}$. Since $E_{j j} \in \mathcal{S}$, we have $\left(A, E_{j j}\right)$ is real for all $j=1, \ldots, n$. Thus $A$ has real diagonal entries. Suppose $A$ has a nonzero $(j, k)$ entry $a_{j k}$ for some $j \neq k$. By Lemma 2.8(d), there exists a matrix $B=\sum_{j=1}^{n} d_{j} E_{j j}+$ $a E_{12}+b E_{21}$ with $a>b \geq 0$ in $\mathcal{S}$. For every $s \in[0,2 \pi)$ there exists a $Q_{s} \in \operatorname{GP}(n)$ such that $Q_{s} B Q_{s}^{*}$ has $(j, k)$ entry $e^{i s} a$ and $(k, j)$ entry $e^{-i s} b$. Let $D_{A}$ and $D_{s}$ denote the diagonal part of $A$ an $Q_{s} B Q_{s}^{*}$, respectively. Then both of them are real matrices and thus $\operatorname{tr}\left(D_{A} D_{s}\right) \in \mathbf{R}$. But then for all $s \in[0,2 \pi)$, we have

$$
\left(A, Q_{s} B Q_{s}^{t}\right)=\operatorname{tr}\left(D_{A} D_{s}\right)+a_{j k} a e^{-i s}+a_{k j} b e^{i s} \in \mathbf{R} .
$$

Thus $a_{j k} a$ and $a_{k j} b$ are complex conjugates. It follows that $\left|a_{j k}\right|<\left|a_{k j}\right|$.
On the other hand for every permutation $P$, we have that $P^{t} \mathcal{S} P=\mathcal{S}$, which implies that $P^{t} A P$ is also a $\nu$-hermitian matrix. If we take $P$ to be the transposition that transposes $e_{j}$ and $e_{k}$, we conclude also that $\left|a_{j k}\right|>\left|a_{k j}\right|$, which is impossible. Hence $A$ cannot have non-zero off-diagonal entries.

If $D$ is a diagonal hermitian and $S$ is a state, then it is obvious that $(D, S)$ is a convex combination of the diagonal entries of $D$. On the other hand, every eigenvalue $d_{j j}$ of $D$ evidently belongs to the spatial numerical range and hence to the algebra numerical range of $D$. The convexity of the algebra numerical range now implies that $V_{\nu}(D)=\operatorname{conv}\left\{d_{j j}: 1 \leq j \leq n\right\}$. Since the spatial numerical range is always connected [3, p. 102], we also conclude that $W_{\nu}(D)=\operatorname{conv}\left\{d_{j j}: 1 \leq j \leq n\right\}$.

The isometries of the space $\left(\mathbf{C}^{n}, \nu\right)$ for a symmetric norm $\nu$ are known (see [20]). As we now have all the ingredients needed for a short proof, we take this opportunity to present it.

Corollary 2.10 Let $\nu$ be a symmetric norm on $\mathbf{C}^{n}$ not equal to a multiple of the $\ell_{2}$ norm. Then a matrix $U \in M_{n}$ is an isometry of $\left(\mathbf{C}^{n}, \nu\right)$ if and only if $U$ is a generalized permutation.

Proof The fact that a generalized permutation is an isometry is nothing more than the definition of a symmetric norm. To prove the converse, assume that $U$ is an isometry. It follows that $U H U^{-1}$ is $\nu$-hermitian for every $\nu$-hermitian matrix $H$. In particular $U E_{j j} U^{-1}$ is a rank-one $\nu$-hermitian matrix for every $j$. Therefore $U E_{j j} U^{-1}$ is a scalar multiple of $E_{k k}$ for an index $k$ depending on $j$. This implies that $U e_{j}=\lambda_{j} e_{\pi(j)}$, for unimodular complex numbers $\lambda_{j}$, and a permutation $\pi$ of the set $\{1, \ldots, n\}$, i.e., $U$ is a product of a permutation matrix and a diagonal unitary matrix as required.

## 3 States and Numerical Range Freservers

In this section, we characterize linear operators on $M_{n}$ that preserve the states or the vector states or any of the two norm numerical ranges arising from a symmetric norm which is not a multiple of the $\ell_{1}, \ell_{2}$ or $\ell_{\infty}$ norm.

Theorem 3.1 Let $\nu$ be a symmetric norm not equal to a multiple of the $\ell_{q}$ norm with $q \in\{1,2, \infty\}$. The following conditions are equivalent for a linear operator $\phi$ on $M_{n}$.
(a) $\phi$ preserves the spatial numerical range, i.e., $W(\phi(A))=W(A)$ for all $A \in M_{n}$.
(b) $\phi$ preserves the algebra numerical range, i.e., $V(\phi(A))=V(A)$ for all $A \in M_{n}$.
(c) There exists a generalized permutation $Q \in G P(n)$ such that

$$
\phi(A)=Q^{*} A Q \quad \forall A \in M_{n},
$$

or equivalently,

$$
\phi^{*}(A)=Q A Q^{*} \quad \forall A \in M_{n} .
$$

(d) $\phi^{*}(\mathcal{R})=\mathcal{R}$.
(e) $\phi^{*}(\mathcal{S})=\mathcal{S}$.

Proof The equivalence of the form for $\phi$ and the form for $\phi^{*}$ in part (c) follows from

$$
\left(Q^{*} A Q, B\right)=\operatorname{tr}\left(Q^{*} A Q B^{*}\right)=\operatorname{tr}\left(A Q B^{*} Q^{*}\right)=\left(A, Q B Q^{*}\right)
$$

Next, we consider the following chain of implications: $(\mathrm{c}) \Rightarrow(\mathrm{d}) \Rightarrow(\mathrm{a}) \Rightarrow(\mathrm{b}) \Rightarrow(\mathrm{e})$
The implications (c) $\Rightarrow$ (d) and (d) $\Rightarrow$ (a) are readily verified. The implication (a) $\Rightarrow$ (b) follows the fact that $V(A)=\operatorname{conv} W(A)$ and the implication (b) $\Rightarrow$ (e) follows from the result in [18].

It remains to establish (e) $\Rightarrow$ (c). We divide the proof into several lemmas. In the rest of this section, we always assume that $\mathcal{S} \subseteq M_{n}$ is the set of states arising from a symmetric norm $\nu$ on $\mathbf{C}^{n}$, and $\psi=\phi^{*}$ is a linear operator on $M_{n}$ satisfying $\psi(\mathcal{S})=\mathcal{S}$.

Lemma 3.2 Let $\psi$ be a linear map on $M_{n}$ such that $\psi(\mathcal{S})=\mathcal{S}$, where $\mathcal{S}$ is the set of states induced by a symmetric norm $\nu$ which is not a multiple of the $\ell_{2}$ norm. Then
(a) $\psi$ preserves the algebra numerical range;
(b) $\psi$ maps the set of diagonal matrices onto itself;
(c) If $\tilde{\mathcal{E}}=\left\{E_{j j}: 1 \leq j \leq n\right\}$ then $\psi(\tilde{\mathcal{E}})=\tilde{\mathcal{E}}$.

Furthermore, there exists a permutation matrix $P$ such that the operator $\tilde{\psi}$ defined by $X \mapsto P^{*} \psi(X) P$
(i) preserves the usual inner product on $M_{n}$,
(ii) fixes every diagonal matrix in $M_{n}$, and
(iii) maps the set of matrices with zero diagonal onto itself.

Proof Let $\mathcal{G}$ be the set of all linear operators on $M_{n}$ that map $\mathcal{S}$ onto itself. Since $\mathcal{S}$ is a compact set that spans $M_{n}$, it is easy to see that $\mathcal{G}$ is a compact group of invertible linear operators on $M_{n}$. Viewing $M_{n}$ as a Hilbert space under the Frobenius (or Hilbert-Schmidt) norm, then using a result in [1] (see also [7]), we get that there exists a positive definite linear operator $\xi$ on $M_{n}$ such that $\xi \mathcal{G} \xi^{-1}$ is a subgroup of the group of unitary operators on $M_{n}$.

Note that for any $Q \in \operatorname{GP}(n)$ the linear operator $\psi_{Q}$ defined by $A \mapsto Q^{*} A Q$ is a member of $\mathcal{G}$. Thus $\xi \psi_{Q} \xi^{-1}$ is a unitary operator, i.e., $\left(\xi \psi_{Q} \xi^{-1}\right)^{*}\left(\xi \psi_{Q} \xi^{-1}\right)$ is the identity operator. It follows that $\xi^{2} \psi_{Q}=\psi_{Q} \xi^{2}$ for all $Q \in \operatorname{GP}(n)$.

Let $\mathcal{G}_{0}$ be the group of operators $\psi_{\mathrm{Q}}$, where $Q \in \operatorname{GP}(n)$. Then $\mathcal{G}_{0}$ has three irreducible subspaces on $M_{n}$, namely, the span of $I$, the space of trace zero diagonal matrices, and the spaces of matrices with zero diagonal. If $n>2$, the three subspaces have different dimensions, namely, $1, n-1, n^{2}-n$. By Schur's lemma, (see, e.g. [6, p. 182]), these are also reducing subspaces of $\xi^{2}$, and $\xi^{2}$ acts as a scalar operator on each of them. If $n=2$, the dimensions of the first two irreducible subspaces are equal and so $\xi^{2}$ may apparently interchange them. But then the matrix of $\xi^{2}$ with respect to the orthonormal basis $\left\{I_{2}, E_{11}-E_{22}, E_{12}, E_{21}\right\}$ will then be of the form

$$
\left(\begin{array}{ll}
0 & * \\
* & 0
\end{array}\right) \oplus \gamma I_{2}
$$

which contradicts the fact that $\xi^{2}$ is the square of a positive definite operator on $M_{2}$. Thus, we conclude that $\xi^{2}$ acts as scalar operators on the three irreducible subspaces of $\mathcal{G}_{0}$, and so does $\xi$. Therefore $\xi(I)=\lambda I$ for a scalar $\lambda$ and $\xi(\mathcal{D})=\mathcal{D}$, where $\mathcal{D}$ is the space of diagonal matrices.

For every matrix $A \in M_{n}$, we have

$$
\begin{aligned}
V\left(\xi^{-2} \psi \xi^{2}(A)\right) & =\left\{\left(\xi^{-2} \psi \xi^{2}(A), Z\right): Z \in \mathcal{S}\right\} \\
& =\left\{\left(\xi^{-2} \psi \xi^{2}(A), \psi(Z)\right): Z \in \mathcal{S}\right\} \quad \text { as } \psi(\mathcal{S})=\mathcal{S} \\
& =\left\{\left(\xi^{-1} \psi \xi^{2}(A), \xi^{-1} \psi(Z)\right): Z \in \mathcal{S}\right\} \quad \text { as } \xi \text { is self-adjoint } \\
& =\left\{\left(\xi(A), \xi^{-1}(Z)\right): Z \in \mathcal{S}\right\} \quad \text { as } \xi^{-1} \psi \xi \text { is unitary on } M_{n} \\
& =\{(A, Z): Z \in \mathcal{S}\}=V(A)
\end{aligned}
$$

That is, $\xi^{-2} \psi \xi^{2}$ preserves the algebra numerical range. From this, we conclude that:

1. $\xi^{-2} \psi \xi^{2}(I)=(I)$
2. $\xi^{-2} \psi \xi^{2}(\mathcal{H})=\mathcal{H}$, where $\mathcal{H}$ is the set of $\nu$-hermitian elements.
3. i $\xi^{-2} \psi \xi^{2}(\mathcal{D})=\mathcal{D}$, where $\mathcal{D}$ is the set of all diagonal matrices, since $\mathcal{D}=\operatorname{span} \mathcal{H}$.

However $\xi(I)=\lambda I$ for a scalar $\lambda$ and $\xi(\mathcal{D})=\mathcal{D}$, and so items 1 and 3 above imply that:
4. $\psi(I)=(I)$, and $\psi(\mathcal{D})=\mathcal{D}$,
5. $\xi^{-1} \psi \xi(I)=I$, and $\xi^{-1} \psi \xi(\mathcal{D})=\mathcal{D}$.

Since $\xi^{-1} \psi \xi$ is a unitary operator on $M_{n}$, we also conclude that
6. $\xi^{-1} \psi \xi$ maps the set of zero-diagonal matrices onto itself since the set of zerodiagonal matrices is the orthogonal complement of $\mathcal{D}$.
7. $\xi^{-1} \psi \xi$ maps the set of trace zero diagonal matrices onto itself since this set is the orthogonal complement of $\{I\}$ in $\mathcal{D}$.

Thus $\xi^{-1} \psi \xi$ leaves invariant every one of the three eigenspaces of $\xi$, and so it commutes with $\xi$, i.e., $\xi^{-2} \psi \xi^{2}=\xi^{-1} \psi \xi=\psi$. We conclude that $\psi$ itself preserves the algebra numerical range, leaves invariant the identity, the set of trace zero diagonal matrices and set of zero-diagonal matrices. Consequently, $\psi$ also preserves the trace. In particular if $\mathcal{H}_{1}$ is the set of matrices whose algebra numerical range is in the interval $[0,1]$ and whose trace is 1 , then $\psi\left(\mathcal{H}_{1}\right)=\mathcal{H}_{1}$. By Corollary 2.9, $\mathcal{H}_{1}$ consists of all diagonal matrices with trace 1 and whose entries are in $[0,1]$. It is evident that $\tilde{\mathcal{E}}$ is the set of extreme points of $\mathcal{H}_{1}$ and hence $\psi(\tilde{\mathcal{E}})=\tilde{\mathcal{E}}$. This proves assertions (a)-(c) of the lemma.

Since $\psi(\tilde{\mathcal{E}})=\tilde{\mathcal{E}}$, there exists a permutation matrix $P$ such that the map $\tilde{\psi}$ defined by $X \mapsto P^{*} \psi(X) P$ satisfies $\tilde{\psi}\left(E_{j j}\right)=E_{j j}$ for $j=1, \ldots, n$. It then follows that $\tilde{\psi}$ satisfies the asserted properties (i)-(iii).

Lemma 3.3 Let $\psi$ be as in the preceding lemma. Assume also that $\nu$ is not a multiple of the $\ell_{1}$ or the $\ell_{\infty}$ norms and let $\mathcal{F}=\left\{D e e^{*} D^{*}: D\right.$ is diagonal unitary $\}$. Then $\psi(\mathcal{F})=\mathcal{F}$.

Proof By Lemma 3.2, we may assume that $\psi$ acts as the identity on diagonal matrices, preserves the usual inner product on $M_{n}$, and maps the set of matrices with zero diagonal onto itself.

Recall that $\mathcal{E}$ and $\mathcal{E}^{D}$ denote the sets of extreme points of the unit ball of $\nu$ and $\nu^{D}$, respectively and that $\mathcal{E}_{\|\cdot\|^{D}}$ denotes the set of extreme points of the unit ball of $\|\cdot\|^{D}$. By Lemma 2.7, at least one of $\mathcal{E}$ and $\mathcal{E}^{D}$ contains a multiple of $e$. We shall assume the former as the latter may be treated by a similar argument. So by Lemma 2.7, there is a vector $u=\left(u_{1}, \ldots, u_{n}\right)^{t}$ with $u_{1} \geq \cdots \geq u_{n}=1$ and $u_{1}+\cdots+u_{n}=1$ such that Ext $\mathcal{S}$ contains a subset of the form $\mathcal{D}_{1}$ defined in (2.4). We use this fact to show that $\psi(\mathcal{F})=\mathcal{F}$.

First, we claim that

$$
\psi\left(\mathcal{D}_{1}\right)=\mathcal{D}_{1} .
$$

Note that elements in $\mathcal{D}_{1}$ are extreme points of $\mathcal{S}$. Thus, $\psi\left(\mathcal{D}_{1}\right) \subseteq \operatorname{Ext} \mathcal{S}=\mathcal{R} \cap \mathcal{E}_{\|\cdot\|^{D}}$. Suppose $\psi\left(u e^{*}\right)=x y^{*}$, where $x=\left(x_{1}, \ldots, x_{n}\right)^{t}$ and $y=\left(y_{1}, \ldots, y_{n}\right)^{t}$. Since $\psi$ fixes the diagonal entries, we have

$$
\begin{equation*}
u_{j}=x_{j} y_{j} \quad \text { for } j=1, \ldots, n \tag{3.1}
\end{equation*}
$$

By Lemma 2.6, there exists $S \in \operatorname{GP}(n)$ such that $S x$ and $S y$ has nonnegative entries arranged in descending order. Since the diagonal entries $u_{1}, \ldots, u_{n}$ of the matrix $x y^{*}$ are already in descending order, the matrix $S$ must be a diagonal unitary. Hence

$$
\begin{equation*}
\left|x_{1}\right| \geq \cdots \geq\left|x_{n}\right| \quad \text { and } \quad\left|y_{1}\right| \geq \cdots \geq\left|y_{n}\right| . \tag{3.2}
\end{equation*}
$$

Let $Q_{0}=E_{n 1}+\sum_{j=1}^{n-1} E_{j, j+1}$ be the basic circulant matrix. By (3.1) and (3.2), we have

$$
\begin{equation*}
\sum_{j=1}^{n} u_{j}^{2} \geq\left(\left|x_{1}\right|^{2}, \ldots,\left|x_{n}\right|^{2}\right) Q_{0}^{k}\left(\left|y_{1}\right|^{2}, \ldots,\left|y_{n}\right|^{2}\right)^{t}, \quad k=1, \ldots, n \tag{3.3}
\end{equation*}
$$

Now,

$$
\begin{aligned}
n \sum_{j=1}^{n} u_{j}^{2} & =\left(u e^{*}, u e^{*}\right) \\
& =\left(\psi\left(u e^{*}\right), \psi\left(u e^{*}\right)\right) \\
& =\left(x y^{*}, x y^{*}\right) \\
& =\left(\sum_{j=1}^{n}\left|x_{j}\right|^{2}\right)\left(\sum_{j=1}^{n}\left|y_{j}\right|^{2}\right) \\
& =\sum_{j=1}^{n}\left(\left|x_{1}\right|^{2}, \ldots,\left|x_{n}\right|^{2}\right) Q_{0}^{j}\left(\left|y_{1}\right|^{2}, \ldots,\left|y_{n}\right|^{2}\right)^{t}
\end{aligned}
$$

Hence, all the inequalities in (3.3) become equalities. It follows that $\left|x_{1}\right|=\left|x_{n}\right|$ or $\left|y_{1}\right|=\left|y_{n}\right|$. If $\left|y_{1}\right|=\left|y_{n}\right|$ then $x y^{*}=P^{*} u e^{*} P \in \mathcal{D}_{1}$. If $\left|x_{1}\right|=\left|x_{n}\right|$, by Lemma 2.7(f), we see that $u e^{*}=x y^{*}=e e^{*} / n$. Again we have $\psi\left(u e^{*}\right) \in \mathcal{D}_{1}$. Similarly, we can show that for any $R \in \operatorname{GP}(n), \psi\left(R u e^{*} R^{*}\right) \in \mathcal{D}_{1}$. So, we have $\psi\left(\mathcal{D}_{1}\right) \subseteq \mathcal{D}_{1}$. Applying the same argument to $\psi^{-1}$, we conclude that $\psi\left(\mathcal{D}_{1}\right)=\mathcal{D}_{1}$ as asserted.

Next, we shall prove that $\psi$ leaves invariant certain subsets of $\mathcal{D}_{1}$. These are the sets $\mathcal{D}_{1 j},(1 \leq j \leq n)$ defined as

$$
\mathcal{D}_{1 j}=\left\{D Q_{0}^{j} u e^{t}\left(Q_{0}^{j}\right)^{t} D^{*}: D \text { is diagonal unitary }\right\}
$$

where $Q_{0}$ is the basic circulant matrix $E_{n 1}+\sum_{j=1}^{n-1} E_{j, j+1}$. In other words $\mathcal{D}_{1 j}$ is the diagonal-unitary orbit of the matrix $\left(u_{j+1}, \ldots, u_{n}, u_{1}, \ldots, u_{j}\right)^{t} e^{t}$, while $\mathcal{D}_{1}$ is the unions of the diagonal-unitary orbits of all the matrices $\left(u_{\pi(1)}, \ldots, u_{\pi(n)}\right)^{t} e^{t}$ for all permutations $\pi$ of the set of indices $\{1,2, \ldots, n\}$. It is clear that a matrix $X$ belongs to $\mathcal{D}_{1 j}$ if and only if $X \in \mathcal{D}_{1}$ and the diagonal entries of $X$ are $u_{j+1}, \ldots, u_{n}, u_{1}, \ldots, u_{j}$. Now $\psi$ maps $\mathcal{D}_{1}$ onto itself and fixes the diagonal of every matrix. Thus is $X \in \mathcal{D}_{1 j}$, then $X \in \mathcal{D}_{1}$ and so $\psi(X) \in \mathcal{D}_{1}$. Also

$$
\operatorname{diag}(\psi(X))=\operatorname{diag}(X)=\left(u_{j+1}, \ldots, u_{n}, u_{1}, \ldots, u_{j}\right)
$$

Therefore $\psi(X) \in \mathcal{D}_{1 j}$. Applying the same reasoning to $\psi^{-1}$, we conclude that

$$
\begin{equation*}
\psi\left(\mathcal{D}_{1 j}\right)=\mathcal{D}_{1 j}, \quad j=1, \ldots, n \tag{3.4}
\end{equation*}
$$

If $u$ is a scalar multiple of $e$, then $u e^{*}=e e^{*} / n$, and $\mathcal{D}_{1 j}=\mathcal{D}_{1}=\mathcal{F}$ for all $j=1, \ldots, n$, and the assertion of the lemma is already established.

We now assume that $u$ is not a scalar multiple of $e$, i.e., $u_{1}>u_{n}$. In this case, the sets $\mathcal{D}_{1 j}$ are all distinct. We claim that $A \in \mathcal{F}$ if and only if $(A, A)=n^{2}$ and

$$
\begin{equation*}
A=A_{1}+\cdots+A_{n} \text { with } A_{j} \in \mathcal{D}_{1 j} \quad \text { for } j=1, \ldots, n \tag{3.5}
\end{equation*}
$$

Suppose $A=D e e^{*} D^{*} \in \mathcal{F}$, where $D$ is a diagonal unitary matrix. Then $(A, A)=n^{2}$ and (3.5) holds with $A_{j}=D Q_{0}^{j} u e^{*}\left(Q_{0}^{j}\right)^{*} D^{*} \in \mathcal{D}_{1 j}$ for $j=1, \ldots, n$. Conversely, suppose $A=\left(a_{i j}\right) \in M_{n}$ is such that

$$
A=\sum_{j=1}^{n} D_{j} Q_{0}^{j} u e^{*}\left(Q_{0}^{j}\right)^{*} D_{j}^{*}
$$

where $D_{j}$ is a diagonal unitary matrix for $j=1, \ldots, n$. Let $d_{j 1}, \ldots, d_{j n}$ be the diagonal entries of $D_{j}$. Then $a_{p p}=\sum_{j=1}^{n} u_{j}=1$ for all $j=1, \ldots, n$, while if $p \neq q$, then $a_{p q}=\sum_{j=1}^{n} d_{j p} \overline{d_{j q}} u_{p+j}$, with addition $p+j$ taken to be addition modulo $n$. Thus $a_{p q}$ is a linear combination of $u_{1}, u_{2}, \ldots, u_{n}$, with unimodular coefficients and hence $\left|a_{i j}\right| \leq 1$ and $(A, A) \leq n^{2}$. If we also assume that $(A, A)=n^{2}$, then we must have $\left|a_{p q}\right|=1$, for every $p, q$. Since $\nu$ is not the $\ell_{\infty}$, we have $u_{1} \geq u_{2}>0$ by Lemma 2.7(a). It follows that $\left|a_{p q}\right|=1$, for every $p, q$ if and only if all $D_{j}$ are the same up to multiplication by a complex unit. Thus

$$
A=D_{1}\left(\sum_{j=1}^{n} Q_{0}^{j} u e^{*}\left(Q_{0}^{j}\right)^{*}\right) D_{1}^{*}=D_{1} e e^{t} D_{1}^{*} \in \mathcal{F}
$$

Since $\psi$ satisfies (3.4), preserves the inner product on $M_{n}$, and the set $\mathcal{D}_{1 j}$ for each $j$, we see that $\psi$ maps the set of matrices $A$ satisfying (3.5) onto itself. So, we have $\psi(\mathcal{F})=\mathcal{F}$ as asserted.

We are now ready to finish the proof of our theorem by establishing the following.

Lemma 3.4 The implication $(\mathrm{e}) \Rightarrow(\mathrm{c})$ in Theorem 3.1 holds.

Proof By the result in Lemma 3.2, there exists a permutation matrix $P_{1}$ such that the map $\psi_{1}$ defined by $\psi_{1}(X)=P_{1}^{*} \psi(X) P_{1}$ fixes every diagonal matrix. By Lemma 3.3, $\psi_{1}(\mathcal{F})=\mathcal{F}$. By the result in [14], there exists $Q \in \operatorname{GP}(n)$ such that
(i) $\quad \psi_{1}(X)=Q X Q^{*}$ for all $X$ with zero diagonal, or
(ii) $\quad \psi_{1}(X)=Q X^{t} Q^{*}$ for all $X$ with zero diagonal.

Define $\psi_{2}$ by $\psi_{2}(X)=Q^{*} \psi_{1}(X) Q$, then
(iii) $\psi_{2}(X)=X$ for all $X$ with zero diagonal, or
(iv) $\psi_{2}(X)=X^{t}$ for all $X$ with zero diagonal.

Since $\psi_{1}(D)=D$ for every diagonal matrix $D$, there exists a permutation matrix $P$ such that

$$
\begin{equation*}
\psi_{2}(D)=P D P^{t} \quad \text { for every diagonal matrix } D \tag{3.6}
\end{equation*}
$$

We will show that $\psi_{2}$ is the identity or (in the case $n=2$ only) a mapping of the form of Theorem 3.1(c). This would then imply that $\psi$ itself is of the form of Theorem 3.1(c).

For $n=2$, the forms (i) and (ii) coincide since if $P_{0}=E_{12}+E_{21}$, then the offdiagonal entries of $X^{t}$ are the same as the off-diagonal entries of $P_{0} X P_{0}^{*}$. So we may assume that $\psi_{2}$ satisfies (iii). If $P \neq I$ then $P=E_{12}+E_{21}$ and $\psi_{2}(X)=P X^{t} P$ for all $X \in M_{2}$. It follows that $\mathcal{S}^{t}=\mathcal{S}$, which contradicts Lemma 2.8. Therefore $P=I$ and $\psi_{2}$ is the identity mapping.

Suppose $n \geq 3$. Then every rank one matrix is completely determined by its offdiagonal entries with the exception of those matrices that are "essentially $2 \times 2$ ", i.e., matrices of the form $u v^{t}$ where $u, v \in \operatorname{span}\left\{e_{i}, e_{j}\right\}$ for some indices $i$ and $j$. In particular a vector state $S$ is completely determined by its off-diagonal entries except when $S$ takes the following form:

$$
\begin{equation*}
S=t E_{i i}+s_{i j} E_{i j}+s_{j i} E_{j i}+(1-t) E_{j j} \tag{3.7}
\end{equation*}
$$

where $i \neq j, 0 \leq t \leq 1$ and $s_{i j} s_{j i}=t(1-t)$. Furthermore in this exceptional case the only other vector state that has the same off-diagonal entries as $S$ is

$$
\begin{equation*}
T=(1-t) E_{i i}+s_{i j} E_{i j}+s_{j i} E_{j i}+t E_{j j} \tag{3.8}
\end{equation*}
$$

unless $S=E_{i i}$, in which case, $T$ can be any of the matrices $E_{j j}$. (The case $S=E_{i i}$ will be excluded presently, as we consider only nonsymmetric states.) We use the above to prove that (iv) is not possible and that $P=I$.

Since $\psi_{2}(\mathcal{S})=\mathcal{S}$, we have $\psi_{2}(\operatorname{Ext} \mathcal{S})=\operatorname{Ext} \mathcal{S}$, which is a set of rank one matrices by Corollary 2.2. By Lemma 2.8(c), there exist nonnegative vector $x, y \in \mathbf{C}^{n}$ such that $Z=x y^{t} \in \operatorname{Ext}(\mathcal{S})$ but $Z^{t}=y x^{t} \notin \operatorname{Ext}(\mathcal{S})$. If (iv) holds and if $x y^{t}$ is not one of the exceptional states of (3.7) then the off-diagonal entries of $\psi_{2}\left(x y^{t}\right) \in \operatorname{Ext}(\mathcal{S})$ are the same as those of $y x^{t}$, and thus $\psi\left(x y^{t}\right)=y x^{t} \in \operatorname{Ext}(\mathcal{S})$, which is a contradiction. If $x y^{t}$ is one of the exceptional states of (3.7), then either we reach a contradiction as before or the permutation $P$ in (3.6) satisfies $P e_{i}=e_{j}$ or $P e_{j}=e_{i}$ or both according as $t=1$ or $t=0$ or neither. Since this may be applied to $U x y^{t} U^{t}$ for any permutation $U$, we get that $P e_{1}=e_{2}=e_{3}$ which is absurd. This proves that (iii) is satisfied.

The diagonal of the state $Z=x y^{t}$ considered in the previous paragraph is not constant. Indeed it follows from Lemma 2.8 that the only possible nonnegative vector state with constant diagonal is $e e^{t} / n$, which is symmetric. We now consider the image $\psi_{2}\left(U Z U^{t}\right)$ for every permutation matrix $U$. If $Z$ is not one of the exceptional states of (3.7), then the permutation $P$ in (3.6) leaves $\operatorname{diag}(Z)$ and every permutation of it invariant. This implies that $P=I$. If $Z$ is one of the exceptional states in (3.7) and if $0<t<1$, then by (3.7) and (3.8), we see that $P$ leaves the span of $\left\{e_{i}, e_{j}\right\}$ invariant. This is true for every pair of distinct indices and again we get $P=I$. The
only remaining cases are when (after possible relabelling of indices) $Z=E_{i i}+s E_{i j}$ or $Z=E_{i i}+s E_{i j} ; s \neq 0$. In the former case, we get that if $P e_{i} \neq e_{i}$, then $P e_{i}=e_{j}$ and that would be true for every $j \neq i$, which is absurd. Again we get $P=I$. The remaining case follow similarly. Thus $\psi_{2}$ is the identity and hence $\psi(A)=Q A Q^{*}$ for a generalized permutation $Q$.

The extremal cases where $\nu$ is the $\ell_{1}$ or the $\ell_{\infty}$ norm will be considered in Section 5.

## 4 Numerical Radius Isometries

The main result of this section is the following theorem. The result is known when $\nu$ is a multiple of the $\ell_{2}$ norm [12] (see also [4, 5])

Theorem 4.1 Suppose $r=r_{\nu}$ is the norm numerical radius associated with a symmetric norm $\nu$ on $\mathbf{C}^{n}$, where $\nu$ is not a multiple of the $\ell_{1}$ norm or the $\ell_{\infty}$ norm. Then a linear operator $\phi$ on $M_{n}$ is a $\nu$-numerical radius isometry, i.e., satisfies

$$
r(\phi(A))=r(A) \quad \text { for all } A \in M_{n}
$$

if and only if there is a complex number $\mu$ of modulus 1 such that

$$
W(\mu \phi(A))=W(A) \quad \text { for all } A \in M_{n}
$$

In other words, $\phi$ preserves the numerical radius if and only if it is a unit multiple of a numerical range preserver.

If we exclude the $\ell_{2}$ norm and use Theorem 3.1, we obtain the following.
Corollary 4.2 Suppose $\nu$ is a symmetric norm on $\mathbf{C}^{n}$ and that $\nu$ is not a multiple of the $\ell_{1}, \ell_{2}$ or the $\ell_{\infty}$ norm. Then a linear operator $\phi$ on $M_{n}$ is a $\nu$-numerical radius isometry if and only if there exists a complex number $\lambda$ of modulus 1 and a generalized permutation $Q \in \operatorname{GP}(n)$ such that

$$
\phi(A)=\lambda Q^{*} A Q \quad \text { for all } A \in M_{n}
$$

To prove Theorem 4.1, we need the following characterization of scalar matrices in terms of the numerical radius, which may be of independent interest.

Proposition 4.3 Suppose $\nu$ is a symmetric norm on $\mathbf{C}^{n}$ not equal to a multiple of $\ell_{q}$ norm with $q \in\{1, \infty\}$, and $r=r_{\nu}$ is the corresponding norm numerical radius. Let $\mathcal{L}$ be the set of matrices $A \in M_{n}$ such that for every $Y \in M_{n}$ there exists a complex unit $\eta$ such that

$$
\begin{equation*}
r(\eta A+Y)=1+r(Y) \tag{4.1}
\end{equation*}
$$

Then $A \in \mathcal{L}$ if and only if $A=\mu I$ for some $\mu \in \mathbf{C}$ with $|\mu|=1$.

The "if" part is clear. The converse will be proved by establishing a sequence of lemmas. In all that follows, the set $\mathcal{L}$ will be the set of matrices defined by (4.1) for initially an arbitrary symmetric norm. Restrictions on the norm (to exclude the extremal norms) will be required when first needed.

Lemma 4.4 If $A \in \mathcal{L}$, then $r(A)=1$.
Proof Take $Y=0$ in (4.1).
Lemma 4.5 If $A \in \mathcal{L}$, then so does $\delta Q^{*} A Q$ for every generalized permutation $Q$ and every complex unit $\delta$.

Proof Let $Y \in M_{n}$. Then there exists a complex unit $\eta$ such that

$$
1+r(Y)=1+r\left(P Y P^{*}\right)=r\left(\eta A+P Y P^{*}\right)=r\left((\eta \bar{\delta}) \delta P^{*} A P+Y\right)
$$

This proves the lemma.
Lemma 4.6 Let $B \in M_{n}$, let $m$ be a positive integer and $A_{1}, A_{2}, \ldots, A_{m} \in \mathcal{L}$. Then there exists a state $S \in \operatorname{Ext} S$ such that

$$
\begin{equation*}
|(B, S)|=r(B) \text { and }\left|\left(A_{j}, S\right)\right|=1 \quad \text { for } j=1,2, \ldots, n \tag{4.2}
\end{equation*}
$$

Proof By applying equation (4.1) repeatedly, or by induction, we see that there exist complex numbers $\eta_{j} ;(1 \leq j \leq n)$ of modulus one such that

$$
r\left(\eta_{1} A_{1}+\cdots+\eta_{m} A_{m}+B\right)=m+r(b)
$$

Therefore there exists a state $S \in \mathcal{S}$, such that $\left|\left(\eta_{1} A_{1}+\cdots+\eta_{m} A_{m}+B, S\right)\right|=m+r(B)$. But $\left|\left(A_{j}, S\right)\right| \leq 1$ and $|(B, S)| \leq r(B)$. This implies that $S$ satisfies (4.2). If $S$ is not an extreme point of $S$, then $S$ is a convex combination of states in Ext $\mathcal{S}$, each of which must also satisfy (4.2).

We next prove a generalization of the above lemma.
Lemma 4.7 Let $B \in M_{n}$. Then there exists a state $S \in \operatorname{Ext} \mathcal{S}$ such that

$$
\begin{equation*}
|(B, S)|=r(B) \text { and }|(A, S)|=1 \quad \text { for every } A \in \mathcal{L} \tag{4.3}
\end{equation*}
$$

Proof For every $A \in \mathcal{L}$, let

$$
\mathcal{S}_{A}=\{X \in \mathcal{S}:|(A, X)|=1 \text { and }|(B, X)|=r(B)\}
$$

Each $\mathcal{S}_{A}$ is evidently a closed subset of $\mathcal{S}$. Furthermore, by Lemma 4.6, the intersection of any finite number of the sets $\mathcal{S}_{A}$ is nonempty. Since $\mathcal{S}$ is compact, it follows that the intersection

$$
\bigcap_{A \in \mathcal{L}} \mathcal{S}_{A}
$$

is nonempty, i.e., there exists a state $X$ satisfying (4.3). As in the proof of Lemma 4.6, if $X$ is not in Ext $\mathcal{S}$, then there exists an $S \in$ Ext $\mathcal{S}$ that satisfy the same equations (4.3).

To effectively exploit the above lemma, we shall choose one particular matrix $B$ for which the corresponding set of numerical radius norming states, i.e., the states $S$ that satisfy $|(B, S)|=r(B)$, can be determined.

Recall that by Lemma 2.7, there exists a nonnegative vector $u$ such that $u e^{t}$ or $e u^{t}$ belong to Ext $\mathcal{S}$. We shall henceforth assume the latter case as the former case would then follow by duality. In other words, we are assuming that $e / \nu^{D}(e)$ belongs to $\mathcal{E}^{D}$, the set of extreme points of the unit ball of $\nu^{D}$. We recall also that we must have that $u_{1}+\cdots+u_{n}=1$.

Let $k$ be the smallest positive integer such that the set

$$
\begin{equation*}
\mathbf{U}=\left\{e\left(u_{1}, \ldots, u_{k}, 0, \ldots, 0\right) \in \mathcal{S}: u_{1}, \ldots, u_{k}>0, u_{1}+\cdots+u_{k}=1\right\} \tag{4.4}
\end{equation*}
$$

is non-empty. Now, we set

$$
\begin{equation*}
B=e\left(e_{1}+\cdots+e_{k}\right)^{t} . \tag{4.5}
\end{equation*}
$$

The set $\mathbf{U}$ is convex. Indeed if $S$ is a convex combination of elements of $\mathbf{U}$, then $S$ is evidently a state of the form $e\left(v_{1}, \ldots, v_{k}, 0, \ldots, 0\right)$. Furthermore, by the minimality of $k$, we must have $v_{1}, \ldots, v_{k}>0$, that is, $S$ is a member of $\mathbf{U}$. We also note that by Lemma $2.7, k=1$ if and only if $\nu$ is the $\ell_{1}$ norm.

Lemma 4.8 Let B be the matrix defined by equation (4.5) and let $\mathbf{U}$ be the subset of $\mathcal{S}$ described in (4.4). A state $S \in \mathcal{S}$ is numerical radius norming for the matrix $B$, i.e., $|(B, S)|=r(B)$, if and only if $S \in \mathbf{U}$.

Proof Let $\gamma=\nu^{D}(e)$. First we consider extremal states $v w^{*} \in$ Ext $\delta$. By Lemma 2.7(e), for every $v w^{*} \in \operatorname{Ext}(\mathcal{S})$ such that $v=\left(v_{1}, \ldots, v_{n}\right)^{t} \in \mathcal{E}^{D}$ and $w=$ $\left(w_{1}, \ldots, w_{n}\right)^{t} \in \mathcal{E}$, we have

$$
\sum_{j=1}^{n}\left|v_{j}\right| \leq n / \gamma \quad \text { and } \quad \sum_{j=1}^{n}\left|w_{k}\right| \leq \gamma
$$

and the first equality holds if and only if $\left(\left|v_{1}\right|, \ldots,\left|v_{n}\right|\right)^{t}=e / \gamma$. Therefore, for every $v w^{*} \in \operatorname{Ext} \mathcal{S}$, we have

$$
\left|\left(B, v w^{*}\right)\right|=\left|(e, v)\left(e_{1}+\cdots+e_{k}, w\right)\right| \leq(n / \gamma) \gamma=n
$$

Thus $r(B)=n$, and if $\left|\left(B, u v^{*}\right)\right|=n$, then all the inequalities above become equalities and this occurs only if $v_{1}=v_{2}=\cdots=v_{n}$ and $w_{j}=0$ for $j>k$. This means that $v w^{*}=e u^{*}$ for some $u \in \mathbf{C}^{n}$. Since $e u^{*}$ is a state, the vector $u$ must be nonnegative and since $u=\left(u_{1}, \ldots, u_{k}, 0, \ldots, 0\right)^{t}$ then by the minimality of $k$ in (4.4), we must have that $u_{j}>0$ for $j=1, \ldots, k$. Thus $x w^{*}=e u^{*} \in \mathbf{U}$.

Now let $S$ be any state that satisfies $|(B, S)|=r(B)=n$. The state $S$ is a convex combination of extremal states $X_{1}, X_{2}, \ldots, X_{m}$. Each of these extremal states $X_{j}$ must then satisfy $\left|\left(B, X_{j}\right)\right|=n$. Therefore every $X_{j} \in \mathbf{U}$ and it then follows that $S \in \mathbf{U}$ since $\mathbf{U}$ is convex.

The converse is easily verified as direct calculation shows that $(B, U)=n=r(B)$ for every $U \in \mathbf{U}$.

Corollary 4.9 There exists a state $U \in \mathbf{U}$ such that $|(A, U)|=1$ for every $A \in \mathcal{L}$.
Proof This follows immediately from Lemma 4.7 and Lemma 4.8.

In the following, we need to partition matrices. If $A=\left(a_{i j}\right)$, we also write

$$
A=\left(\begin{array}{ll}
a_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)
$$

So $A_{12}$ is a $1 \times(n-1)$ matrix, $A_{21}$ is an $(n-1) \times 1$ matrix and $A_{22}$ is an $(n-1) \times(n-1)$ matrix.

Lemma 4.10 Let

$$
U=\left(\begin{array}{ll}
u_{11} & U_{12} \\
U_{21} & U_{22}
\end{array}\right) \in \mathcal{S} \quad \text { and } \quad A=\left(\begin{array}{ll}
a_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)
$$

and assume that $\left|\left(D A D^{*}, U\right)\right|=1$ for every diagonal unitary matrix $D$. Assume further that $\left(A_{21}, U_{21}\right) \neq 0$. Then

$$
1=\left|\left(A_{21}, U_{21}\right)\right| \quad \text { and } \quad 0=\left(A_{12}, U_{12}\right)=a_{11} \bar{u}_{11}+\left(A_{22}, U_{22}\right)
$$

Proof Let $D_{\theta}=e^{i \theta} \oplus I_{n-1}$, and let $A_{\theta}=D_{\theta} A D_{\theta}^{*}$. By assumption, we have $\left|\left(A_{\theta}, U\right)\right|=$ 1, i.e.,

$$
\begin{equation*}
1=\left|a_{11} \bar{u}_{11}+\left(A_{22}, U_{22}\right)+e^{i \theta}\left(A_{12}, U_{12}\right)+e^{-i \theta}\left(A_{21}, U_{21}\right)\right| \tag{4.6}
\end{equation*}
$$

for every $\theta$. It is not hard to see that if $a, b$, and $c$ are complex numbers, such that $\left|a+b e^{i \theta}+c e^{-i \theta}\right|=1$ for every $\theta$, then two of $a, b$, or $c$ must be 0 . Indeed if $f(\theta)=$ $a+b e^{i \theta}+c e^{-i \theta}$, then we have $f(\theta) \overline{f(\theta)}-1=0$. Upon equating the coefficients of every power of $e^{i \theta}$ to zero, we reach the above conclusion.

Since $\left(A_{21}, U_{21}\right) \neq 0$, then the other coefficients in equation (4.6) must be zero, i.e., $a_{11} \bar{u}_{11}+\left(A_{22}, U_{22}\right)=0$ and $\left(A_{12}, U_{12}\right)=0$. It then follows that $\left|\left(A_{21}, U_{21}\right)\right|=1$.

Lemma 4.11 Let $A \in \mathcal{L}$. Then each column of $A$ has at most one nonzero off-diagonal entry.

Proof If the assertion is not true, then there exists $Q \in \operatorname{GP}(n)$ and a complex unit $\delta$ such that $\delta Q A Q^{*}$ has nonnegative first column and such that the $(2,1)$ and $(3,1)$ entries are positive. We may now replace $A$ by $\delta Q A Q^{*}$, i.e., we assume that $A$ itself has a nonnegative first column and that $a_{21}>0$ and $a_{31}>0$. By Corollary 4.9, there exists a state $U \in \mathbf{U}$ such that $|(C, U)|=1$ for every $C \in \mathcal{L}$. We conclude that the results of Lemma 4.10 hold for the matrix $A$ as well as a certain perturbation of $A$ introduced below.

First applying Lemma 4.10 to $A$, we get that $\left|\left(A_{21}, U_{21}\right)\right|=1$, i.e.,

$$
\begin{equation*}
u_{1} \sum_{j=2}^{n} a_{j 1}=1 \tag{4.7}
\end{equation*}
$$

Next we describe the perturbation $\tilde{A}$ of $A$ alluded to above. Towards this, let

$$
\begin{equation*}
R=\operatorname{diag}\left(1, e^{i \varepsilon}, e^{i 2 \varepsilon}, \ldots, e^{i(n-1) \varepsilon}\right) \tag{4.8}
\end{equation*}
$$

and $\tilde{A}=R A R^{*}$. Then

$$
\tilde{A}=\left(\begin{array}{ll}
\tilde{l}_{11} & \tilde{A}_{12} \\
\tilde{A}_{21} & \tilde{A}_{22}
\end{array}\right)
$$

where $\tilde{A}_{21}=\left(a_{21} e^{i \varepsilon}, a_{31} e^{2 i \varepsilon}, \ldots, a_{n 1} e^{i(n-1) \varepsilon}\right)^{t}$. This matrix $\tilde{A}$ is in the diagonalunitary orbit of $A$ and for sufficiently small $\varepsilon>0$, the inner product $\left(\tilde{A}_{21}, U\right)$ is close enough to $\left(A_{21}, U\right)$ so that it is not zero. But by assumption $|(\tilde{A}, U)|=1$, so, by Lemma 4.10, $\left|\left(\tilde{A}_{21}, U\right)\right|=1$, i.e.,

$$
\begin{equation*}
u_{1}\left|\sum_{j=2}^{n} e^{(j-1) i \varepsilon} a_{j 1}\right|=1 \tag{4.9}
\end{equation*}
$$

However, equations (4.7) and (4.9) are not simultaneously possible as $e^{i \varepsilon} a_{21} u_{1}$ and $e^{2 i \varepsilon} a_{31} u_{1}$ are nonzero and have different arguments.

We note that all of the preceding lemmas in Section 4 are still true when $\nu$ is the $\ell_{1}$ norm. (Recall that the $\ell_{\infty}$ norm is excluded by our assumption that $e u^{t}$ is a state in Ext $\delta$.) For most of the remainder of this Section, we must exclude the $\ell_{1}$ norm as well. But we pause momentarily to state the characterization of the set $\mathcal{L}$ for these extremal norms.

Lemma 4.12 When $\nu$ is the $\ell_{1}$ norm (respectively, $\ell_{\infty}$ norm), $A \in \mathcal{L}$ if and only if every column (respectively, row) of A has exactly one nonzero entry, and every such entry has modulus 1.

Proof For the $\ell_{1}$ norm, we have already seen that if $A \in \mathcal{L}$ then every column of $A$ has at most one off-diagonal nonzero entry. If $a_{21} \neq 0$, then using Lemma 4.10 and noting that $k=1$, we get that $a_{11}=0$ and $\left|a_{21}\right|=1$. If there are no off-diagonal nonzero entries in the first column, then by Corollary 4.9 and the fact that $\mathbf{U}=\left\{e e_{1}^{t}\right\}$,
we get that $\left|a_{11}\right|=1$. The same argument applies to any column, thus very column of $A$ has exactly one nonzero entry, and every such entry is of modulus 1 . For the converse assume every column of $A$ has exactly one nonzero entry and every such entry is of modulus 1 . Let $Y=\left(y_{i j}\right) \in M_{n}$. The numerical radius of $Y$ is assumed at an extremal state $S=Q e e_{1}^{t} Q^{*}$ for some $Q \in \operatorname{GP}(N)$, i.e., $r(Y)=|(Y, S)|$. But from the structure of $A$ we easily see that $|(A, S)|=1=r(A)$ for every such $S$. If $\eta$ is a complex unit chosen so that the complex numbers $(Y, S)$ and $\eta(A, S)$ have the same argument then $|(\eta A+Y, S)|=|(A, S)|+|(Y, S)|=1+r(Y)$, proving that $A \in \mathcal{L}$.

The $\ell_{\infty}$ result follows by duality.
For the remainder of this Section we shall assume that $\nu$ is not the $\ell_{1}$ or the $\ell_{\infty}$ norm.

## Lemma 4.13 If $A \in \mathcal{L}$, then each row of $A$ has at most one nonzero off-diagonal entry.

Proof The proof is similar to the proof of Lemma 4.11. We must however make sure that $U_{12}$ has at least two nonzero entries. Recall that $U=e u^{t}$. Since $\nu$ is not the $\ell_{1}$ norm, by Lemma 2.7(e)(iii), the vector $u$ has at least two nonzero entries. Also since the set $\mathcal{L}$ is invariant under permutations, i.e., $P \mathcal{L} P^{t}=\mathcal{L}$, for every permutation $P$, then the same holds for the states that are simultaneously numerical radius norming for $\mathcal{L}$. We choose a permutation $P$ so that if $v=P u$, then $v_{2}$ and $v_{3}$ are both nonzero. By Corollary 4.9 and the observations above, the state $V=e v^{t}=P e u^{t} P^{t}$ satisfies $|(C, V)|=1$ for ever $C \in \mathcal{L}$. We now follow the same argument as in the proof of Lemma 4.11, first reducing to the case $A$ having nonnegative first row and finally reaching

$$
\begin{equation*}
\sum_{j=2}^{n} a_{1 j} v_{j}=1 \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\sum_{j=2}^{n} e^{-(j-1) i \varepsilon} a_{1 j} v_{j}\right|=1 \tag{4.11}
\end{equation*}
$$

and the result follows as before.

Lemma 4.14 If $A \in \mathcal{L}$ has a nonzero off-diagonal entry in the $j$-th column, then all the off-diagonal entries in the $j$-th row are all zero.

Proof We may replace $A$ by a matrix in its GP-orbit, and so we may assume that $j=1$, i.e., $A_{21} \neq 0$ and we may also assume by Lemma 4.13 that $a_{1 j}=0$ for $j \geq 3$. We must then show that $a_{12}=0$ and hence $A_{12}=0$. By Corollary 4.9, there exists a state $U \in \mathbf{U}$ such that $|(C, U)|=1$ for every $C$ in the GP-orbit of $A$. By Lemma 4.10, we get that $a_{12} u_{2}=\left(A_{12}, U_{12}\right)=0$. Since $\nu$ is not the $\ell_{1}$ norm, $u_{2} \neq 0$ and so $a_{12}=0$.

Lemma 4.15 If $A \in \mathcal{L}$, then $A$ has at most one nonzero off-diagonal entry.
Proof Assume to the contrary that $A$ has two nonzero off-diagonal entries $a_{i j}$ and $a_{p q}$. By the above assertion, the indices $i, j, p, q$ must all be different from each other. We may replace $A$ by a matrix in its permutation orbit and so we may assume that $a_{31}$ and $a_{42}$ are nonzero. By Lemma 4.14, the matrix $A$ must now be of the form

$$
\left(\begin{array}{cccc}
* & 0 & 0 & 0 \\
0 & * & 0 & 0 \\
* & 0 & * & 0 \\
0 & * & 0 & *
\end{array}\right) \oplus C .
$$

As before we get a state $U \in \mathbf{U}$ that is numerical radius norming for the GP-orbit of $A$, and we conclude by Lemma 4.10 that

$$
\begin{equation*}
a_{11} u_{1}+\left(A_{22}, U_{22}\right)=0 \tag{4.12}
\end{equation*}
$$

This equation is also satisfied when $A$ is replaced by any matrix $\tilde{A}$ in its diagonalunitary orbit, i.e.,

$$
\begin{equation*}
a_{11} u_{11}+\left(\tilde{A}_{22}, U_{22}\right)=0 \tag{4.13}
\end{equation*}
$$

In particular, if we take $D=\operatorname{diag}(1,-1,1, \ldots, 1)$ and $\tilde{A}=D A D^{*}$, then the entries $\left(\tilde{a}_{i j}\right)$ of $\tilde{A}$ are the same as $a_{i j}$ except for the $(4,2)$ entry, where $\tilde{a}_{4,2}=-a_{4,2}$. Now subtracting equation (4.13) form equation (4.12), we get $2 a_{42} u_{2}=0$. But $a_{42} \neq 0$ by assumption and $u_{2} \neq 0$ since $\nu$ is not the $\ell_{1}$ norm. The contradiction establishes the lemma.

Lemma 4.16 If $A=\left(a_{i j}\right) \in \mathcal{L}$ and $a_{21} \neq 0$, then
(a) The integer $k$ in (4.4) equals 2 and the set $\mathbf{U}=\left\{e\left(\frac{1}{2}, \frac{1}{2}, 0, \ldots, 0\right)\right\}$.
(b) $\left|a_{21}\right|=2$ and $\left|a_{j j}\right|=1$ for every $j$.
(c) $a_{11}=-a_{j j}$ for every $j \geq 2$.

Proof Let $U=e u^{t} \in \mathbf{U}$ be a numerical radius norming state for all matrices in $\mathcal{L}$. Using $|(A, U)|=1$ and Lemma 4.10, we have $u_{1}\left|a_{21}\right|=1$. Using other matrices in the permutation orbit of $A$, we get that $u_{j}\left|a_{21}\right|=1$ for $j=1,2, \ldots, k$. Therefore $u_{1}=u_{2}=\cdots=u_{k}=\frac{1}{k}$ and $\left|a_{21}\right|=k$. We recall that $\|A\| \leq \mathbf{e r}(A)$ where $\mathbf{e}$ is the Euler constant. Thus

$$
k=\left|a_{21}\right| \leq\|A\| \leq \mathbf{e} r(A)=\mathbf{e}<3
$$

Also $k \geq 2$ as $\nu$ is not the $\ell_{1}$ norm. Thus $k=2, u_{1}=u_{2}=\frac{1}{2}$ and $\left|a_{21}\right|=2$. This proves (a) and the first assertion of (b). Furthermore, we get from Lemma 4.10 that $a_{11} u_{1}+a_{22} u_{2}=0$, which implies that $a_{11}+a_{22}=0$. Since we may also replace $A$
by $P^{t} A P$ for any permutation $P$ that fixes $e_{1}$, we also conclude that $a_{11}+a_{j j}=0$ for $2 \leq j \leq n$. This proves (c). In particular, we have

$$
a_{22}=a_{33}=\cdots=a_{n n}
$$

It remains only to show that every diagonal entry of $A$ has modulus 1 .
If $n \geq 3$, we use a permutation $P$ so that the first column of $P U P^{t}$ is zero and the second and third columns are not zero. Each of these columns must then equal $e / 2$ and we get

$$
1=\left|\left(P^{t} A P, U\right)\right|=\left|\left(A, P A P^{t}\right)\right|=\left|\left(a_{22}+a_{33}\right)\right| / 2=\left|a_{22}\right|
$$

We then have $\left|a_{11}\right|=1$ since $a_{11}+a_{22}=0$, and consequently $\left|a_{j j}\right|=1$ for other indices $j$ since $a_{j j}=-a_{11}$.

If $n=2$, we apply Lemma 4.7 with $B=E_{11}$. Any extremal state $X$ that is numerical radius norming for $E_{11}$ is either of the form $X=e_{1} x^{t}$ with $x=(1, \xi)^{t}$ or of the form $X=y e_{1}^{t}$ with $y=(1, \eta)^{t}$. In the former case, we get $\left|a_{11}\right|=|(A, X)|=1$. In the latter case, we take $P$ to be the permutation $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$, then $\left|a_{22}\right|=\left|\left(P A P^{t}, X\right)\right|=1$. Since $a_{11}=-a_{22}$, then in each case we get $\left|a_{11}\right|=\left|a_{22}\right|=1$.

Lemma 4.17 Every matrix in $\mathcal{L}$ is a diagonal unitary matrix.
Proof If $A \in \mathcal{L}$ is not diagonal, then by Lemma 4.15, it has only one off-diagonal entry, which we may assume, without loss of generality, to be $a_{21}$. By Lemma 4.16 and Lemma 4.5, we must also have the following matrix $A_{1}$ in $\mathcal{L}$.

$$
A_{1}=\left(\begin{array}{cc}
-1 & 0 \\
2 & 1
\end{array}\right) \oplus I_{n-2}
$$

It follows also that the matrix

$$
A_{2}=\left(\begin{array}{ll}
1 & -2 \\
0 & -1
\end{array}\right) \oplus I_{n-2}
$$

also belongs to $\mathcal{L}$ since $A_{2}=P D A_{1} D^{*} P^{*}$ for $D=(-1) \oplus I_{n-1}$ and $P=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) \oplus I_{n-2}$. Therefore

$$
r\left(A_{1}-A_{2}\right) \leq r\left(A_{1}\right)+r\left(A_{2}\right)=2
$$

On the other hand,

$$
A_{1}-A_{2}=\left(\begin{array}{cc}
-2 & 2 \\
2 & 2
\end{array}\right) \oplus 0
$$

has eigenvalues $\pm 2 \sqrt{2}$ and $n-2$ zeros. Therefore its spectral radius is larger than its numerical radius, which is impossible. This proves that $A$ is diagonal.

Next, we use Lemma 4.7 with $B=E_{m m}$. Any state $S=\left(s_{i j}\right)$ that satisfies $\left|\left(E_{m m}, S\right)\right|$ $=1=r\left(E_{m m}\right)$ must have $s_{m m}=1$ and all other diagonal entries zero. Therefore $\left|d_{m}\right|=|(A, S)|=1$. This proves that $A$ is a diagonal unitary.

Finally, we are ready to prove Proposition 4.3.

Lemma 4.18 Every matrix in $\mathcal{L}$ is a unimodular scalar multiple of the identity.

Proof Let $A \in \mathcal{L}$. We have now shown that $A=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ with $\left|d_{j}\right|=1$ for every $j$. By Corollary 4.9 , there exits $U \in \mathbf{U}$ such that $\left|\left(P^{t}, U\right)\right|=1$ for every permutation $P$. Thus $1=\left|\left(d_{1}, \ldots, d_{n}\right) P\left(u_{1}, \ldots, u_{k}, 0, \ldots, 0\right)^{t}\right|$ for every permutation matrix $P$. Since $\nu$ is not the $\ell_{1}$ norm, $k \geq 2$, and we conclude that $d_{1}=\cdots=d_{n}$.

We remark that our proof of Proposition 4.3 is computational and quite long. It would be of interest to have a short conceptual proof. Since the result is not valid for $r_{\nu}$ if $\nu$ is a multiple of the $\ell_{1}$ or $\ell_{\infty}$ norm, any proof must use the fact that these two norms behave differently from other symmetric norms. In our proof, the set $\mathbf{U}$ defined in (4.4) allows us to make the distinction.

We establish another general result which is useful in proving Theorem 4.1.
Proposition 4.19 Let $\mathcal{K}(\mathbf{C})$ be the set of all compact convex subsets of $\mathbf{C}$ and let $\mathcal{M}$ be a linear subspace of $M_{n}$ such that $I \in \mathcal{M}$. Suppose $F: \mathcal{M} \rightarrow \mathcal{K}(\mathbf{C})$ is a function that satisfies

$$
F(A+\beta I)=F(A)+\beta, \quad \text { for every } \beta \in \mathbf{C},
$$

and define $f: \mathcal{M} \rightarrow \mathbf{R}$ by $f(A)=\max \{|z|: z \in F(A)\}$. If $\phi$ is a linear operator from $\mathcal{M}$ into $\mathcal{M}$ satisfying $\phi(I)=I$ and $f(\phi(A))=f(A)$ for all $A \in \mathcal{M}$, then $F(\phi(A))=$ $F(A)$ for all $A \in \mathcal{M}$.

Proof Assume that $F(\phi(A)) \neq F(A)$ for some $A \in \mathcal{M}$. If there is $\mu \in F(\phi(A)) \backslash$ $F(A)$, then by a standard separation theorem for convex sets, there exists $\eta \in \mathbf{C}$ such that

$$
f(\phi(A-\eta I))=f(\phi(A)-\eta I) \geq|\mu-\eta|>\max _{z \in F(A)}|z-\eta|=f(A-\eta I)
$$

which is a contradiction. Similarly, if there is $\mu \in F(A) \backslash F(\phi(A))$, then there exists $\eta \in \mathbf{C}$ such that

$$
f(\phi(A-\eta I))=f(\phi(A)-\eta I)=\max _{z \in F(\phi(A))}|z-\eta|<|\mu-\eta| \leq f(A-\eta I)
$$

which is a contradiction.

Now, we are ready to complete the proof of the main theorem in this section.
Proof of Theorem 4.1 First, we show that a linear numerical radius isometry $\phi$ satisfies $\phi(I)=\mu I$ for some complex unit $\mu$. Suppose $\phi(I)=C$. Since the numerical radius is a norm, $\phi$ is invertible. Then for every $Y \in M_{n}$ there exists $X \in M_{n}$ such that $\phi(X)=Y$. By Proposition 4.3 there exists a complex unit $\eta$ such that
$1+r(Y)=1+r(\phi(X))=1+r(X)=r(\eta I+X)=r(\eta \phi(I)+\phi(X))=r(\eta C+Y)$.

Since this is true for every $Y \in M_{n}$, by Proposition 4.3 we conclude that $C=\mu I$ for some complex unit $\mu$.

We may now replace $\phi$ by the mapping $A \mapsto \bar{\mu} \phi(A)$ and assume that $\phi(I)=I$. Applying Proposition 4.19 with $\mathcal{M}=M_{n}$ and $F(A)=V(A)$, we see that $V(\phi(A))=$ $V(A)$ for all $A \in M_{n}$, and the conclusion follows.

## 5 The Extremal $\ell_{1}$ and $\ell_{\infty}$ Norms

In this section, we assume that the norm $\nu$ on $\mathbf{C}^{n}$ is the $\ell_{1}$ or the $\ell_{\infty}$ norm and we characterize the linear operators on $M_{n}$ that preserve the corresponding states or vector states or any of the two norm numerical ranges or the induced numerical radius. For the most part, we shall state and prove the results only for the $\ell_{1}$ norm as the $\ell_{\infty}$ norm may then be treated using duality. First, the preservers of the spatial numerical range are the same as those of the other (non Hilbert space) symmetric norms. The labels of the parts of the following theorems conform with the labels in Theorem 3.1.

Theorem 5.1 Let $\nu$ be the $\ell_{1}$ or the $\ell_{\infty}$ norm on $\mathbf{C}^{n}$, and let $W(A)$ denote the induced spatial numerical range on $M_{n}$. Let $\phi$ be a linear operator on $M_{n}$. Then the following conditions are equivalent.
(a) $\phi$ preserves the spatial numerical range, i.e., $W(\phi(A))=W(A)$ for all $A \in M_{n}$.
(c) There exists a generalized permutation $Q \in G P(n)$ such that

$$
\phi(A)=Q^{*} A Q \quad \forall A \in M_{n}
$$

or equivalently,

$$
\phi^{*}(A)=Q A Q^{*} \quad \forall A \in M_{n} .
$$

(d) $\phi^{*}(\mathcal{R})=\mathcal{R}$.

The next result shows that the group of algebra numerical range preservers is much larger. When we write $A=\left[A_{1}|\cdots| A_{n}\right]$, we mean that the columns of $A$ are the column vectors $A_{1}, \ldots, A_{n}$.

Theorem 5.2 Let $\nu$ be the $\ell_{1}$ norm on $\mathbf{C}^{n}$, and let $V(A)$ denote the induced algebra numerical range on $M_{n}$. Let $\phi$ be a linear operator on $M_{n}$. Then the following conditions are equivalent.
(b) $\phi$ preserves the algebra numerical range, i.e., $V(\phi(A))=V(A)$ for all $A \in M_{n}$.
(c) ${ }^{\dagger}$ There exist a permutation matrix $P$ and generalized permutations $Q_{1}, \ldots, Q_{n} \in$ $\mathrm{GP}(n)$ with $Q_{j} e_{j}=e_{j}$ for $j \in\{1, \ldots, n\}$ such that
$\phi\left(\left[A_{1}|\cdots| A_{n}\right]\right)=P^{*}\left[Q_{1} A_{1}|\cdots| Q_{n} A_{n}\right] P \quad$ for all $A=\left[A_{1}|\cdots| A_{n}\right] \in M_{n}$, or equivalently
$\phi^{*}\left(\left[A_{1}|\cdots| A_{n}\right]\right)=P\left[\tilde{Q}_{1} A_{1}|\cdots| \tilde{Q}_{n} A_{n}\right] P^{*} \quad$ for all $A=\left[A_{1}|\cdots| A_{n}\right] \in M_{n}$,
with $\tilde{Q}_{j}=P^{*} Q_{\pi(j)} P$ where $\pi$ is the permutation determined by $P e_{j}=e_{\pi(j)}$
(e) $\phi^{*}(\mathcal{S})=\mathcal{S}$.

The analogous result for $\ell_{\infty}$ is similar but with columns replaced by rows.

Remarks 1. We note that $P$ in Theorem 5.2 is taken to be a permutation rather than a generalized permutation since the action of any diagonal unitary may be absorbed in the action of the generalized permutations $Q_{j}$.
2. The group of operators appearing in Theorems 3.1 and 5.1 is ubiquitous in the theory of linear preservers. This is the group $\operatorname{GP}(n) / Z(\operatorname{GP}(n))$, where $Z(\operatorname{GP}(n))$ is the centre of $\operatorname{GP}(n), i$. e., the group of scalar matrices. On the other hand, the group appearing in Theorem 5.2 does not seem to appear anywhere else. This is the semidirect product of $S_{n}$ and $(\operatorname{GP}(n-1))^{n}$.

The next result shows that the group of numerical radius isometries are much larger than the unit multiples of the numerical range preservers. This is a deviation from all the known results on linear preservers of generalized numerical ranges and radii; see [13].

Theorem 5.3 Suppose $r=r_{1}$ is the norm numerical radius associated with the $\ell_{1}$ norm on $\mathbf{C}^{n}$. Then a linear operator $\phi$ on $M_{n}$ is an $\ell_{1}$-numerical radius isometry, i.e., satisfies

$$
r(\phi(A))=r(A) \quad \text { for all } A \in M_{n}
$$

if and only if there exists a permutation $P$ and generalized permutations $Q_{1}, \ldots, Q_{n} \in$ GP( $n$ ) such that $\phi$ has the form

$$
\left[A_{1}|\cdots| A_{n}\right] \mapsto\left[Q_{1} A_{1}|\cdots| Q_{n} A_{n}\right] P
$$

Again, a similar result holds for the $\ell_{\infty}$ norm with columns replaced by rows.
Remarks 1. We note that the action of the permutation $P$ is a (one-sided) right multiplication and not the usual "conjugation" $A \mapsto P^{t} A P$. This is due to the fact that a left multiplication by a permutation may be absorbed in the action of the generalized permutations $Q_{j}$.
2. The group of operators in Theorem 5.3, i.e., the semidirect product of $S_{n}$ and $\mathrm{GP}(n)^{n}$, is also a rare group among the groups of linear preservers or the groups of isometries of a normed space.

Before proving our theorems, we present some general observations, some of which are well known, about norms and numerical ranges induced by these extremal norms.

Proposition 5.4 Let $A=\left(a_{i j}\right) \in M_{n}$. The operator norm $\|A\|$, its dual $\|A\|^{D}$ and the algebra numerical range $V(A)$ induced by the $\ell_{1}$ norm satisfy the following.
(i) $\|A\|=\max _{j}\left(\sum_{i=1}^{n}\left|a_{i j}\right|\right)$, i.e., the maximum of the $\ell_{1}$ norms of the columns of $A$.
(ii) $\|A\|^{D}=\sum_{j=1}^{n}\left(\max _{i}\left|a_{i j}\right|\right)$, i.e., the sum of the $\ell_{\infty}$ norms of the columns of $A$.
(iii) A matrix $S=\left(s_{i j}\right)$ is a state if and only if $s_{j j} \geq 0$ for every $j, \operatorname{tr}(S)=1$ and

$$
s_{j j}=\max _{1 \leq i \leq n}\left|s_{i j}\right| \quad \text { for every } j
$$

(iv) $V(A)=\operatorname{conv}\left(\bigcup_{j=1}^{n} \Omega_{j}\right)$, where $\Omega_{j}$ is the disk with centre $a_{j j}$ and radius $\rho_{j}=$ $\sum_{i \neq j}\left|a_{i j}\right|$, in other words, $V(A)$ is the convex hull of the (column-)Gershgorin disks of $A$.
(v) $W(A)$ includes the union of the Gershgorin disks $\Omega$.
(vi) $r(A)=\|A\|$ for every $A$.

Proof The first assertion is well known in both the finite and infinite dimensional cases. The second assertion follow easily. Also assertion (iii) is an easy consequence of (ii).

To prove (v), consider the following subset of vector states.

$$
\mathcal{S}_{j}=\left\{x e_{j}: \ell_{\infty}(x) \leq 1, x_{j}=1\right\}
$$

It is not too hard to see that $\left\{(A, Z): Z \in \mathcal{S}_{k}\right\}=\Omega_{j}$ and hence $\Omega_{j} \subseteq W(A)$.
By the convexity of $V(A)$, we get $\operatorname{conv}\left\{\Omega_{j}: 1 \leq j \leq n\right\} \subseteq V(A)$. As to the reverse inclusion, we notice that the extreme points of the set of states are precisely the states in $\bigcup_{j} \mathcal{S}_{j}$, so that $(A, S) \in \operatorname{conv}\left\{\Omega_{j}: 1 \leq j \leq n\right\}$ for every state $S$. This proves (iv).

Finally (vi) follows easily from (iv) and (ii).
In the following we use the notation $\left[z_{1}, z_{2}\right]$ for the closed line segment joining the two complex numbers $z_{1}$ and $z_{2}$, i.e., $\left[z_{1}, z_{2}\right]=\operatorname{conv}\left\{z_{1}, z_{2}\right\}$.

Lemma 5.5 Let $m<n$, and let $\tilde{A}=A \oplus 0_{m-n}$ where $A \in M_{m}$. The spatial numerical ranges $W(A)$ and $W(\tilde{A})$ induced by the $\ell_{1}$ norm are related by

$$
W(\tilde{A})=\bigcup_{0 \leq t \leq 1} t W(A)
$$

i.e., $W(\tilde{A})$ is the union of the line segments $[0, w]$ for $w \in W(A)$.

Proof From the description of the states in Lemma 5.4, we see that if $R=\left(\begin{array}{ll}R_{11} & R_{12} \\ R_{21} & R_{22}\end{array}\right) \in$ $\mathcal{R}$ with $R_{11} \in M_{m}$ and if $R_{11} \neq 0$ then $R_{11} / \operatorname{tr} R_{11}$ is a vector state in $M_{m}$. Therefore, $(\tilde{A}, R)=\left(A, R_{11}\right) \in t W(A)$, where $t=\operatorname{tr} R_{11}$. Conversely, if $z \in W(A)$, and $1 \leq t \leq 1$, then $z=(A, Z)$ for a vector state $Z=y x^{*}$ in $M_{m}$ with $x, y \in \mathbf{C}^{m}$ such that $\ell_{1}(x)=\ell_{\infty}(y)=x^{*} y=1$. We define $\tilde{x}$ and $\tilde{y} \in \mathbf{C}^{n}$ by

$$
\tilde{x}=\left(t x_{1}, \ldots, t x_{m}, 1-t, 0, \ldots, 0\right)^{t}, \quad \tilde{y}=\left(y_{1}, \ldots, y_{m}, 1,1, \ldots, 1\right)^{t}
$$

Then $\tilde{y} \tilde{x}^{*}$ is a vector state in $M_{n}$, and $\left(\tilde{A}, \tilde{y} \tilde{x}^{*}\right)=t\left(A, y x^{*}\right) \in t W(A)$.
Next we give some examples of spatial numerical range calculations. In addition to being illuminating, these examples will be used to show that certain maps on $M_{n}$,
which preserve the algebra numerical range, nevertheless fail to preserve the spatial numerical range.

Example 1 Let

$$
A_{\theta}=\left(\begin{array}{rr}
2 & -1 \\
e^{i \theta} & -2
\end{array}\right) \oplus 0_{n-2}, \quad \theta \in[0,2 \pi) ;
$$

in particular

$$
A=A_{0}=\left(\begin{array}{ll}
2 & -1 \\
1 & -2
\end{array}\right) \oplus 0_{n-2}, \quad B=A_{\pi}=\left(\begin{array}{cc}
2 & -1 \\
-1 & -2
\end{array}\right) \oplus 0_{n-2} .
$$

The numerical ranges of these matrices with respect to the $\ell_{1}$ norm satisfy the following.
(i) $\quad W(A)=V(A)=\operatorname{conv}(D(2 ; 1) \cup D(-2 ; 1))$, where $D(z ; \rho)$ denotes the disk with centre $z$ and radius $\rho$
(ii) If $\theta \neq 0$, then $W\left(A_{\theta}\right)$ contains the endpoints but none of the interior points of the line segment $[-2+i, 2+i]$.
(iii) $W\left(A_{\theta}\right)$ is convex for $\theta=0$ but not convex for $0<\theta<2 \pi$.

First the assertion about $V(A)$ is a direct consequence of Proposition 5.4. For the spatial numerical range, we first calculate $W\left(C_{\theta}\right)$ for the $2 \times 2$ matrices $C_{\theta}=\left(\begin{array}{rl}2 & -1 \\ e^{i \theta} & -2\end{array}\right)$ which are the top left $2 \times 2$ compressions of $A_{\theta}$. The vector states $U_{z}=(1, z)^{t}(1,0)$ for $|z| \leq 1$ give rise to points $\left(C_{\theta}, U_{z}\right)$ in $W\left(C_{\theta}\right)$. These points are precisely the points in the disk $D(2 ; 1)$. Similarly the states $(z, 1)^{t}(0,1)$ give us the disk $D(-2,1) \subseteq W\left(B_{\theta}\right)$. The remaining vector states are

$$
\left(\begin{array}{cc}
s & (1-s) e^{i \alpha} \\
s e^{-i \alpha} & 1-s
\end{array}\right) ; \quad 0<s<1,0 \leq \alpha<2 \pi
$$

Such a state is a convex combination of states $R_{1}=\left(1, e^{-i \alpha}\right)^{t} e_{1}^{t}$ and $R_{2}=\left(e^{i \alpha}, 1\right)^{t} e_{2}^{t}$. Furthermore $\left(C_{0}, R_{1}\right)=2+e^{i \alpha}$ and $\left(C_{0}, R_{2}\right)=-2-e^{-i \alpha}$ and so $W\left(C_{0}\right)$ include the horizontal line segment $\left[-2-e^{-i \alpha}, 2+e^{i \alpha}\right]$. The union of all these segments is exactly the convex hull of $D(2 ; 1) \cup D(-2 ; 1)$. Using Lemma 5.5 , we see that $W(A)=$ conv $(D(1 ; 1) \cup D(-1 ; 1))$. This proves (i).

We note that the only convex combinations of extreme points in $V\left(A_{\theta}\right)$ that gives an interior point in the line segment $[-2+i, 2+i]$ are just the convex combinations of $-2+i$ and $2+i$. Furthermore if $X$ and $Y$ are states that satisfy $\left(A_{\theta}, X\right)=2+i$ and $\left(A_{\theta}, Y\right)=-2+i$, then the top left $2 \times 2$ compressions of $X$ and $Y$ must be

$$
X_{0}=\left(\begin{array}{cc}
1 & 0 \\
-i e^{i \theta} & 0
\end{array}\right) \quad \text { and } \quad Y_{0}=\left(\begin{array}{ll}
0 & i \\
0 & 1
\end{array}\right)
$$

But then any proper convex combination $s X+(1-s) Y,(0<s<1)$, has rank one (i.e., is a vector state) if and only if $\theta=0$. This proves (ii) and (iii).

The matrices in the next example are obtained from the matrices in the previous example by applying generalized permutations to the columns.

## Example 2 Let

$$
\begin{gathered}
F=\left(\begin{array}{ccc}
2 & \mu & 0 \\
0 & -2 & 0 \\
\lambda & 0 & 0
\end{array}\right) \oplus 0_{n-3}, \quad G=\left(\begin{array}{ccc}
2 & 0 & 0 \\
0 & -2 & 0 \\
\lambda & \mu & 0
\end{array}\right) \oplus 0_{n-3}, \\
H=\left(\begin{array}{cccc}
2 & 0 & 0 & 0 \\
0 & -2 & 0 & 0 \\
\lambda & 0 & 0 & 0 \\
0 & \mu & 0 & 0
\end{array}\right) \oplus 0_{n-4},
\end{gathered}
$$

where $\lambda$ and $\mu$ are arbitrary complex numbers of modulus 1 . Then

$$
W(F)=W(G)=W(H)=\operatorname{conv}(D(2 ; 1) \cup D(-2 ; 1)),
$$

To verify this, we note that the two indicated disks together with $\{0\}$ are the Gershgorin disks for each of the given matrices. By Proposition 5.4, each of $W(F), W(G)$ and $W(H)$ includes each of the two disks and is included in their convex hull. Every point in the convex hull of these two disks which is not already in their union is evidently a convex combination of a point $z_{1}$ in $\partial D(2 ; 1)$, the boundary of $D(2 ; 1)$ and a point $z_{2}$ in $\partial D(-2 ; 1)$, the boundary of $D(-2 ; 1)$. Now $z_{1}=\left(F, Z_{1}\right)$ and $z_{2}=\left(F, Z_{2}\right)$ where $Z_{1}=u e_{1}^{t}, Z_{2}=v e_{2}^{t}$,

$$
u=\left(1, *, \lambda\left(\overline{z_{1}}-2\right), 0, \ldots, 0\right)^{t} \quad \text { and } \quad v=\left(\mu\left(\overline{z_{2}}+2\right), 1, *, 0, \ldots, 0\right)^{t}
$$

and where $*$ indicates an arbitrary complex number of modulus at most 1 . It clear that those arbitrary entries may be chosen so that the vectors $u$ and $v$ are linearly dependent and so every convex combination of the vector states $Z_{1}$ and $Z_{2}$ is thus a vector state. This shows that every convex combination of $z_{1}$ and $z_{2}$ belongs to $W(F)$. A similar calculation establishes the same for $G$ and $H$.

Example 3 Let

$$
A_{\theta}=\left(\begin{array}{ccc}
4 & 1 & 0 \\
1 & -4 & 0 \\
1 & i e^{i \theta} & 0
\end{array}\right) \oplus 0_{n-3}, \quad \theta \in[0,2 \pi)
$$

Then $2 i \in W\left(A_{\theta}\right)$ if and only if $\theta=0$.
This is established by similar methods to the methods used in the previous two examples. The Gershgorin disks are $D(4 ; 2)$ and $D(-4 ; 2)$ together with $\{0\}$. For $2 i$ to belong to the spatial numerical range, we must have a vector state $S$ such that $\left(A_{\theta}, S\right)=2 i$. But this occurs if and only if the vector state $S$ satisfies $S=(X+Y) / 2$ where $X$ and $Y$ are states that satisfy $\left(A_{\theta}, X\right)=4+2 i$ and $\left(A_{\theta}, Y\right)=-4+2 i$. The states that satisfy the later two equations are

$$
X=(1, i, i, *, \ldots, *)^{t} e_{1}^{t} \quad \text { and } \quad Y=\left(-i, 1, e^{i \theta}, *, \ldots, *\right) e_{2}^{t}
$$

But if $\theta \neq 0$, then $(X+Y) / 2$ has rank two and so is not a vector state. While if $\theta=0$, then by taking all the undetermined entries in $X$ and $Y$ to be zero, we get a vector state $(X+Y) / 2$.

We are now ready to prove Theorems 5.1, 5.2, and 5.3. We start with second one.
Proof of Theorem 5.2 From the description of the algebra numerical range in Proposition 5.4 , it is clear that (c) ${ }^{\dagger}$ implies (b). The implication (b) $\Rightarrow$ (e) follows, as before, from [18]. It remains to prove that $(\mathrm{e}) \Rightarrow(\mathrm{c})^{\dagger}$. As in Section 3, we let $\psi=\phi^{*}$ and so assume that $\psi$ is a linear operator on $M_{n}$ satisfying $\psi(\mathcal{S})=\mathcal{S}$. By Lemma 3.2, there exists $Q \in \operatorname{GP}(n)$ such that the mapping $\tilde{\psi}(X)=Q \psi(X) Q^{*}$ preserves the usual inner product on $M_{n}$, fixes all diagonal matrices, and maps the set of matrices with zero diagonal onto itself. Furthermore, the set of extreme points of $\mathcal{S}$ is the generalized permutation orbit of $e e_{1}^{t}$. This set must also be mapped onto itself by $\tilde{\psi}$. The set

$$
\mathcal{C}_{k}=\left\{D^{*} e e_{k}^{t} D: D \text { is diagonal unitary }\right\}, \quad k=1, \ldots, n
$$

is the intersection of Ext $\delta$ and the set of matrices with diagonal equal diag $E_{k k}$. Consequently, $\tilde{\psi}\left(\mathcal{C}_{k}\right)=\mathcal{C}_{k}$. One easily checks that the restriction of $\tilde{\psi}$ on the span of $\mathcal{C}_{k}$ (identified with $\mathbf{C}^{n}$ ) is a linear operator preserving the dual norm ball of the $\ell_{1}$ norm and maps $e_{k}$ to itself; thus, it is of the form $v \mapsto \tilde{Q}_{k} v$ for some $\tilde{Q}_{k} \in \operatorname{GP}(n)$ satisfying $\tilde{Q}_{k} e_{k}=e_{k}$. This proves the form of $\phi^{*}$ in (c) ${ }^{\dagger}$. It is straightforward to establish the equivalence of the form for $\phi$ and the form of $\phi^{*}$ given in (c) ${ }^{\dagger}$.

Proof of Theorem 5.1 It is clear that $(\mathrm{c}) \Rightarrow(\mathrm{d})$. To show that $(\mathrm{d}) \Rightarrow(\mathrm{a})$, assume that $\phi^{*}(\mathcal{R})=\mathcal{R}$. Then

$$
\begin{aligned}
W(\phi(A)) & =\{(\phi(A), R): R \in \mathcal{R}\}=\left\{\left(A, \phi^{*}(R)\right): R \in \mathcal{R}\right\} \\
& =\left\{(A, S): S \in \phi^{*}(\mathcal{R})\right\}=\{(A, S): S \in \mathcal{R}\} \\
& =W(A) .
\end{aligned}
$$

It remains to prove the implication (a) $\Rightarrow$ (c). Assume that $\phi$ satisfies (a). Since $V(A)=$ conv $W(A)$, then $\phi$ preserves the algebra numerical range and so is of the form (c) $)^{\dagger}$ of Theorem 5.2. Replacing $\phi$ by the mapping $A \mapsto P \phi(A) P^{t}$ for a permutation $P$, we may assume that

$$
\begin{equation*}
\phi\left(\left[A_{1}|\cdots| A_{n}\right]\right)=\left[Q_{1} A_{1}|\cdots| Q_{n} A_{n}\right] \quad \text { for all } A=\left[A_{1}|\cdots| A_{n}\right] \in M_{n} \tag{5.1}
\end{equation*}
$$

where $Q_{1}, \ldots, Q_{n} \in \operatorname{GP}(n)$ are generalized permutations in GP satisfying $Q_{j} e_{j}=e_{j}$ for $j \in\{1, \ldots, n\}$. We must then show that $\phi(A)=D A D^{*}$ for a diagonal unitary $D$.

We start by showing that $Q_{1}$ is a diagonal unitary. If not, then there exist $j \neq k$ such that $Q_{1} e_{j}=-\lambda e_{k}$ for a complex unit $\lambda$. Without loss of generality, we may assume that $j=2$ and $k=3$. Furthermore $Q_{2}\left(e_{1}\right)=\mu e_{p}$ for a complex unit $\mu$ and an index $p$ which may be 1 or 3 or $p \geq 4$. The latter case may be reduced to $p=4$ as follows. Let $P$ be the permutation matrix obtained from the identity by interchanging the 4 -th and the $p$-th rows, and consider $\hat{\phi}_{1}$ defined by $A \mapsto P \phi\left(P^{t} A P\right) P^{t}$. This
new map also preserves the spatial numerical range and is of the form (5.1) with generalized permutations $\hat{Q}_{j}$ acting on the columns such that $\hat{Q}_{1}\left(e_{2}\right)=-\lambda e_{3}$ and $\hat{Q}_{2}\left(e_{1}\right)=e_{4}$.

Now consider the matrix

$$
B=\left(\begin{array}{ccc}
2 & -1 & 0 \\
-1 & -2 & 0 \\
0 & 0 & 0
\end{array}\right) \oplus 0_{n-3}
$$

of Example 1. Then $\phi(B)$ is one of the matrices $F, G$ or $H$ of Example 2 according as $Q_{2}\left(e_{1}\right)$ is $\mu e_{1}, \mu e_{3}$ or $\mu e_{4}$ respectively. From the calculations in Examples 1 and 2, we have that $W(\phi(B))$ is convex while $W(B)$ is not. This is a contradiction, proving that $Q_{1}$ is a diagonal unitary. This argument may be used on any column and so we have that $Q_{j}$ is a diagonal unitary for every $j$.

Next, we replace $\phi$ by the map $A \mapsto D^{*} \phi(A) D$, where $D$ is the matrix $Q_{1}$. Thus we may assume that $\phi$ is of the form (5.1) with $Q_{1}=I$. We will then show that every $Q_{j}=I$ and thus $\phi$ is the identity. We shall prove this only for $j=2$ as it can be seen that the same argument applies to any index $j$. Let $Q_{2}=\operatorname{diag}\left(d_{1}, 1, d_{3}, \ldots, d_{n}\right)$. First consider the matrix $A=\left(\begin{array}{cc}2 & -1 \\ 1 & -2\end{array}\right) \oplus 0_{n-2}$, of Example 1. Then $\phi(A)=\left(\begin{array}{cc}2 & -d_{1} \\ 1 & -2\end{array}\right) \oplus 0_{n-2}$. This is diagonal-unitary equivalent to the matrix $C=\left(\begin{array}{rr}2 & -1 \\ d_{1}^{*} & -2\end{array}\right) \oplus 0_{n-2}$. By Example 1, we see that $W(\phi(A))=W(A)$ if and only if $d_{1}=1$.

Next we consider the matrix

$$
T=\left(\begin{array}{ccc}
4 & 1 & 0 \\
1 & -4 & 0 \\
1 & i & 0
\end{array}\right) \oplus 0_{n-3}
$$

of Example 3. Then

$$
\phi(T)=\left(\begin{array}{ccc}
4 & 1 & 0 \\
1 & -4 & 0 \\
1 & i d_{3} & 0
\end{array}\right) \oplus 0_{n-3}
$$

By Example 3, we see that $W\left(\phi(A)=W(A)\right.$ if and only if $d_{3}=1$. Using $P T P^{t}$ for a permutation $P$ that fixes $e_{1}$ and $e_{2}$, we get in the same way that $d_{j}=1$ for $j \geq 3$. This proves that $Q_{2}=I$ and ends the proof.

Proof of Theorem 5.3 By Proposition 5.4, the norm numerical radius coincides with the operator norm. Thus, numerical radius isometries are just the isometries of the operator norm, whose structure is known to be as given in the statement of Theorem 5.3; see [11, 22].

We present another proof. Assume $\nu$ is the $\ell_{1}$ norm. Let use denote by $\mathcal{G}$ the group of operators $\phi$ on $M_{n}$ of the form

$$
\left[A_{1}|\cdots| A_{n}\right] \mapsto\left[Q_{1} A_{1}|\cdots| Q_{n} A_{n}\right] P
$$

for a permutation $P$ and generalized permutations $Q_{1}, \ldots, Q_{n} \in \operatorname{GP}(n)$. From the description of the norm and numerical radius given in Proposition 5.4, it follows easily that every $\phi \in \mathcal{G}$ is indeed a numerical radius isometry. For the converse, we have
already seen that $A$ belongs to the set $\mathcal{L}$ defined by (4.1) if and only if every column has exactly one nonzero entry and that this entry has modulus 1 , i.e., $A$ belongs to the orbit of $I$ under the action of the group $\mathcal{G}$. Now if $\phi$ is a spectral radius isometry, then $\phi(I) \in \mathcal{L}$. Therefore, we may compose $\phi$ with a member of the group $\mathcal{G}$ to get a map $\hat{\phi}$ which preserves the numerical radius and maps $I$ to $I$. By Proposition 4.19, $\hat{\phi}$ is a unimodular scalar multiple of a map that preserve the algebra numerical range. By Theorem 5.2, every such map belong to $\mathcal{G}$, so the original operator $\phi \in \mathcal{G}$.
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