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Abstract
We can all agree that institutions matter, though as to which institutions matter most, and how much any of them matter, the matter is, paraphrasing Douglass North’s words at the Nobel podium, unresolved after seven decades of immense effort. We suggest that the obstacle to progress is the paradigm of the New Institutional Economics itself. In this paper, we propose a new theory that is: grounded in institutions as coevolving sources of economic growth rather than as rules constraining growth; and deployed in dynamical systems theory rather than game theory. We show that with our approach some long-standing problems are resolved, in particular, the paradoxical and perplexingly pervasive influence of informal constraints on the long-run character of economies.
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Though [the scientist] may, during the search for a particular puzzle’s solution, try out a number of alternative approaches, rejecting those that fail to yield the desired result, he is not testing the paradigm when he does so. Instead he is like the chess player who, with a problem stated and the board physically or mentally before him, tries out various alternative moves in the search for a solution. These trial attempts, whether by the chess player or by the scientist, are trials only of themselves, not of the rules of the game. – Thomas S. Kuhn (1962)

1. Introduction
If microeconomics is the study of how individuals and firms interact via markets to facilitate production and exchange for consumption, and macroeconomics is tasked with explaining the total economic activity of a society over time, the subfield of New Institutional Economics (NIE) has emerged as a hoped-for bridge between the two. According to Douglass North, an institution is a humanly devised constraint on behavior (1993: 3). North’s definition is capacious, ranging from a nation’s codified laws, or what he called formal constraints, to its traditions, taboos, customs, religious practices, and social norms, the so-called informal constraints.1 Each constraint amounts to an instruction: ‘in circumstances X do Y,’ as Geoff Hodgson has characterized it (2015: 502–503). Knowing what to do in

1Though North leaves some ambiguity as to what distinguishes formal from informal constraints, Oliver Williamson leaves none. He notes that the aforementioned informal constraints, i.e. the taboos, norms, traditions, and so forth, change on a time scale of centuries to millennia, whereas the formal constraints change on a time scale of decades or less (2000: 597). We adopt this definition and adhere to it throughout.
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the face of X, and what others will do in the face of X serves to reduce uncertainty, and because transaction costs reflect uncertainty, the constraint on behavior has the effect of reducing transaction costs.

In microanalytic price theory, institutions are transactional rules which, ‘together with the standard constraints of economics…define the choice set and therefore determine transaction and production costs’ (North, 1991: 97). In the macroeconomic context, institutions are understood to be the rules of expected behavior that facilitate the economic development of nations. Along these lines, North, and many followers since, hoped that institutional economics would resolve the two central challenges of Economic History: (1) explaining the gross disparities in the wealth of nations; and (2) understanding the persistence of those disparities. It was also hoped that along the way the theoretical gulf separating the micro world of price theory and the macro world of outcomes might be narrowed.

Although North popularized the phrase, ‘Institutions are the rules of the game’, it was Max Weber who coined it when he described institutions as spielregeln, literally game rules. The slogan carries two meanings. In its first and colloquial sense, the implication is that institutions are the principal determinants of economic performance. In its second sense, in the Economists’ argot, it means, literally, the rules of a game theoretic model of economic performance. However, the arguments supporting the first usage have no more and no less gravitas than ‘money makes money’, a proverb cited by Adam Smith (1999: 195). Furthermore, the ‘game’ of the second usage, whose solution explains the wealth of nations, is nowhere to be found.

It is always the case in hotly contested endeavors that some early speculations will be left by the wayside. But institutions as rules is not merely a speculation, and it has not been left by the wayside. It is the paradigm of the NIE. The fact that the theory and the evidence in support of the paradigm remain wanting in 2020, nearly 30 years after what North described in 1993 as 40 years of immense effort, is a problem. Nor are we the first to note that the NIE’s prescription is not curative; Hilton Root suggests large gaps remain between the ‘good intentions and failed outcomes’ of its interventions (2013: x).

What are the sources of these gaps? First, though formal and informal constraints are on equal footing in North’s definition, the informal ones are largely absent in modeling or policy-making. If the formal rules governing transaction costs – e.g. the legal code detailing property rights – are the paramount determinants of economic performance, then the informal constraints of social norms and so forth must be less than paramount. Yet, paradoxically, that is not the case. This has led Williamson to note, ruefully, that neither he nor North could answer ‘what is it about informal constraints that gives them such a pervasive influence upon the long-run character of economies?’ (2000: 596). Hodgson, citing an earlier study by Elinor Ostrom and Margaret Gilbert, notes that ‘there must be some commitment in the community to follow the rule’ (2015: 503). Deirdre McCloskey notably calls this ‘the ethics’ without which ‘it won’t suffice, as the World Bank nowadays recommends, to add institutions and stir’ (2016a: 10).

A second source is definitional. Imprecise usage of the term ‘institutions’ is rampant.² By way of analogy, consider the word ‘force’ which has colloquial meaning that allows for sloppy if convenient usage in lieu of power, energy, momentum, or other terms to which physicists assign precise meaning for analysis with considerable effect. North’s definition of institutions, ‘the humanly devised [formal and informal] constraints that shape human interaction’ (1990: 3) is vivid prose, but it is neither narrower than colloquial usage nor analytically useful. Formal and informal are distinctions without a mathematical difference. Important and influential as North’s monograph has been, it is generous of Avner Greif and Joel Mokyr to have described it as an analytical framework (2017: 30).

We note further that these two problems are not unrelated. The titles of North’s (1990) monograph, Institutions, Institutional Change, and Economic Performance, and of his 1993 Nobel Prize lecture, ‘Economic Performance Through Time’, could hardly be more emphatic about the importance he attached to dynamics. In the monograph’s opening paragraph, he describes the coevolution of

²Geoff Hodgson notes in his 2015 article titled, ‘On Defining Institutions’, that ‘definitions are not mere word-play. Comprehending the meaning of a word is often tied up with the understanding of real phenomena (497)’.
institutions and society: ‘Institutional change shapes the way societies evolve through time, and hence is the key to understanding historical change’ (1990: 3). On the other hand, his canonical definition of institutions emphasizes a formal/informal dichotomy that has nothing to do with time, change, or dynamics. Even more problematic, it is silent about dichotomies that do have much to do with time. In particular, as is evident by inspection, some institutions, e.g. taboos, exhibit rates of change so slow that they are immaterial when compared with others, e.g. property rights (North, 1990). Furthermore, it is this same formal/informal distinction that lies at the heart of the paradox of informal constraints.

In Thomas Kuhn’s lexicon of scientific revolutions, a paradigm is the set of rules that situate an endeavor, in particular an intellectual endeavor. ‘Institutions as rules’ – shorthand for institutions as rules that promote economic development – is a paradigm because it is, in the colloquial sense, the rules of the game of institutional economics, old or new. The dawn of revolution, Kuhn writes, is preceded by a crisis marked by the paradigm’s failure to solve problems or to resolve ambiguities at its center (1962: 66ff). In light of the above failures then, by Kuhn’s measure, institutional economics as it applies to economic history is in crisis. Resolution demands critique, and yet critique of the ‘rules paradigm’ from within is no more likely than was a critique of geocentrism within the paradigm of geocentrism. Critique demands that we step outside the paradigm.

In section 2, we describe some features of the global economy that any theory of economic history must explain. In section 3, we review as much of the paradigmatic theory as is necessary to motivate the introduction of a new theory in section 4. In this, institutions are humanly devised sources of economic growth. Some grow in concert with the economy and with each other, and some do not. We sum up the growth terms, leaving us with a large set of coupled differential equations. Much pruning leads us to $r$-theory, a dynamical theory of two institutional types. Its solutions resolve the paradox of informal constraints and explain the persistent disparities of the wealth of nations. In section 5, we use $r$-theory to take a first step on the path toward a satisfactory model of the wealth of nations, constructing a plausible and informative, if simplistic, 4-parameter model, $M_4$.

2. Rethinking persistence in the global economy

We seek a theory that answers, at the very least, the central cross-sectional question of economic history: what explains the distribution, $\mathcal{M}$, of the social and economic development or wellbeing of nations today. Such a theory is necessarily time-dependent because the wellbeing of a nation evolves over time. And, being time-dependent, the same theory must be consistent with the longitudinal evidence. We first quantify what we mean by wellbeing, and then we characterize the time evolution of $\mathcal{M}$.

Though per capita production (GDP), or the closely related per capita national income (GNI), are frequently used as measures of national wealth, neither one may be taken seriously as a stand-alone proxy for wellbeing. For instance, thanks to $13k$ per capita in oil revenue, the per capita 2015 GNI of Equatorial Guinea is $21k$, putting it on par with Argentina in the third decile from the top (United Nations, 2019). However, that near-equivalence masks a 19-year difference in life expectancy. Surpassing GDP, GNI, and other purely or narrowly economic measures of wellbeing, the human development index (HDI) combines the logarithm of GNI with life expectancy (at birth) and measures of education offered and achieved. On HDI’s 0–1 scale where the standard deviation is 0.156, Equatorial Guinea (0.59) is comparable to Ghana (0.58), despite the GNI of the former being nearly six times that of the latter, and much much lower than that of Argentina (0.84). $\mathcal{M}$, the distribution of HDI in 2015, is shown in Figure 1A and is tabulated in an online appendix.

Beyond this snapshot of the present, the UN provides annual estimates of HDI (for up to 192 nations) dating back to 1990 when it pioneered the concept. Leandro Prados de la Escosura (2019) provides assessments for 164 nations at roughly 10-year intervals going back to 1870. We ask, how

---

3We will use the terms wellbeing and development synonymously.
Figure 1. Characteristics of HDI. (A) The multimodal distribution of HDI in 2015. (B) Trajectories of the mean and standard deviation of the distribution (1870–2015). The gray bands delineate 99% confidence intervals of exponential fits to the raw data. (C) $P(t)$, the correlation of the distribution to itself at an earlier time. Smaller black dots, $t < 30$, are UN data. The larger black dots are Escosura’s. The gray band delineates 99.9% confidence intervals of a decaying exponential fit. The slow decay of $P(t)$ informs us that, after accounting for its mean and standard deviation, the distribution shown in (A) is materially constant on a time scale of a century.
does $\mathcal{M}(t)$ vary as we look backward in time? Were today’s rich also rich in the past, and likewise the poor? North intimated as much when he characterized the explanation of the persistence of those disparities as one of the two central challenges of economic history? Although a vast literature is devoted to the matter of the disparities, the problem of documenting and explaining their persistence has received little attention.

To quantify the evolution of the distribution $\mathcal{M}$, we compute its Pearson correlation to itself at earlier times $t$. We call this autocorrelation the persistence, $\mathcal{P}(t)$. The Pearson correlation of two distributions is independent of their mean and variance. The autocorrelation function thus tells us about the stability of relative position within the distribution. Figure 1C shows that $\mathcal{P}(t)$ decays steadily and slowly, permitting us to write $\mathcal{P}(t) = e^{-t/\tau}$ where $\tau = 626 \pm 12$ years. The implied decay rate is about 15% per century. On a time scale of half a millennium the rich stay rich and the poor stay poor relative to others, with few exceptions.

The growth of the global economy and its inequalities are obvious and the subject of innumerable studies. That the disparities of wellbeing are persistent in relative terms, as just noted, is not obvious. Nor does it invalidate those other studies. During the same 145-year span over which the distribution $\mathcal{M}(t)$ has changed very little as measured by $\mathcal{P}(t)$, its mean and standard deviation have changed enormously; see Figure 1B. They are well approximated by exponentials with time constants of 69 and 148 years, respectively. Development economics entangles two different phenomena: (1) the persistence of the distribution of wealth; and (2) the trajectories of its mean and of its variance. Theory must account for both. Here, we focus our attention on the former. The latter must be the subject of a separate inquiry.

Whether or not one is inclined to extrapolate beyond the 145-year time span of this dataset, it must be acknowledged that the pronounced persistence across the late 19th and 20th centuries obtains in the face of decolonization, two world wars, the coming and going of Fascism and much of Communism, the rise of Asia’s Tigers, and the rise of the oil economy, each a vector of profound institutional change. How could it be that the rules of the game are changing so much and yet the distributional outcome of the game has changed so little?

3. The paradigm in crisis

The persistence described above is a boundary condition by which any theory of economic history is constrained. No static theory of the present can say anything about meeting such a condition, for the simple reason that a static theory is a temporal point estimate. For all their claims to be rooted in game theory’s dynamics, and the assertion that institutions rule, the mathematical foundations of widely cited papers of the NIE (e.g. Acemoglu et al., 2002; Rodrik et al., 2004) are of the form $\mathcal{E}^k = \sum c_i x_i^k$, where $\mathcal{E}^k$ is a measure of economic performance of nation $k$, the $x_i^k$ are various factors or independent variables evaluated on nation $k$, and the $c_i$ are constants or parameters to be determined. As such, those studies are no more than static factor analytics as described in Society, Politics, & Economic Development (Adelman and Morris, 1972), and commonly known today as linear regression. In that form, the NIE is a theory that cannot grapple with history, and not having done so, it suffers from a particularly grave form of omitted variable bias.

North’s definition of institutions as humanly devised formal and informal constraints makes no mention of time, yet he was well aware of the fact that the informal constraints tend to be long-standing and the formal ones tend to be fairly recent. Williamson articulates this in a four-level hierarchy of institutions, distinguishing one from another on the basis of the time scale of their evolution.

---

*Nota bene, In the literature, ‘persistence’ is used in at least two very different ways. The first is as a persistence of outcomes. The second emerges from the rules paradigm. Institutions being the rules of the game in that paradigm, institutions of long ago were the rules of economic development long ago, and if there is any determinism at all, the present path-dependent state of economic development must show traces of those long-ago institutions. In other words, institutions have persistent effects. In this paper, we use persistence in the first sense exclusively.*
Those that evolve most slowly, on a time scale of 100 to 1,000 years, e.g. customs, traditions, norms, and religion, he assigns to a level he calls Embeddedness, labeling it L1. Real actors are embedded in society where social convention constrains agency more narrowly than rational choice alone would suggest (Granovetter, 1985; Williamson, 2000: 596). L2, the level of Institutional Environment is the realm of North’s rules of the game, especially institutions establishing property rights codified in governing bodies, the judiciary, and other bureaucracies. These evolve on a time scale of 10–100 years. L3 is the level of Governance, transpiring within 1–10 years, and L4 – Resource Allocation and Employment – operates continuously. This hierarchy, and some of its implications as spelled out by Gerard Roland (2004), begins to zero in on the dynamics which must be part of any theory of development.

However, Roland and Williamson remain firmly wedded to the paradigm of game theory and its stipulated rules. Game theory is indeed dynamic as required of a mathematical theory of economic history that must contend with the boundary condition of persistence. But it is a wedding in name only, as there has been no issue in the form of an actual testable theory. Williamson, invoking Kenneth Arrow, offered this hopeful perspective: ‘The NIE has progressed not by advancing an overarching theory but by uncovering and explicating the microanalytic features … and by piling block upon block until the cumulative value cannot be denied’ (2000: 596). In other words, the NIE would find by induction what it has not found by deduction. Two decades on, there is no evidence that the inductive method converges.

Finally, North opens Institutions, Institutional Change and Economic Performance with his slogan, ‘Institutions are the rules of the game’, and then goes on to make the case for the coevolution, that is, for the influence of an economy on its institutions and vice versa. But is it possible that institutions are both the rules of the game and one of its coevolutionary outcomes? It may be possible, but Greif notes that ‘classical game theory provides an inadequate analytical framework for studying institutional dynamics’ (2006: 10), by which he means coevolution. The authors of ‘Institutions Rule’ answer the same question by including the influence of the economy on institutions in a key figure, while downplaying it the text, and disabling it altogether in their system of equations (Rodrik et al., 2004: 134). In Alston et al.’s much heralded 2018 summary of the NIE, Economic Performance is understood as an outcome pure and simple, with ‘institutions and norms [taken] as given’ (2018: 12). This formulation excludes the possibility of coevolution. Although North viewed coevolution as integral, it seems to contradict his best remembered phrase. Game theory as presently understood is incapable of modeling it, and in contemporary scholarship it is minimized and or ignored outright.

If, as we argue, the paradigm that institutions are the rules of the game is fraught with paradox; and if, as explained above, persistence in the global economy makes the premise of the paradigm implausible; and if one of the field’s pre-eminent game theorists reports that game theory is not up to the task, why does the paradigm persist?

In a 1969 monograph, the American philosopher David Lewis emphasized that precedent, not superiority, is at the heart of adherence to convention, a term which we could use interchangeably with paradigm (2002: 35-41). When it comes to frameworks for solving time-dependent problems, there is a more highly developed alternative to game theory that is, owing to convention, deployed by almost no institutional economists or economic historians. That alternative is called dynamical systems theory – an amalgam of differential equations, linear algebra, perturbation theory, and other computational methods. It has been successfully deployed in celestial mechanics, cardiology, and population dynamics, to name a few disciplines on a long list. Its rich and fruitful 300-year history suggests that the pre-eminence of game theory in the NIE is neither essential, nor, in the face of its inability to solve the central challenges of economic history, warranted.

If we are no longer constrained by precedent to think of institutions as rules, how might we think of them? A university is indisputably an institution, though not indisputably a constraint. And though

---

5We note two citations from the back jacket in which Hernando de Soto calls the book ‘an excellent synthesis’, and James Robinson writes that ‘there is no better introduction [to Institutional Economics]’.
institutions are, obviously to economists, the rules of the game of development, they are not the rules of the game of development to financiers or shopkeepers who, seeking to build inventory to meet growth’s demands, understand that ‘Cash is King!’ Cash is a source of economic growth, suggesting by analogy that institutions are not humanly devised constraints that reduce uncertainty, but rather humanly devised sources of economic growth. By this logic, a university is an economically productive investment, one that turns dollars into historians, legislators, doctors, and inventors, for instance, whose skills and commitment enable the day-to-day functioning of society. Such a definition is well-suited to dynamical systems theory, and in the next section we employ it to construct a new theory of an economy and its institutions.

4. r-Theory

North defined an institution as a humanly devised constraint that reduces uncertainty and transaction costs, thereby promoting growth. Simplifying, let an institution be the source itself, for instance a network of roads, a university campus and its faculty and staff, or a judiciary with its attendant courthouses, personnel, law-making bodies, and law schools.\(^6\) Let \( r^k \) be the real economy of a nation \( k \), consisting of its performance, \( E^k \), for instance the logarithm of per capita income, and its many institutions, \( I^k \). Expressed as a vector, we have \( r^k = (E^k, I^k_1, \ldots, I^k_n) \). Because institutions promote growth, for every \( I^k_i \) there will be a corresponding contribution to the growth of \( E^k \), that is, to its time rate of change, \( \dot{E}^k \). Assuming linearity – an assumption that can be lifted if warranted by the evidence – that contribution is of the form \( \alpha_i I^k_i \).\(^7\)

The constant \( \alpha_i \) couples an entity of type \( I \) to an entity of type \( E \), and as such, we call \( \alpha_i \) a coupling constant. The coupling constants are universals by assumption; they are not state-specific and do not carry the superscript \( k \). If we can demonstrate that our theory and its models have verisimilitude then we will have some confidence in the merit of this assumption. If not, we must amend it. For ease of reading from here on, we drop the state-specifying superscript, \( k \), from the notation of those variables that do carry them, for instance \( I \) and \( E \).

A larger economy needs more roads to support its traffic, more universities to train its highly skilled citizens, and a bigger judiciary to adjudicate its disputes. Thus, just as institutions promote economic growth, the economy promotes institutional growth. An expression for \( I^k_i \), the time rate of change of the \( i^{th} \) institution, must therefore include a term of the form \( \beta_i E \), where \( \beta_i \) is also a coupling constant. Similarly, a Ministry of Industry and Technology, call it \( I^k_j \), may seek to promote growth in a network managed by the Department of Roads, call it \( I^k_h \), so \( I^k_j \) may be expected to include cross-institutional couplings of the form \( \gamma_{ij} I^k_h \). These couplings and cross-couplings give us the coevolution that North envisioned but game theory has not integrated. Our framework builds it in but does not prejudge its import. After solving the system and comparing the solutions to the real world we might find that the coevolutionary contributions are negligible.

Our definition specifies institutions in terms of their function, their propensity to generate growth, and not in terms of their form. In this framework, the measure of an institution is not whether, for instance, it is a network of roads or a network of canals, but whether the network works to deliver goods and drive \( \dot{E} \).\(^8\) Thus there are multiple paths of institutional development that lead to the

\(^6\)So defined, institutions have material heft; they are real, not abstract. As such, they achieve something of what Robert Grafstein sought in Institutional Realism, when he wrote “institutions exist as physical objects exist independently of our beliefs about them.” (1992: 1).

\(^7\)A special case of dynamical systems theory is sometimes called chaos or catastrophe theory. It is relevant when the phenomena under consideration exhibit extreme sensitivity to initial conditions. Only nonlinear dynamical systems, though not all nonlinear dynamical systems, exhibit such sensitivity. Persistence in the global economy is evidence against such sensitivity, and therefore against its relevance, though distinguished economists and physicists have opined otherwise (Anderson et al., 1988).

\(^8\)Networks are an active subject of research in the natural sciences, computer science, the social sciences, and their confluence (Amit, 1992; Granovetter, 1973; Hopfield and Tank, 1985; Root, 2020; Seligson et al., 1992). Network science, or what John Holland has called complex adaptive systems, emphasizes the detailed structure of networks, or their form, in addition
same economic outcome. The rules paradigm, on the other hand, defines institutions in terms of their form, as if in the form itself lies the secret of success.\(^9\)

The economy is situated in an environment, \(\hat{x}\), exemplified by climate, geography, natural resources, neighboring states, and so forth. The environment stimulates or retards growth, too. We express its contributions to \(\dot{E}\) and \(I_i\) as forcing functions \(f_E(\hat{x})\) and \(f_I(\hat{x})\).\(^{10}\) With the forcing functions over environment variables standing in for what North called the standard constraints of economics, and with the couplings capturing its evocation of an incremental evolution of the economy and its institutions, it would seem that we have everything necessary for a theory of that evolution. Though the implied theory is easily solved, it is unstable. Every state becomes more prosperous than Norway or more impoverished than Somalia. To put it another way, the implied theory predicts a world with no middle. However, the world as we know it has a middle, as is easily seen by examination of the distribution of HDIs in Figure 1A. The implied theory fails by reason of verisimilitude.\(^{11}\)

This failure might be seen as a reason to lift the assumption of linearity, or to consider higher order derivative terms, or even to invoke complex adaptive systems, but the failure is one of omission not of lower order math.\(^{12}\) This simple model misses decay. In the real world, roads get overgrown and become impassable if not maintained. Things fall apart. Metaphorically, the same happens to bureaucracies, universities, or judiciaries. In short, institutions are subject to degradative processes, equivalent in the material world to drag. Similarly, economic performance suffers the friction of transaction costs, the dissipative strain of sustaining its bureaucracies, and of corruption, points emphasized by North (1990, 12). In addition, that performance is burdened by the caring for young or elderly dependents, a point made by Smith in the opening pages of *The Wealth of Nations* (1999: 3). We posit that drag on \(I_i\) is of the form \(-\lambda I_i\), and that the corresponding contribution to \(\dot{E}\) is \(-\lambda E\). From the structure of these terms, it is evident that the \(\lambda\)s have units of inverse time; thus they set the time scale of the system’s evolution.

From this description we get equation (1), a set of coupled differential equations (also known as a dynamical system) describing the coevolution of a real economy constrained by its environment \(\hat{x}\).\(^{13}\) \(\Lambda\) is a square matrix (of \(n + 1\) dimensions) comprised of coupling and drag constants. \(f(\hat{x})\) is an \(n + 1\)-dimensional vector of forcing functions over the environmental variables:

\[
\dot{r} = \Lambda r + f(\hat{x}) \quad \text{given} \quad \Lambda = \begin{pmatrix}
-\lambda_E & \alpha_1 & \alpha_2 & \cdots & \alpha_n \\
\beta_1 & -\lambda_1 & \gamma_{12} & \cdots & \gamma_{1n} \\
\beta_2 & \gamma_{21} & -\lambda_2 & \cdots & \gamma_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\beta_n & \gamma_{n1} & \gamma_{n2} & \cdots & -\lambda_n \\
\end{pmatrix}
\] (1)

The drag terms, \(-\lambda_E E\) and \(-\lambda I_i\), are necessarily in opposition to \(E\) and \(I\), so the \(\lambda\)s are necessarily positive. The coupling constants are, by construction, positive if they promote growth, negative if they
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9. In *Society and Economy*, Granovetter critiques the NIE for its specification of institutions as inflexible recipes, that is, rules, or on the basis of form (2017: 192).

10. The environmental vector \(\hat{x}\) is state-specific and, like \(I\) and \(E\), carries an implied superscript \(k\). The functions \(f\) are universals like the coupling constants \(\alpha\), \(\beta\), and \(\gamma\), and as such, they carry no implied \(k\).

11. Also, the implied system is so sensitive to initial conditions that it would not explain what Robert Merton called homophilies, the correlated outcomes of similarly situated countries, for instance those of Scandinavia.

12. Theory is easily extended to include second order time derivatives (Bender and Orszag, 1999: Chapter 9). The extension would be warranted if development on a short time scale was of interest, but persistence tells us that the interesting behavior is only on very long-time scales. We thank Carl Bender for his insights on these matters.

13. This framework can be extended to including couplings between nations. We find it unnecessary to do so, though it is beyond the scope of this paper to discuss those findings.
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expanding the product are culture, and it is beyond the scope of this paper to give cultural analysis its due.14

The paradox of informal constraints is an expression of the fact that norms matter more than North nor Williamson was specific about which norms matter. By the derivation of equation (2) we see that it is the relative constancy of norms, or the fact that they do not coevolve with the economy, that puts them on a par with the brute facts of the physical environment. Thus see that it is the relative constancy of norms, or the fact that they do not coevolve with the economy, to the other non-normative components of

\[ \mathbf{E} = \mathbf{N} + \mathbf{I} \]

Let \( \mathbf{N} \) be a vector of \( m \) different norms. Examine \( \dot{\mathbf{E}} \), the first component of \( \dot{\mathbf{r}} \) in equation (1), by expanding the product \( \Lambda \mathbf{r} \). We get

\[ \dot{\mathbf{E}} = -\lambda_{\mathbf{E}} \mathbf{E} + \sum_{i=1}^{n-m} \alpha_i \mathbf{I}_i + \sum_{i=1}^{m} \alpha_{n-m+i} \mathbf{N}_i + f_{\mathbf{E}}(\mathbf{x}) \]

The second sum is a constant because the individual \( \mathbf{N}_i \) are constant. Absorbing it into \( f_{\mathbf{E}} \), we rewrite the latter as \( f_{\mathbf{E}}(\mathbf{x}, \mathbf{N}) \). If climate is conceptually synonymous with the environmental variables \( \mathbf{x} \), then social climate is conceptually synonymous with \( \mathbf{N} \). This echoes Grafein’s observation that ‘[Institutional] structuring of alternatives can be a brute fact of life for those who live within them, much as physical situations can be brute facts of life for everyone at large’ (1992: 4). The same logic applies to the other non-normative components of \( \mathbf{r} \), giving us equation (2), or what we call \( r \)-theory, where the dimensionality of \( \Lambda \) has been reduced to from \( n+1 \) to \( n+1-m \) by virtue of the pruning of \( m \) norms:

\[ \dot{\mathbf{r}} = \Lambda \mathbf{r} + f(\mathbf{x}, \mathbf{N}) \]

The paradox of informal constraints is an expression of the fact that norms matter more than North and Williamson and other peers of the NIE expected that they should matter, though neither North nor Williamson was specific about which norms matter. By the derivation of equation (2) we see that it is the relative constancy of norms, or the fact that they do not coevolve with the economy, that puts them on a par with the brute facts of the physical environment. Thus \( r \)-theory resolves the paradox of informal constraints, and it does so without having specified which norms matter. Norms are culture, and it is beyond the scope of this paper to give cultural analysis its due.14

In the language of Williamson’s four-level hierarchy, the vector of norms \( \mathbf{N} \) corresponds to his L1 or embedded institutions. The remaining institutions, the non-normative \( \mathbf{I}_i \), belong on the other rungs of his hierarchy in accordance with their time scale of evolution. Even if there were only one institution in each of L2, L3, and L4, the implied \( \Lambda \) would have 16 free parameters. From the modeling, that is to say practical perspective, 16 might as well be infinity, so further pruning is called for.

We order the remaining institutions such that \( \alpha_i > \alpha_{i+1} \), that is, in descending order of their constructive influence on \( \dot{\mathbf{E}} \), and we retain the strongest. Smith noted that roads and canals ‘are upon their account the greatest of all improvements’ (1999: 251). By analogy, we deploy the term ‘infrastructure’ and the symbol \( \mathcal{I} \) to refer to the vector of the most productive of the non-normative \( \mathbf{I}_i \).

What does infrastructure have to do with North’s institutions as we know them, specifically with formal institutions? Property rights, integral to the NIE, are words on a page without the physical infrastructure in which to litigate and enforce them, and without the concomitant infrastructure needed to train litigators and enforcers. A state’s stated commitment to the health of its citizens is only aspirational without the physical infrastructure of hospitals, credentialed training, and so forth, \( ad infinitum \). When formal rules are instantiated, they become infrastructure that grows alongside the economy.

\[ ^{14} \text{Mark Granovetter and Robert Solow argue, separately, that rational choices are contextual because we humans are embedded in social context (Granovetter, 1985; Solow, 1986). Neither offers a mathematical theory to quantify it.} \]

\( r \)-Theory provides an embedding of their concept of embeddedness.
In the same spirit in which we ordered the $I_i$ by descending $\alpha$, we order the $I_\beta$ such that $\beta_i > \beta_{i+1}$; that is, in descending order of the strength of the coupling of economic performance into institutional growth. Again, transportation networks are candidates for topping this list. Retaining only the largest of these, $I_1$, and dropping its subscript, we obtain $r = (E, I)$ and $\Lambda$ reduces to the first matrix in equation (3):

$$\Lambda = \begin{pmatrix} -\lambda_E & \alpha \\ \beta & -\lambda_I \end{pmatrix} \rightarrow \Lambda = \begin{pmatrix} -1 & \alpha \\ \alpha & -1 \end{pmatrix}$$ (3)

Without loss of generality, we may equate the couplings and eliminate $\beta$. Furthermore, though the inverse time constants, $\lambda_E$ and $\lambda_I$, are explicitly different, we know from lived experience that institutional and economic decay times are comparable, both on the order of a generation. Accordingly, we may express $\Lambda$ in terms of a single inverse time constant and a single dimensionless coupling constant, giving us the second matrix in equation (3) wherein the number of free parameters has been reduced from $(n+1)^2$ to 2.

Equation (3) is a compact representation of two coupled equations for $\dot{E}$ and $\dot{I}$. The substitutions $\mu = I + E$ and $\kappa = I - E$ decouples them. After rearrangements, we get equation (4), where $f_\mu$ and $f_\kappa$ are the sum and difference of the drive terms for $\dot{E}$ and $\dot{I}$. The pre-factors, $\lambda(1 \mp \alpha)$, are the system’s inverse time constants:

$$\begin{align} 
\dot{\mu} &= -\lambda(1 - \alpha)\mu + f_\mu(\vec{x}, \mathcal{N}) \\
\dot{\kappa} &= -\lambda(1 + \alpha)\kappa + f_\kappa(\vec{x}, \mathcal{N})
\end{align}$$ (4)

$$\tau_{\mu,\kappa} = \frac{1}{\lambda} \frac{1}{1 \mp \alpha}$$

The solutions to Equation (4) describe exponential motion or flow of a nation’s $r$ in the coordinate system of the real economy, $R = (E, I)$. In $R$, $\mu = I + E$ points northeast and $\kappa = I - E$ is its perpendicular. For any and all initial conditions, a state progresses toward a stable fixed point $r_0$ if $0 < \alpha < 1$. If $\alpha \geq 1$, the state exhibits exponentially unbounded growth in the positive or negative $\mu$-direction. A world described by $\alpha > 1$ would have no states occupying the middle and is not the world as we know it. Therefore $0 < \alpha < 1$. An example of each is illustrated in Figure 2.

$r$-Theory predicts, not that a state does not move in $R$, but rather that it returns to its fixed point $r_0$ in $R$ after the vicissitudes of history cause it to move away from that fixed point. As the vicissitudes of history are never ending, our dynamical system may be near and trending toward equilibrium, though not necessarily in equilibrium. This is a property of many dynamical systems, for instance a pendulum with friction which returns to equilibrium following displacement by never ending transient forces, e.g. gusts of air, vibrations of its pivot, and so forth.

The locus of the fixed point, which is state-specific and carries an implied superscript $k$, is obtained from equation (4) by setting the left-hand sides to zero, and is given in equation (5):

$$r_0 = (\mu_{0}, \kappa_0) = \frac{f_\mu(\vec{x}, \mathcal{N})}{\lambda(1 - \alpha)} \frac{f_\kappa(\vec{x}, \mathcal{N})}{\lambda(1 + \alpha)}$$

(5)

The vector arguments of the forcing functions $f_\mu$ and $f_\kappa$ are the non-coevolving sources of economic and institutional growth. Supposing that these functions are linear in the vector components,}
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15The components of $R$ are not state-specific and carry no implied superscript $k$. $r$ is the locus of one state’s economy in $R$. Both $r$ and its components carry the superscript implicitly.

16It must be noted that although the arguments $\vec{x}, \mathcal{N}$ do not coevolve with the economy and its infrastructure, they are not necessarily constant. However, the time scale of the observed persistence $P(t)$ tells us that the location of the fixed points is dominated by components of $\vec{x}, \mathcal{N}$ that vary on a time scale of a century or longer.
a supposition that may be lifted if shown to be false, then $\mu_0$ is a linear combination of the vector components, or in our preferred phrasing, a superposition of sources. A comparable reading applies to $\kappa_0$.

We will now use $t_m$ to estimate $\alpha$. Suppose that the annual cost of developing and supporting productive infrastructure is equal to tax revenue. Over the past 20 years, OECD tax revenues have averaged about $1/3$ of national income, from which we infer $\lambda = 0.33$. On the other hand, Generally Accepted Accounting Principles tell us to depreciate buildings – which we equate with infrastructure in general – over 33 years, implying $\lambda = 0.03$ per year. Let their geometric mean serve as our estimate, or $\lambda \approx 0.10$ per year. Public or private investments in the real economy, $r$, are intentional, not accidental. If they are to be fruitful within the tenure of a politician or a private investor, then the longer of the two relaxation times, $t_\mu$, must be less than a generation, roughly 15 years. Solving for $\alpha$ according to the definition of $t_m$, we get $\alpha \leq 0.36$.

The coupling and damping are universals, constants for all states, whereas the values of the environmental variables and the norms are state-specific. Being that those state-specific terms are materially constant over centuries, equation (5) predicts that distribution of $r_0$ for all states $k$ will, once achieved, persist for centuries. Furthermore, the short time scales implied by $\lambda$ tell us that the global economy is not merely on approach to equilibrium, but is in fact very close to equilibrium. This is consistent with $P(t)$ as described in section 2, and it contradicts NIE orthodoxy as summarized by Acemoglu and Robinson: ‘Although cultural and geographical factors may also matter for economic performance, differences in economic institutions are the major source of cross-country differences in economic growth and prosperity’ (2008: 2). The contradiction is not surprising given that NIE orthodoxy does not account for the boundary condition imposed by $P(t)$.

To the extent that HDI approximates $\mu$, the centuries-long persistence of its global distribution is predicted (or explained) by $r$-theory subject to $0 < \alpha < 1$. Per our reading of equation (5), $\mu$ is a superposition of the sources, that is, the components of $\vec{x}$ and $\vec{N}$. To the extent that these sources are geospatially correlated – meaning that the state-specific values of the sources at two states $k$ and $k'$ are more likely to be similar if $k$ and $k'$ are geographically near – the superposition of those sources will be geospatially correlated. Climate is an exemplar of geospatial correlation, and thus $r$-theory tells us $\mu$ must exhibit large geospatial correlations. The geospatial correlations of wealth are large, readily observed, and have been the subject of a millennia-long conversation initiated by Aristotle and joined by such luminaries as Ibn Khaldun, Montesquieu, and others, though they have never been satisfactorily explained. Recently, Dell et al. observe that hot countries tend to be poor, except for those which are rich in oil, and cold countries tend to be rich, except for those which are rich in Communism (2012: 70). We observe further that countries at high elevation tend to be poorer than their lower elevation neighbors.

---

17 Better estimates of $\lambda$ and $\alpha$, and therefore of $t_\mu$ and $t_\kappa$, demand analysis of individual-state trajectories $r(t)$, an analysis beyond the scope of what is reported here.
A different but equivalent way of visualizing this two-dimensional $r$-theory is with a flowchart. In Figure 3, information flows from sources $\vec{x}$ and $N$ to the dynamically coupled $\dot{I}$ and $\dot{E}$. These come to equilibrium, meaning $\dot{E} = 0$ and $\dot{I} = 0$, on a time scale governed by $1/\lambda$ and the coupling constant $\alpha$. Being that there are no information flows into $\vec{x}$ or into $N$, this flowchart is a causal diagram per causal inference theory (Pearl and Mackenzie, 2018). Neither $I$ nor $E$ is the cause of the other. $I$-type institutions, those institutions that look like infrastructure and seem to map onto the NIE’s formal constraints, are not the rules of the game. Together they are caused by, and they achieve an equilibrium whose level is set by the sources $\vec{x}$ and $N$. By virtue of their slow rate of change, these sources are, effectively, state variables, or the rules of the game. This is a restatement of $r$-theory’s resolution of the paradox of informal constraints.

Returning to HDI as a first approximation of $\mu$, its persistence tells us that the global distribution of wealth (for all states $k$) is and has been close to equilibrium for a very long time. Consequently, a contemporary measurement of $r$ (for a particular state $k$) can be expected to be close to its equilibrium value, a fact we will make use of later when we model $\mu$.

Using equation (5), the specification of the locus of $r_0$ for a single state, let us contemplate the ratio of variances of the distribution of $r_0$ for all states. It is the product of two terms, as below:

$$\frac{\sigma_\mu^2}{\sigma_\kappa^2} = \frac{(1 + \alpha)^2}{(1 - \alpha)^2} \times \frac{\sigma_{f_\mu}^2}{\sigma_{f_\kappa}^2}$$

The first term is a constant. At the coupling’s upper bound, $\alpha = 0.36$, and the constant takes on its maximum value, 4.5. The second term depends on the forcing functions of $\mu$ and $\kappa$, and is greater than 1 so long as the forcing functions of $\dot{I}$ and $\dot{E}$ are positively correlated. If that is the case, as seems likely, then $\sigma_\mu^2/\sigma_\kappa^2 > 4.5$, and $r$-theory forecasts that the distribution will lie principally in the $\mu$-direction, or the northeast-pointing diagonal in $R = (E, I)$. As such, $r$-theory predicts that $E$ and $I$ are highly correlated. Is that forecast borne out?

Indeed it is, as shown in Figure 4, where we plot the log of income against a measure of health care and education infrastructure taken from the UN, both in standardized or z-scored units. The long-observed correlation between institutions and economic performance is the foundation of the argument that institutions are the rules of the game, but $r$-theory tells us that the correlation arises from the workings of a dynamical system in near equilibrium, not by causation running from institutions to the economy. The standard causal interpretation of that correlation – as in Hall and Jones (1999), Acemoglu et al. (2002), and Rodrik et al. (2004) – is erroneous. The observed ratio of variances

---

[18] This illustrates an important aspect of research in dynamical systems. We do not decide what is or is not a state variable. We decide on the dynamical equations. Their solutions inform us of the state variables, if there are any.
is 13.0, substantially greater than our estimate of 4.5. This is consistent with our estimate of $\alpha \leq 0.36$ and with a large positive of correlation of the forcing functions for $\dot{I}$ and $\dot{E}$.

The simple fact that $\sigma_\mu^2 \gg \sigma_\kappa^2$ tells us that the principal measure of a nation’s real economy $r$ is neither $I$ nor $E$, but $\mu$, their sum. In turn, North’s central challenge of modeling the economic performance of nations is mistargeted. The better target is economic performance plus its accompanying productive infrastructure. The equilibrium value, $\mu_0$, is made larger by low damping and strong coupling both of which are constants, by state-specific good fortune in the form of favorable climate, geography, and natural resources, and by social norms that permit the exploitation of the aforesaid.\(^{19}\)

Norms that close a society off from external innovation, or that fail to reward internal innovation, are more likely than not to be present in low $\mu$ societies. This observation conjures up Granovetter’s theorizing about the importance of strong weak ties (1973).

Before we move on to the objective of economic history, that is, to modeling $\mathcal{M}$, the distribution of wellbeing $\mu$, we must move beyond our first approximation of $\mu$, HDI. The infrastructure in Figure 4 is the first principal component of life expectancy at birth and two measures of education, all provided by the UN. These are necessary but insufficient, as we expect transportation, judicial, and other governance infrastructure will coevolve with $E$, too. To the initial pool of three measures, we add the 6 Worldwide Governance Indicators from the World Bank (2018). These are Voice and Accountability; Political Stability and Lack of Violence; Government Effectiveness; Regulatory Quality; Rule of Law; and Control of Corruption. The first principal component of the combined

---

\(^{19}\)Good neighbors are most likely a boon, too.
A set of nine gives us a new estimate of $I$ whose correlation with the previously estimated one is 0.89.\textsuperscript{20} Combining this with $E$, we get a refined estimate of $\mu$, one in the spirit of Amartya Sen’s Development as Freedom (1999). Its correlation with HDI is 0.93. Also, the ratio of variances in the $\mu$- and $\kappa$-directions is 10.0, still consistent with $\alpha \leq 0.36$. Figure 5 is the distribution $M$, with dark regions being low $\mu$ and light regions high. Geospatial correlations are self-evident. N.B., in the z-scored units of Figure 4, $E$ and $I$ range, roughly, from -2 to +2. The range of $\mu$, their sum, is roughly -4 to 4.

Let us summarize. Institutions are humanly devised sources of economic growth. Some coevolve with the economy, for instance the physical infrastructure of governance, commerce, education, and health; and others do not, for instance social norms. A dynamical systems formulation predicts an equilibrium or persistent solution in which state-specific norms, climate, geography, and other environmental factors determine state outcomes. This explains the observed persistence of the distribution of HDI while resolving the paradox of informal constraints. Furthermore, it explains the observed correlation of economic performance and institutions in terms of coevolutionary dynamics rather than causation. Subject to state-specific factors, two universal model parameters, $\lambda$ and $\alpha$, define the equilibrium. The first describes the decay rate of infrastructure, $\lambda \cong 0.1$ per year, and the second describes the symmetric coupling of institutions into economic growth and the economy into institutional growth. Together, $\alpha$ and $\lambda$ set the time scale, $\tau_\mu$, for the return on (or coupling of) infrastructure investments into the real economy. Rational actors will invest their own or other people’s money in infrastructure that couples strongly to economic growth, so $\alpha$ can be expected to be large. But as $\alpha \rightarrow 1$, $\tau_\mu \rightarrow \infty$, per equation (4). Therefore, we can expect rational actors to invest in that infrastructure whose return is seen, not infinitely far off in the future, but in their tenure, implying an upper bound of $\alpha \cong 0.36$, which is consistent with real-world observations.

5. A naïve model of the wealth of nations

As explained above, $r$-theory tells us that though $E$ is the preferred measure of economists, $\mu = I + E$ is the proper scalar measure of a nation’s development,\textsuperscript{21} and also that the time constants for coevolutionary equilibration are a few decades or less. Consequently, states can be expected to be

\textsuperscript{20}Although we embrace the Western notions of good governance that motivate the UN’s and the World Bank’s choice of categories and, in turn, our definition of infrastructure, we acknowledge that others may differ, and our framework readily accommodates different definitions. However, the nine components of infrastructure are highly correlated, so it matters little which of the nine are chosen. To be specific, imagine a measure of infrastructure built from three of the nine components. There are 84 such triples, and we may compute the correlation coefficient of each to each other. There are 3,486 such correlations, whose minimum and median are 74% and 94%. Only a radically different notion of good governance would have a significant impact on our findings.

\textsuperscript{21}E is highly correlated with $I + E$ and is, therefore, a defensible measure of wellbeing. The greatest danger in using $E$ alone is that it invites using $I$ as an independent variable. By $r$-theory, that is a tautology. Conclusions drawn in such cases are invalid.
close to their equilibrium values, or \( r \approx r_0 \) where \( r_0 \) is given by equation (5). Therefore, an explanation of the distribution of the wealth of nations lies in the expression for \( \mu_0 \) in that same equation, which we now proceed to approximate using a model selection protocol described below. Because the components of \( \hat{x} \) and \( \hat{N} \) must be, for the most part, persistent, and the fast-changing terms of microeconomics are not persistent, the results of this modeling effort clarify the limits to the reconciliation of micro and macroeconomics.

A model, as we use the term, is a linear function of independent variables drawn from a list of candidate \( x_i \) and \( N_j \). The choice of variables is controversial, but evident geospatial correlations in \( M \) suggest at least these four: climate, geography, Communism, and oil. As proxies for climate we use insolation (Rose, 2020), mean monthly high temperature,\(^{22}\) aridity and potential evapo-transpiration (PET).\(^{23}\) For geography, we use mean elevation and a measure of ruggedness (Nunn and Puga, 2012). For Communism and oil, we use, respectively, the duration of Communist rule and the logarithm of per capita natural resource revenue (NRR) in excess of extraction costs (World Bank, 2011).

Choosing one or none of the climate variables, one or none of the geographic variables, and one, none or both of the Communism and natural resources variables, there are 72 different models. Model selection ranks them on the basis of an objective criterion. The Bayes Information Criterion (BIC) assesses the extent to which the data, usually called the evidence, favors the model, usually referred to as a scientific theory. Included in that assessment is a penalty for model complexity as measured by the number of model parameters. It is well suited to and widely used in model selection (Kass and Raftery, 1995; Raftery, 1995). The optimal model is that one whose BIC is lower than all others. BIC differences of more than 10 are dispositive, but differences of less than 6 are moot.\(^{25}\)

Whether the optimal model is good or useful is a topic for discussion after its identification.

Model selection is no better than its independent variables, and is no less vulnerable to omitted variable bias (OVB) than any modeling endeavor. Geospatially correlated residuals indicate a missing variable with geospatial significance. In our case, the dependent variable, \( \mu \), has strong geospatial correlations.\(^{26}\) We introduce here a new method to assess OVB by exploiting those correlations in the residuals, \( \delta \).

Let \( I' \) be the log of a geospatially weighted covariance of residuals, \( \sum \delta_i \delta_j \omega_{ij} \), wherein the \( \omega_{ij} \) are 1 if states \( i \) and \( j \) share a border and 0 otherwise. \( I' \) attains its maximum value for the null model, in which case \( \delta' = \mu \). Adding model complexity serves to reduce \( \delta \). If the model is very good, and \( \delta \) is very small, then \( I' \) may become so small as to be indistinguishable from what one would expect from randomness. Normalizing \( I' \) such that its maximum value is 0, and drawing on an analysis (not shown) of randomized datasets, we state that a model has greater than 50% probability of being free of OVB only if \( I' < I''_50 = -2.88 \). If \( I' > I''_50 \), we say that the model is naïve.

A graphical summary of the model selection is provided in Figure 6. The cluster of gray points in the vicinity of \( I' = 0 \) and BIC = 740 represent 1-, 2-, and 3-variable models having no climate variable. Their explained variance, \( R^2 \), indicated by the labels, is small. The large difference in BIC between models with and without climate informs us of the essentiality of climate as an explanatory variable.

\(^{22}\) Temperature data (1901-2016) have been taken from the Climate Research Unit of East Anglia.

\(^{23}\) PET is highly correlated with temperature (\( r = 0.93 \)), and may, accordingly, be expressed in units of temperature. The deviations from perfect correlation arise from PET’s accounting for humidity and rainfall (Zomer et al., 2008).

\(^{24}\) The absolute value of latitude, \( \varphi \), is the climate proxy of choice for economists, for instance Hall and Jones (1999), Acemoglu et al. (2001), Acemoglu et al. (2002), Rodrik et al. (2004), and Nunn (2008), and even for anthropologists (Schulz, 2019). However, it is only beyond 30 degrees from the equator, where climate is insolation-driven (Hartmann, 1994), that \( \varphi \) is correlated with physical measures of climate such as temperature or PET. Within 30 degrees of the equator, the latitude dependence of insolation is much weaker, and climate variations are driven by convection and surface effects. In that zone, home to more than 4 billion people, \( \varphi \) explains less than 5% of the observed variance of temperature and none of the observed variance of PET. A study that relies on \( \varphi \) as its climate proxy may be said to have controlled for its proxy but not for climate. In consequence, its claims to have controlled for climate, and all dependent claims, are demonstrably false.

\(^{25}\) Explained variance, \( R^2 \), is not a criterion of selection; it is an output of the selection process.

\(^{26}\) Geospatial correlations are often quantified with the Moran statistic, \( I \), which is +1 for a dataset with perfect geospatial correlation (Moran, 1950). The distribution of \( \mu \) has a very large Moran statistic, \( I = 0.63 \).
in economic history. Black points are those whose climate variable is PET. The four-sided polygon in
the lower left is the BIC-minimum, a four-variable model, $M_4$. Its 13-point separation (in BIC) from
its closest competitor informs us of its clear superiority to all others.

The import of the four selected variables of $M_4$ is summarized in Table 1, in which negative num-
bers are parenthesized. The first four columns are self-explanatory. The fifth column, labeled ‘oomph’
per McCloskey and Ziliak (1996), is the product of the parameter estimate and twice the standard devi-
ation of the variable in the global dataset. It is informative of the aggregate impact of the variable. As
noted earlier, $\mu$ ranges from -4 to 4. The oomph associated with PET, 3.54, is nearly half the total
range, so climate matters quite a lot. Entries in the final column are the percentage change in GNI
per unit change in the independent variable. We compute it as follows.

$\mu$ is 95% correlated with $E=\log\text{GNI}$. To a high degree of approximation, then, we may write $\Delta E = 0.595 \Delta \mu$. For a +1 °C change in PET, the corresponding change in $\mu$ is −0.17. The change in log GNI is therefore −0.104, corresponding to a percentage change in GNI of −9.9% per °C. This is more or less in agreement
with Dell et al. (2012) who estimate 8.2% for materially the same parameter. By this method of
analysis, $M_4$ tells us that the penalty for Communist rule is just less than 17% GNI per decade. Also,
there is no resource curse in this linear model, but owing to the exponential dependence of GNI on $\mu$,
low $\mu$ states are predicted to make less of a given resource surfeit than high $\mu$ states.

$M_4$’s explained variance, $R^2 = 0.65$, is gratifyingly high for such a compact model. Though it is the
best of all models drawn from this variable set, it remains a naïve model because $I > I_{50}$. It is impru-
dent, therefore, to draw firm conclusions about this model selection’s choice of elevation over rugged-
ess, or PET over the other climate variables, or the magnitude of any coefficient in $M_4$.

As a final test, we ask how well $M_4$ conforms to the boundary condition set by the observed persis-
tence, $P(100) = 0.85$. We estimate $M_4$ in 1920 by zeroing out the Communism and natural
resource terms. Computing the corresponding autocorrelation function, we obtain $P(100) = 0.91$. This is a bit high, but $M_4$ is naïve, and our estimate of $M_4$ in 1920 does not take into account

---

27If there is any published study on long-term economic development that employs a set of variables that might be free of
OVB, and therefore does not suffer the same fate of insignificance, we are unaware of it.
the substantial relative movement of East Asian countries within the distribution. We must, therefore, be cautious before reading too much into agreement or disagreement with expectations. Nevertheless, the combination of nearly immutable climate and geography are, by far, the dominant determinants of development. However, this is true only within the context of $M_4$ whose imperfections are already noted. Whether or to what extent this generalizes to better models, it is premature to say.

$M_4$ is an application of $r$-theory. It is our long-term goal to use models to understand history, to explain not only the present and the recent past, but also a deeper historical past and even to inform policy. But a naïve model cannot be the basis for any such understanding. North and Williamson observe that norms matter, though paradoxically, norms matter more than the Nobelists could account for. Granovetter and Solow suggest that unaccounted for norms explain a large part of the discrepancy between rational choice and the choices people make. Yet, apart from Communism, $M_4$ has no norms in it. The elucidation of relevant norms is the next step in this project, but as noted earlier, it is beyond the scope of this paper to give such important matters their due. Nevertheless, this naïve model bodes well for non-naïve models, in particular ones with norms in them, when we or others discover them.28

The paradox of informal constraints was recognized by Williamson and North as a threat to the dreamt-of program whereby price theory and its rules would explain the wealth of nations. $r$-Theory resolves the paradox and quantifies the real peril. Because $R^2 = 0.65$ for the provably naïve $M_4$, and because nearly 92% of $R^2$ originates in climate, geography, and oil,29 nearly 59% of the explained variance of the wealth of nations is not attributable to institutional rules as envisioned by Coase, North, Williamson, AJR, RST, Mokyr, Greif, and others, to name a few. This gap – between what the microeconomics of rules can tell us and the actual macroeconomics of the wealth of nations – is not something that has been or could have been predicted. Theory and observation generate this result. Both are required.

### 6. Summary

Institutional economics has advanced the idea that institutions matter and that their role in economic development is one of the rules that reduce uncertainty and lower transaction costs to the benefit of the economy. In the limit then, a microeconomic price theory rooted in institutions as rules is the principal determinant of macroeconomic and macrosocial outcomes. The boldest claims, for instance that institutions rule and that institutions are the rules of the game are sloganeering, not demonstration. In everyday experience, as well as in much social science, good institutions – that is those that make social life functional – are as much an output as they are an input.

28 If the manifest linearity of $\Delta'_{M_4}$ and BIC is sustained as we add complexity, then $\Delta'$ would cross the $\Delta'_{50}$ threshold 100 BIC points below that of $M_4$. That is a vast distance in BIC, suggesting that some very significant variables have thus far been omitted. Either some new insight into economic history will be discovered, possibly in the arena of norms, or modeling of long-term economic development will prove to be a fool’s errand.

29 We obtain this value by computing the correlation of $M_4$ with a version of $M_4$ in which the only Communism term is zeroed out.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Parameter</th>
<th>$p$-Value</th>
<th>oo mph</th>
<th>$\Delta$ GNI</th>
</tr>
</thead>
<tbody>
<tr>
<td>PET</td>
<td>°C</td>
<td>(0.17)</td>
<td>$3.6 \times 10^{-38}$</td>
<td>(3.25)</td>
<td>(9.9)</td>
</tr>
<tr>
<td>Elevation</td>
<td>km</td>
<td>(0.94)</td>
<td>$7.1 \times 10^{-8}$</td>
<td>(0.99)</td>
<td>(42.9)</td>
</tr>
<tr>
<td>Communism</td>
<td>decade</td>
<td>(0.30)</td>
<td>$3.0 \times 10^{-13}$</td>
<td>(1.31)</td>
<td>(16.5)</td>
</tr>
<tr>
<td>NRR</td>
<td>log</td>
<td>0.20</td>
<td>$3.7 \times 10^{-6}$</td>
<td>0.98</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Table 1. $M_4$ summary
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Nor is this the only problem. The enterprise of the NIE at once acknowledges and yet fails to grapple with a paradox at its center. Articulated by North and seconded by Williamson, the paradox is the perplexing pervasiveness of the influence of informal constraints on long-term economic development. In addition, the enterprise has failed to answer the central challenges posed by North, those being the explanation of the disparities of the wealth of nations and of their persistence. Indeed, in the case of persistence, there has been little effort to even measure it. Furthermore, though they have claimed institutional change as the key ingredient that would explain economic history, a testable theory of institutional change is nowhere to be found. We assert that these matters are evidence of a discipline in crisis: of a discipline ensnared by the rules of its own game, what Kuhn calls a paradigm, and which in this instance is the paradigm of institutions as rules.

Abandoning institutions as rules in favor of institutions as sources of growth, and abandoning rules-based game theory in favor of dynamical systems theory, we construct a coevolutionary theory of institutional and economic change. Impossible to solve in its most general form, we simplify and approximate, paring down its complexity to an absolute minimum, arriving at a two-dimensional r-theory which is easily solved. Similar to the NIE, we consider two species of institutions, but rather than distinguish between types on the basis of their being formal or informal, we speciate on the basis of their coevolution with the economy. Those institutions that coevolve we call infrastructure, and those that don’t we call norms. Though this taxonomy is less complex than Williamson’s, the results generated here do not indicate that it is an oversimplification.

r-Theory’s solutions tell us that ‘institutions are the rules of the game’ is a spurious correlation. When institutions coevolve with income, as they do, and as North said they would, then income and institutions are correlated, as they are. As such, income is not the proper measure of the real economy. Rather, that measure is income plus coevolving institutions, or what we call μ and we equate with wellbeing or development. The UN makes the same case, though it does so on moral grounds.

Does r-theory advance answers to North’s central challenges? Yes. First, r-theory tells us that outcomes, μ, are determined by factors that are as persistent and as disparate as the global distribution of climate and cultural norms. Consequently, the distribution of outcomes must be persistent, and if they are disparate, then persistently disparate. Incidentally, because our norms map to North’s and Williamson’s informal constraints, this resolves the paradox of informal constraints.

Second, r-theory gives us a framework for explaining the disparities in the wealth of nations. Here, we construct M4, an admittedly simplistic, quantifiably naive, four-variable, global model (N = 177, R^2 = 0.65), and we show that it is consistent with the long-term persistence of the distribution of HDI. But M4 is not yet a worthy tool for analyzing economic history. Given that it eschews norms, whose pervasive influence on long-term development has been noted by North, Williamson, Solow, and Granovetter, it seems more than likely to us that identifying which norms matter is the key to moving beyond M4 to a non-naïve model that answers the central question of economic history, that is, why the have have and the have-nots have not.

It remains at this point premature to venture fully what variables will comprise a better, more complex model of global macroeconomic and macrosocial performance. What can be said without hesitation following the presentation of r-theory and the simple dynamical systems equations which define its moving parts, is that there is no such thing in this world as being rich in money alone. The set of places on Earth where incomes are high but people die young, or which have state-of-the-art transport systems but terrible education, or where good governance and the rule of law stand alongside low trust and political repression, is the null set. These facets of the experience of wealth are no more separable than the faces of a cube. Nor is it an accident that we find them working hand in hand in the historical past and in the world today. The imperative of life is to live, and those factors just named are examples of humanly devised systems that facilitate our lives on Earth. Individually and collectively, we do what is necessary — whether that is learning from the past, borrowing from our neighbors, or inventing the future — to satisfy the imperative. r-Theory explains both the system and its mechanisms that yield long, prosperous, lives beneath an umbrella of good governance.
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