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Abstract

The local solver TD is a generic fixpoint engine which explores a given system of equations on demand.
It has been successfully applied to the interprocedural analysis of procedural languages. The solver TD
gains efficiency by detecting dependencies between unknowns on the fly. This algorithm has been recently
extended to deal with widening and narrowing as well. In particular, it has been equipped with an auto-
matic detection of widening and narrowing points. That version, however, is only guaranteed to terminate
under two conditions: only finitely many unknowns are encountered, and all right-hand sides are mono-
tonic. While the first condition is unavoidable, the second limits the applicability of the solver. Another
limitation is that the solver maintains the current abstract values of all encountered unknowns instead of
a minimal set sufficient for performing the iteration. By consuming unnecessarily much space, interproce-
dural analyses may not succeed on seemingly small programs. In the present paper, we therefore extend the
top-down solver TD in three ways. First, we indicate how the restriction to monotonic right-hand sides can
be lifted without compromising termination. We then show how the solver can be tuned to store abstract
values only when their preservation is inevitable. Finally, we also show how the solver can be extended to
side-effecting equation systems. Right-hand sides of these may not only provide values for the correspond-
ing left-hand side unknowns but at the same time produce contributions to other unknowns. This practical
extension has successfully been used for a seamless combination of context-sensitive analyses (e.g., of local
states) with flow-insensitive analyses (e.g., of globals).

Keywords: Static analysis; local solvers; abstract interpretation

1. Introduction

Static analysis tools based on abstract interpretation are complicated software systems. They are
complicated due to the complications of programming language semantics and the subtle invari-
ants required to achieve meaningful results. They are also complicated when dedicated analysis
algorithms are required to deal with certain types of properties, for example, one algorithm for
inferring points-to information and another for checking array-out-of-bounds accesses. Thus,
static analysis tools themselves are subject to subtle programming errors. From a software engi-
neering perspective, it is therefore meaningful to separate the specification of the analysis as much
as possible from the algorithm solving the analysis problem for a given program. In order to be
widely applicable, this algorithm therefore should be as generic as possible.

In abstract interpretation-based static analysis, the analysis of a program, notably an imperative
or object-oriented program, can naturally be compiled into a system of abstract equations. The
unknowns represent places where invariants regarding the reaching program states are desired.
Such unknowns could be, for example, plain program points or, in case of interprocedural analysis,
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program points together with abstract calling contexts. The sets of possible abstract values for
these unknowns then correspond to classes of possible invariants and typically form complete
lattices. Since for infinite complete lattices of abstract values the number of calling contexts is also
possibly infinite, interprocedural analysis has generally to deal with infinite systems of equations.
It turns out, however, that in this particular application, only the values of those unknowns are
of interest that directly or indirectly influence some initial unknown. Here, local solving comes as
a rescue: a local solver can be started with one initial unknown of interest. It then explores only
those unknowns whose values contribute to the value of this initial unknown.

One such generic local solver is the top-down solver TD (Charlier and Van Hentenryck 1992;
Muthukumar and Hermenegildo 1990). Originally, the TD solver has been conceived for goal-
directed static analysis of PROLOG programs (Hermenegildo and Muthukumar 1989, 1992) while
some basic ideas can be traced back to Bruynooghe et al. (1987). The same technology as developed
for PROLOG later turned out to be useful for imperative programs as well (Hermenegildo 2000)
and also was applied to other languages via translation to CLP programs (Gallagher and Henriksen
2006; Hermenegildo et al. 2007). A variant of it is still at the heart of the program analysis system
C1A0 (Hermenegildo et al. 2012, 2005). The TD solver is interesting in that it completely abandons
specific data structures such as work-lists, but solely relies on recursive evaluation of (right-hand
sides of) unknowns.

Subsequently, the idea of using generic local solvers has also been adopted for the design
and implementation of the static analysis tool GOBLINT (Vojdani et al. 2016) — now targeted
at the abstract interpretation of multi-threaded C. Since the precise analysis of programming
languages requires to employ abstract domains with possibly infinite ascending or descending
chains, the solvers provided by GOBLINT were extended with support for widening as well as nar-
rowing (Amato et al. 2016). Recall that widening and narrowing operators have been introduced
in Cousot and Cousot (1977, 1992) as an iteration strategy for solving finite systems of equations:
in a first phase, an upward Kleene fixpoint iteration is accelerated to obtain some post-solution,
which then, in a second phase, is improved by an accelerated downward iteration. This strict sep-
aration into phases is given up by the algorithms from Amato et al. (2016). Instead, the ascending
iteration on one unknown is possibly intertwined with the descending iteration on another. The
idea is to avoid unnecessary loss of precision by starting an improving iteration on an unknown
as soon as an over-approximation of the least solution for this unknown has been reached. On
the downside, the solvers developed in Amato et al. (2016) are only guaranteed to terminate for
monotonic systems of equations. Systems for interprocedural analysis, however, are not necessar-
ily monotonic. The problems concerning termination as encountered by the non-standard local
iteration strategy from Amato et al. (2016) were resolved in Frielinghaus et al. (2016) where the
switch from a widening to a narrowing iteration for an unknown was carefully redesigned.

When reviewing advantages and disadvantages of local generic solvers for GOBLINT,
we observed in Apinis et al. (2016) that the extension with widening and narrowing
from Amato et al. (2016) could nicely be applied to the solver TD as well - it was left open, though,
how termination can be enforced not only for monotonic, but for arbitrary systems of equations.
In this paper, we settle this issue and present a variant of the TD solver with widening and narrow-
ing which is guaranteed to terminate for all systems of equations — whenever only finitely many
unknowns are encountered.

Besides termination, another obstacle for the practical application of static analysis is the
excessive space consumption incurred by storing abstract values for all encountered unknowns.
Storing all these values allows interprocedural static analysis tools like GOBLINT only to scale
to medium-sized programs of about 100k LOC. This is in stark contrast to the tool ASTREE,
which - while also being implemented in OCAML - succeeds in analyzing much larger input
programs (Cousot et al. 2009). One reason is that ASTREE only keeps the abstract values of a
subset of unknowns in memory, which is sufficient for proceeding with the current fixpoint iter-
ation. As our second contribution, we therefore show how to realize a space-efficient iteration
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strategy within the framework of generic local solvers. Unlike ASTREE which iterates over the
syntax, generic local solvers are application-independent. They operate on systems of equations
- no matter where these are extracted from. As right-hand sides of equations are treated as black
boxes, inspection of the syntax of the input program is out of reach. Since for local solvers the
set of unknowns to be considered is only determined during the solving iteration, also the subset
of unknowns sufficient for reconstructing the analysis result must be identified on the fly. Our
idea for that purpose is to instrument the solver to observe when the value of an unknown is
queried, for which an iteration is already on the way. For equation systems corresponding to stan-
dard control-flow graphs, these unknowns correspond to the loop heads and are therefore ideal
candidates for widening and narrowing to be applied. That observation was already exploited in
Apinis et al. (2016) to identify a set of unknowns where widening and narrowing should be
applied. The values of these unknowns also suffice for reconstructing the values of all remain-
ing unknowns without further iteration. Finally, we present an extension of the TD solver with
side effects. Side effects during solving means that, while evaluating the right-hand side for some
unknown, contributions to other unknowns may be triggered. This extension allows to nicely
formulate partial context-sensitivity at procedure calls and also to combine flow-insensitive anal-
ysis, for example, of global data, with context-sensitive analysis of the local program state (Apinis
et al. 2012). The presented solvers have been implemented as part of GOBLINT, a static analysis
framework written in OCAML.

This paper is organized as follows: First, we recall the basics of abstract interpretation. In
Section 2, we show how the concrete semantics of a program can be defined using a system of
equations with monotonic right-hand sides. In Section 3, we describe how abstract equation sys-
tems can be used to compute sound approximations of the collecting semantics. Since the sets of
unknowns of concrete and abstract systems of equations may differ, we argue that soundness can
only be proven relative to a description relation between concrete and abstract unknowns. We also
recall the concepts of widening and narrowing and indicate in which sense these can be used to
effectively solve abstract systems of equations. In Section 4, we present the generic local solver
TD¢erm- In Section 5, we show that it is guaranteed to terminate even for abstract equation sys-
tems with non-monotonic right-hand sides. In Section 6, we prove that it will always compute a
solution that is a sound description of the least solution of the corresponding concrete system.
In Section 7, we present the solver TDgpace, @ space-efficient variation of TDterm that only keeps
values at widening points. In Section 8, we prove that it terminates and similar to TD¢erm com-
putes a sound description of the least solution of the corresponding concrete system. In Section 9,
we introduce side-effecting systems of equations, and the solver TDgge, a variation of TDterm.
In order to argue about soundness in presence of side effects, it is now convenient to consider
description relations between concrete and abstract unknowns which are not static, but dynam-
ically computed during fixpoint iteration, that is, themselves depend on the analysis results. In
Section 10, we discuss the results of evaluating the solvers on a set of programs. In Section 11, we
summarize our main contributions. Throughout the presentation, we exemplify our notions and
concepts by small examples from interprocedural program analysis.

2. Concrete Systems of Equations

Solvers are meant to provide solutions to systems of equations over some complete lattice. Assume
that X’ is a (not necessarily finite) set of unknowns and D a complete lattice. Then, a system
of equations £ (with unknowns from X" and values in D) assigns a right-hand side Fy to each
unknown x € X. Since we not only interested in the values assigned to unknowns but also in
the dependencies between these, we assume that each right-hand side F; is a function of type
(X —>D)—Dx P(X).
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main () PO {

0 hi(); 3 if (%) {
1 p(); 4 h();
2} 5 p();
} else
6 hz(),

Figure 1. An example program with procedures.

o The first component of the result of F, is the value for x;
o The second component is a set of unknowns which is sufficient to determine the value.

More formally, we assume for the second component of Fy that for every assignment o : X — D,
Fy 0 = (d, X) implies that for any other assignment o’ : X — D with o|x = o[, that is, which
agrees with o on all unknowns from X, Fy o = Fy ¢’ holds as well.

The set X thus can be considered as a superset of all unknowns onto which the unknown x
depends — w.r.t. the assignment o. We remark this set very well may be different for different
assignments. For convenience, we denote these two components of the result Fy o as (Fx 0); and
(Fx 0)2, respectively.

Systems of equations can be used to formulate the concrete (accumulating) semantics of a pro-
gram. In this case, the complete lattice D is of the form P(Q) where Q is the set of states possibly
attained during program execution. Furthermore, all right-hand sides of the concrete semantics
should be monotonic w.r.t. the natural ordering on pairs. This means that on larger assignments,
the sets of states for x as well as the set of contributing unknowns may only increase.

Example 1. For X =Q =7, a system of equations could have right-hand sides F:(Z —
P(Z)) — (P(Z) x P(Z)) where, for example,

Fro =({0}, 9)
F,o=(0c1Uo 3,{1,3})
Thus, F; always returns the value {0} and accordingly depends on no other unknown, F, on the

other hand returns the union of the values of unknowns 1 and 3. Therefore, it depends on both of
them. O

Example 2. As a running example, consider the program from Figure 1 which consists of the pro-
cedures main and p. Assume that these operate on a set Q of program states where the functions
hi, hy : @ — P(Q) represent the semantics of basic computation steps. The collecting seman-

tics for the program provides subsets of states for each program point u € {0,...,7} and each
possible calling context g € Q. The right-hand side function F(, 4 for each such pair (u,q) is
given by:

Fioq o = ({9}, 9)

Fugo=(U{m@)Iqdeo0.q},{0q]))

Fig 0 =( { combineqi g2 | q1 €0 (1,9), 92 €0 (7, q1) } ,
{LplulZa)lgeo(lg})

Fago=({q},0)

Fugo = (3.9, {3.q9})
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Fsgo=(U{hq)lqeoidq}.{4qg})

Fego = 3.9, {3.9})

Fi79 0 = ({combineqi g2 | q1 €0 (5.9),q2 €0 (7,q1) }
U{hq)lqeosq},
{Gatul@a) laecoGalul6a))

Recall that in presence of local scopes of program variables, the state after a call may also depend
on the state before the call. Accordingly, we use an auxiliary function combine: 9 - Q9 — Q
which determines the program state after a call from the state before the call and the state attained
at the end of the procedure body. For simplicity, we have abandoned an extra function enter for
modeling passing of parameters as considered, e.g., in Apinis et al. (2012) and thus assume that
the full program state of the caller before the call is passed to the callee. If the set Q is of the form
Q = A x B where A, B are the sets of local and global states, respectively, the function combine
could, for example, be defined as

combine (ay, by) (a2, b3) = (a1, b)

We remark that the sets of unknowns onto which the right-hand sides for (2, q) as well as (7, q)
depend themselves depend on the assignment o. O

Besides the concrete values provided for the unknowns, we also would like to determine the
subset of unknowns which contribute to a particular subset of unknowns of interest. Restricting to
this subset has the practical advantage that calculation may be restricted to a perhaps quite small
number of unknowns only. Also, that subset in itself contains some form of reachability informa-
tion. For interprocedural analysis, for example, of the program in Example 2, we are interested in
all pairs (ret,qin> q)> g € Qo, that is, the endpoint of the initially called procedure main for every
initial calling context g € Q. In the Example 2, these would be of the form (2, q), g € Q. In order
to determine the sets of program states for the unknowns of interest, it suffices to consider only
those calling contexts for each procedure p (and thus each program point within p) in which p is
possibly called. The set of all such pairs is given as the least subset of unknowns which (directly or
indirectly) influences any of the unknowns of interest.

More technically for a system &£ of equations, consider an assignment o : X — I and a subset
dom C X of unknowns. Then, dom is called (o, £)-closed if (Fy o), C dom is satisfied for all x €
dom. The pair (o, dom) is called a partial post-solution of &, if dom is (o, £)-closed, and for each
x € dom, 0 x 3 (Fy0); holds. The partial post-solution (o, dom) of £ is total (or just a post-
solution of &) if dom = X'. In this case, we also skip the second component in this pair.

Example 3. Consider the following system of equations with X = Q = Z where

Fro=(02,{2})

F,o= ({2}) ®)

F3 o= ({3}3 Q)

Fyo=(0,0) otherwise
Assume we are given the set of unknowns of interest X = {1}. Then, (o, dom) with dom = {1, 2},
o 1={2} and o 2 = {2} is the least partial post-solution with X C dom. For X' ={1, 3} on the

other hand, the least partial solution (¢’, dom") with X’ C dom’ is given by dom’ = {1,2, 3} and
o' 1={2},0’'2={2}and o' 3 = {3}. u
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For monotonic systems such as those used for representing the collecting semantics, and any
set X € X of unknowns of interest, there always exists a least partial solution comprising X.

Proposition 1. Assume that the system £ of equations is monotonic. Then for each subset X C X
of unknowns, consider the set P of all partial post-solutions (o, dom’) € (X — D) x P(X)) so that
X Cdom'. Then, P has a unique least element (o x, domy). In particular, ox X' = L for all x' ¢
domgx.

Proof. Consider the complete lattice L = (X — D) x P(X). The system & defines a function F:
L — L by F(o1,X1) = (02, X5) where

X =XUXiUU((Fro1)2|xe Xt}
o,x = (Fyo) for x € X7 and _L otherwise

Since each right-hand side F, in £ is monotonic, so is the function F. Moreover, (o, dom) is a post-
fixpoint of F iff (o, dom) is a partial post-solution of £ with X C dom. By the fixpoint theorem of
Knaster-Tarski, F has a unique least post-fixpoint — which happens to be also the least fixpoint
of F. O

For a given set X, there thus is a least partial solution of £ with a least domain domy comprising
X. Moreover for X C X’ and least partial solutions (ox, domx), (ox’, domy’) comprising X and X',
respectively, we have domy C domyx and oy’ x = ox x for all x € domy. In particular, this means
for the least total solution o that ox x = ¢ x whenever x € domy.

Example 4. Consider the program from Example 2. Assume that Q = {qo, q1, g2} where the set
of initial calling contexts is given by {g;}. Accordingly, the set of unknowns of interest is given by
X ={(2,q1)} (2 being the return point of main). Assume that the functions hy, h; are given by

h1 ={q0— 9, q1 — {42}, 2 — {q0}}
hy = {q0— {q0}, 1 = 9, g2 — O}

while the function combine always returns its second argument, that is, combine g ¢’ = ¢'.
Let dom denote the set

{0, q1), (L, q1), (2, q1),
(3,90)> (4, 90)» (5, q0)» (6, q0)> (7, qo)>
(3, 42)> (4, 42), (5, 42), (6, 92), (7, 42)}-
Together with the assignment o : dom — P(Q) x P(X) as shown in Figure 2, we obtain the least

partial solution of the given system of equations which we refer to as the collecting semantics of the
program. We remark that dom only has calls of procedure p for the calling contexts go and g,. [

3. Abstract Systems of Equations

Systems of abstract equations are meant to provide sound information for concrete systems. In
order to distinguish abstract systems from concrete ones, we usually use superscripts f at all
corresponding entities. Abstract systems of equations differ from concrete ones in several aspects:

o Right-hand side functions need no longer be monotonic.

« Right-hand side functions should be effectively computable and thus may access the values
only of finitely many other unknowns in the system (which need not be the case for concrete
systems).
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0,q1) || {;} | @

(L) || {a2} | {0, q1)}
(2,91) || {90} | {{L,91),(7,q2)}
(3,90) || {90} | @

(4,90) || {q0} | {(3,90)}
(5,90 | @2 | {4490}
6,90) || {90} | {(3,90)}
(7,90) || {90} | {{5,90), (6,90)}
B q2) || {3} | @

4,q2) || {92} | {3, q2)}
(5,92) || {90} | {4, 92)}
6,92) | @ | {3 a2)}
(7,q2) || {90} | {(5,92),(7,90),(6,92) }

Figure 2. The collecting semantics.

Example 5. Consider again the program from Figure 1 consisting of the procedures main and
p. Assume that the abstract domain is given by some complete lattice D where the functions

hji, hg :D — D represent the semantics of basic computation steps. The abstract semantics for
the program provides an abstract state in D for each pair (u, a) (1 program point from {0, . .., 7},
a possible abstract calling context from D). The right-hand sides F*(,, 5 then are given by:

Fioa 0 = (a,9)

Fﬁ(l,a) o = (hul (O.<O) a))) { (0’ a) } )

Fﬁ@,a) o = (combine® (o(l,a)) (c(7,0(1,a))),

{(La),(7,0(1,a))})
Faao=(a0)
Fugo=(03a),{(3a})
Fsa 0 = (1 (0(4,a),{(4a)})
Foq 0 = (0 (3,a), ((3,a)})
F 70 0 = (combine® (o (5, a)) (0 (7,0 (5,a))) U h%; (5 (6, a)),
{(5,a),(7,0(5,a)),(6,a) })

Corresponding to the function combine required by the collecting semantics, the auxiliary func-

tion combine” : D — I — I) determines the abstract program state after a call from the abstract
state before the call and the abstract state at the end of the procedure body. O

Right-hand functions in practically given abstract systems of equations, however, usually do not
explicitly provide a set of unknowns onto which the evaluation depends. Instead, the latter set is
given implicitly via the implementation of the function computing the value for the left-hand side
unknown. If necessary, this set must be determined by the solver, for example, as in case of TD,
by keeping track of the unknowns accessed during the evaluation of the function.

Evaluation of the right-hand side function during solving may thus affect the internal state
of the solver. Such operational behavior can conveniently be made explicit by means of state
transformer monads. For a set S of (solver) states, the state transformer monad Mg(A) for values
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of type A consists of all functions S — S x A. As a special case of a monad, the state transformer
monad Mg(A) provides functions return: A — Mg(A) and bind : Mg(A) - (A — Ms(B)) —
Ms(B). These are defined by

returna = funs— (s, a)

bindmf = funs — let(s,a) =ms

infas

The solvers we consider only take actions when the current values of unknowns are accessed dur-
ing the evaluation of right-hand sides. In the monadic formulation, the right-hand side functions

f,? ,x € X of the abstract system of equations £ ! therefore are of type (X - M(D)) - M(D) for
any monad M, that is, are parametric in M (the system of equations should be ignorant of the
internals of the solver!). Such functions f 1. have been called pure in Karbyshev (2013).

Example 6. For 0% : X — M;(D), the right-hand side functions in the monadic formulation of
the abstract system of equations for the program from Figure 1 now are given by

f<%,a> ot =returna

fiyo =bind (o (0,0)) (funb—
return (hf b))

f(uz,a) o =bind (o (1,a)) (fun b; —
bind (o (7, by)) (funby —
return (combine” b b,)))

f(t;,a) o =returna

f(i)a) o =o0(3,a)
fiao =bind (o (4,a)) (funb—
return (K} b))
f(ﬁé’a) o =o0(3,a)
fomo = bind (o (5,a)) (funb; —
bind (o (7, b)) (fun by —
bind (o (6, a)) (fun b3 —
return (combine® by b2 U hi b3))))
]

According to the considerations in Karbyshev (2013), each pure function f of type (X —
M(D)) - M(D) equals the semantics [¢] of some computation tree t. Computation trees make
explicit in which order the values of unknowns are queried when computing the result values of a
function. The set of all computation trees (over the unknowns X’ % and the set of values D) is the
least set 7 with

T == AD|QX*D—T)
The computation tree A d immediately returns the answer d, while the computation tree Q (x, f)

queries the value of the unknown x in order to apply the continuation f to the obtained value.
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Example 7. Consider again the program from Figure 1 consisting of the procedures main and p
and the abstract system of equations as provided in Example 6. The computation trees t(, q) for

the right-hand side functions f&m then are given by:
toa =Aa
t,a) = Q (0, a), fun b — A (K"} b))
toa = Q((1,a), funb—
Q ((7,b),funb’ —
A (combine® b v')))
t3a) =Aa
taa = Q((3,a),funb— Ab)
s = Q ({4, a), fun b — A (1 b))
tea = Q((3,a),funb— Ab)
tz.a) = Q((5,a),funb —
Q ((7,b), funb’ —
Q ((6,a), funb” —
A (combine® bt/ L k%, b))
O
The semantics of a computation tree ¢ is a function [t] : (X* — M(D)) — M (D) where for get :
X — M(D),
[Ad]get  =returnd
[Q (x, /)] get = bind (get x) (fun d — [f d] get)

In the particular case that M is the state transformer monad for a set of states S, we have:

[Ad] gets = (s,d)
[Q(x,f)] gets =let (s, d) =getxs
in [f d] gets

When reasoning about (partial post-)solutions of abstract systems of equations, we prefer to have
right-hand side functions where (a superset of) the set of accessed unknowns is explicit, as we used
for concrete systems of equations. These functions, however, can be recovered from right-hand
side functions in monadic form, as we indicate now.

One instance of state transformer monads is a monad which tracks the variables accessed
during the evaluation. Consider the set of states S= (X% > D) x P(XY together with the
function

getx (o,X) =letd=o0 x
in ((o, X U {x}),d)
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Proposition 2. For a mappingo : X* — D and's = (o, @), assume that [t] get s = (s, d). Then for
s1 = (01, X) the following holds:

1. o=o0y;
2. Assume that o' : X* — D is another mapping and s' = (o', @). Let [t] gets' = ((o', X'), d).
If o' agrees with o on X, that is, o |x = o’|x, then X’ = X and d' = d holds.

We strengthen the statement by claiming that the conclusions also hold when s and s are given
by (0, Xo) and (0’, Xp), respectively, for the same set X,. Then, the proof is by induction on the
structure of ¢.

Now assume that for each abstract unknown x € X%, the system £* provides us with a right-

hand side function f,? (X = M(D)) - M(D). Then, the elaborated abstract right-hand side
function F* : (X% — D) — D x P(X?) of x is given by:

Fio =let((_,X),d)=ff get (o, Q)
in (d, X)

In fact, the explicit right-hand side functions F?u’ o) of Example 5 are obtained in this way from the

functions f& o) of Example 6.

In order to relate the abstract with a corresponding concrete system of equations, we assume
that there is a Galois connection (Cousot and Cousot 1977) between the complete lattices P(Q)
and D, that is, monotonic mappings « : P(Q) — D (the abstraction) and y : D — P(Q) (the
concretization) so that

aQCa iff QCvya

holds for all Q € P(Q) and a € D.

In general, the sets of unknowns of the concrete system to be analyzed and the corresponding
abstract system need not coincide. For interprocedural context-sensitive analysis, for example,
the set of concrete unknowns is given by the set of all pairs (u, gq) where u is a program point
and g € Q is a program state. The set of abstract unknowns are of the same form. The second
components of pairs, however, now represent abstract calling contexts. Therefore, we assume that
we are given a description relation RC X' x X¥ between the concrete and abstract unknowns. In
case of interprocedural analysis, for example, we define R by

(u,q) R (u,a) iff qey(a)

Using the concretization y, the description relation R on unknowns is extended as follows.

. F;)r sets of unknowns Y C X and Y? C X%, YR Y? iff for each ye Y, y R y* for some
yF e YF

o For sets of states Qe P(Q)and d e D, QR Aiff QC y d;

o For partial assignments (o, dom) and (0%, dom*) witho : X — D, o : XF — D? and dom C
X, dom® C X%, (o, dom) R (o%, dom®) holds if dom R dom*, and for all y€dom,ye dom*
withy R y%, o y C y(a? y%).

o For (elaborated) right-hand sides F: (X — P(Q))— (P(Q) x P(X)) and Fi (Xt >
D) — (D x P(X*), FRE* iff (Fo), Cy (Ffo?),, and (Fo); R (FFo?), whenever
(o, dom) R (o%, dom®) holds for domains dom, dom* which are (o, £)-closed and (o'%, £F)-
closed, respectively.

o For equation systems & : X — (X — P(Q)) — (P(Q) x P(X))) and E x5 (X >
Ms(D)) - Mg(D)), ER E? iff (€ x)RFﬁxu for each x € X, x* € X%, where ijn is the
elaboration of £% x*.
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Let (o, dom) be the least solution of the concrete system £ for some set X of interesting unknowns.
Let £ denote an abstract system corresponding to £ and X* a set of abstract unknowns and R a
description relation between the unknowns of £ and £ such that £ R £% and X R X* holds. A
local solver then determines for £% and X” a pair (o, domj) so that X € dom"®, dom® is o%-closed
and (o, dom) R (0%, dom®) holds, that is, the result produced by the solver is a sound description
of the least partial solution of the concrete system.

In absence of narrowing, the correctness of a solver can be proven intrinsically, that is, just by
verifying that it terminates with a post-solution of the system of equations.

We first convince ourselves that the following holds:

Proposition 3. Assume that £ R % holds and X R X* for subsets X and X* concrete and abstract
unknowns, respectively. Assume that (o, dom) is the least partial post-solution of £ with X € dom,
and (Ju,domﬁ) some partial post-solution of & with X* C dom®. Then (o, dom) R(an,domﬁ)
holds.

Proposition 3 is a special case of Proposition 4 where additionally side effects and dynamic
description relations are taken into account. Therefore, the proof of Proposition 3 is omitted.
Proposition 3 can be used to prove soundness for local solver algorithms which perform accu-
mulating fixpoint iteration and thus return partial post-solutions. These kinds of solvers require
abstract domains where strictly ascending chains are always finite. This assumption, however, is no
longer met for more complicated domains such as the interval domain (Cousot and Cousot 1977)
or octagons (Mine 2001). As already observed in Cousot and Cousot (1977), their applicability
to these domains can still be extended by introducing widening operators. According to Cousot
and Cousot (1992), Cousot (2015), a widening operator V is a mapping V : D x D — D with the
following two properties:

(1) aubCaVbforalla,be
(2) Every sequence ag, a1, . . . defined by a;11 = a; V b;, i > 0 for any b; € D is ultimately stable.

Acceleration with widening then means that the occurrences of LI in the solver are replaced with V.

Example 8. For intervals over ZT we could use primitive widening:

a1, b1] V [ap, by] = [if a; < a; then — oo else aq,
if by > b; then + oo else by ]

Alternatively, we could use threshold widening where several intermediate bounds are introduced
that can be jumped to. Note that widening in general is not monotonic in the first argument:
[0, 1] £ [0, 2] but [0, 1] V [0, 2] = [0, +00] & [0, 2] =[0,2] V [0, 2]. [

We remark that Cousot and Cousot (1992), Cousot (2015) provide a more general notion of
widening which refers not to the ordering of D but (via y) to the ordering in the concrete lat-
tice P(Q) alone. W.r.t. that definition, a LI b is no longer necessarily less or equal a V b. In many
applications, however, accelerated loss of precision due to widening may result in unacceptable
analysis results. Therefore, Cousot and Cousot (1977) proposed to complement a terminating
widening iteration with a narrowing iteration which subsequently tries to recover some of the
precision loss. Following Cousot and Cousot (1992), Cousot (2015), a narrowing operator A is a
mapping A : D x D — ID with the following two properties:

(1) anbE(aAb)CTaforalla,bel
(2) Every sequence ay, a1, . . . defined by a; 1 = a; A b;, i > 0 for any b; € D is ultimately stable.

https://doi.org/10.1017/50960129521000499 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129521000499

Mathematical Structures in Computer Science 1101

Example 9. For intervals over Z7 we could use primitive narrowing:

[a1, b1] A [ay, by] = [if a; = —oc then a; else ay,
if by = +o00 then b, else by |

which improves infinite bounds only. More sophisticated narrowing operators may allow a
bounded number of improvements of finite bounds as well. O

Again we remark that, according to the more general definition in Cousot and Cousot (1992),
Cousot (2015), the first property need not necessarily be satisfied. For monotonic systems of
equations, the narrowing iteration when starting with a (partial) post-solution still will return a
(partial) post-solution. The correctness of the solver started with an initial query x* and returning

a partial assignment o# with domain dom® thus can readily be checked by verifying that

1. x* € dom®
2. (Ffyo%), Cdom® forallx € dom®, that is, dom" is (o%, £%)-closed; and
3. ot x 3 (Ffy o), forallx e dom®.

When the system of equations is non-monotonic, though, the computed assignment still is a
sound description. It is, however, no longer guaranteed to be a post-solution of £*. In Section 6,
we come back to this point.

4. The Terminating Solver TDterm

In this section, we present our modification to the TD solver with widening and narrowing which
improves on the variant in Apinis et al. (2016) in that termination guarantees can be proven even
for non-monotonic abstract systems of equations. The vanilla TD solver from Muthukumar and
Hermenegildo (1990), Charlier and Van Hentenryck (1992) (see Appendix A for a pseudo code
formulation of this solver along the lines presented in Fecht and Seidl 1999) starts by querying
the value of a given unknown. In order to answer the query, the solver evaluates the correspond-
ing right-hand side. Whenever in the course of that evaluation, the value of another unknown
is required, the best possible value for that unknown is computed first, before evaluation of the
current right-hand side continues. Interestingly, the strategy employed by TD for choosing the
next unknown to iterate upon, thereby resembles the iteration orders considered in Bourdoncle
(1993) (see Fecht and Seidl 1999 for a detailed comparison) for systems of equations derived from
control-flow graphs of programs. The most remarkable difference, however, is that TD determines
its order on-the-fly, while the ordering in Bourdoncle (1993) is determined via preprocessing.

In Apinis et al. (2016), the vanilla TD solver from Muthukumar and Hermenegildo (1990),
Charlier and Van Hentenryck (1992), Fecht and Seidl (1999) is enhanced with widening and nar-
rowing. For that, the solver is equipped with a novel technique for identifying not only accesses
to unknowns, but also widening and narrowing points on-the-fly. Moreover, that solver does not
delegate the narrowing iteration to a separate second phase (as was done in the original papers on
widening and narrowing Cousot 2015; Cousot and Cousot 1992), once a proceeding widening iter-
ation has completed. Instead, widening and narrowing iterations may occur intertwined (Amato
et al. 2016). This is achieved by combining the widening operator V with the narrowing operator
A into a single warrowing operator A:

apb=ifbCathenaAb
elseaVb

This operator applies A whenever values decrease and otherwise applies V.
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In Apinis et al. (2016), it is proven that solver TD (in the formulation of Fecht and Seidl 1999)
and equipped with warrowing at dynamically detected widening/narrowing points terminates
for monotonic systems — whenever only finitely many unknowns are encountered. Example 10,
though, shows a non-monotonic system for which this solver does not terminate — while the new
solver TD¢erm does.

Example 10. Consider the single equation:
x=ifx=0then1lelse0

over the lattice of naturals (with infinity) with a V b = oo whenever a < band a A b = b whenever
a = oo. The right-hand side of this equation is not monotonic. An iteration with warrowing leads
to the sequence of values for x

0>o0—>0—>00—...

and thus will not terminate. O

In order to deal with non-monotonic systems, we do no longer rely on warrowing. Instead, we
equip the solver with extra logic to switch for each unknown from widening to narrowing (and
never back). Our new solver is presented as OCAML pseudocode operating on abstract systems of
equations. W.Lo.g., we also assume that solving starts with a single unknown of interest. In case
that simultaneously values for unknowns from an arbitrary finite set X are of interest, we may
introduce an artificial fresh unknown xo whose right-hand side successively queries the values of
xeX.

For better readability, the solver state is not threaded through the evaluation of right-hand
sides by means of a monad, but realized by mutable data structures:

1| (* state / mutable data structures: *)
2lval o : (X, D) Map.t
sjval infl : (X, X Set.t) Map.t
4lval called : X Set.t
s|lval stable : X Set.t
¢|val point : X Set.t
7| (* creation *)

s|val Set.create : unit -> 'a Set.t

9|lval Map.create : (unit -> 'b) -> ('a,'b) Map.t
1| (* unary operator *)

1njval (!) : ('a,'db) Map.t -> 'a -> 'b

12| (* binary operators *)

1lval (:=) : ('a,'b) Map.t * 'a -> 'b -> unit

ulval (€ ) : 'a -> 'a Set.t -> bool
isjval (+=) : 'a Set.t -> 'a -> unit
wlval (-=) : 'a Set.t -> 'a -> unit

Here, the functional argument f to the function Map.create is meant to return an initial value f ()
for a key which has not yet been assigned in the given map data structure.

Under that proviso, the OCAML type of a right-hand side function ff thus is just (¥ — D) —
D. When reasoning about the values computed by right-hand sides as well as the sets of unknowns
accessed during the evaluation, we will refer to the elaborated right-hand sides F: corresponding to
the f,(jj . The solver itself consists of three functions: the function solve which performs the iteration
for a given unknown x; the function eval which wraps lookups of values of unknowns in the
current state; and finally, the function destabilize which marks encountered unknowns possibly
affected by a change to the value of some unknown, for re-evaluation.
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1|let stable = Set.create ()

2|let called = Set.create ()

s|let point = Set.create ()

4|let infl = Map.create Set.create
s|let o = Map.create (fun () -> 1)

7|let rec destabilize x =

s| let w = !infl x in

9| infl, x := Set.create ();
0| Set.iter (fun y —>

1 stable -= y;

12 if y ¢ called then
13 destabilize y

14 ) w

1|let rec eval x y =
17| if y € called then

18 point +=y
19| else
20 solve V y;
2| !infl y += x;
2 oy

uland solve p x =
| if x ¢ stable &« x ¢ called then (

26 stable += x;

27 called += x;

2 let tmp = ffy (eval x) in

29 called -= x;

30 let tmp =

31 if x € point then p (!0 x) tmp
32 else tmp

33 in

34 if !0 x = tmp then

35 if p = V && x € point then (
36 stable -= x;

37 solve A x

38 ) else ()

39 else (

40 o, X = tmp;

41 destabilize x;

12 solve p x

43 )

u| )

45
16|let solve x = solve V x; (0, stable)

We briefly sketch the intuition behind this algorithm. The set called is the set of all unknowns
where iteration currently is in progress, that is, which are contained in the call stack of the solver.
The set stable on the other hand consists of all unknowns where the iteration (relative to the
current values of unknowns on the call stack) has terminated. For unknowns in any of these two
sets, solving should immediately terminate.

A key issue is to propagate the information that the value of some unknown y has changed, to
all unknowns whose right-hand sides have been evaluated under wrong assumptions on y. A key
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ingredient both of the original TD solver and the variant in Apinis et al. (2016) is that dependences
between unknowns are dynamically detected and recorded in the map infl : X* — P(X*). The set
infl y is meant to record the set of unknowns x where the evaluation of f*, has accessed the current
value of y, that is, where y influences x.

As soon as the value of an unknown y is changed, therefore, the function destabilize is called.
destabilize y removes all unknowns directly or indirectly influenced by y from the set stable. That
recursive removal only stops at unknowns which are contained in the set called. We remark that
by the call destabilize y, also the set infl y is reset to @.

The current values for unknowns are maintained in the map o. In order to track dependences
between unknowns, we wrap the access to entries in o into the call eval x where x is the unknown
in whose right-hand side the values in o are queried. Thus, a call eval x y ultimately returns the
latest value in o for y. Before that, however, it checks whether y € called holds. If this is the case,
y is turned into an unknown where widening and narrowing is applied. All these unknowns are
collected into the set point. If this is not the case, the call solve V y is evaluated to determine the
best possible value for y before-hand. Then, x is added to the set infl y of unknowns influenced by
y, and finally, the value for y in o is returned.

The main ingredient of the algorithm, though, is the function solve. The function solve V is
applied to an unknown x to determine the best possible value for x. In case that x € point, the
computation starts with a local widening iteration on x which is followed by a call solve A x to
subsequently perform a local narrowing iteration on x. Any call solve p x immediately terminates
if x is already found to be in called U stable. If this is not the case, x is added to stable and called,
and the right-hand side f¥, of x is evaluated for the argument eval x, and the first component of
the result stored in the temporary tmp. After the evaluation, x is removed from called. If x has been
found to be in point, we use p to combine the old value for x as stored in o with the new value in
tmp. Otherwise, we use tmp directly.

Assume that the new value is the same as the old value for x as provided by o. If p =V, then
the widening phase is completed. Therefore, x is removed from stable and solve A x is called.
Otherwise, we are done.

Now assume that the new value is different from the old value for x. Then, we update the
value of o for x to the new value, call destabilize x in order to propagate this information, and
recursively call solve p x.

5. Termination of TDierm

Each state s attained by the solver during its evaluation, consists of the tuple of mutable data
structures s = (o, infl, stable, called, point). We call s consistent if

1. for all x € (stable \ called), and all y € (F*,0),, y € (stable U called) and x € infl y holds; and
2. for each x & (stable U called), inflx = Q.

Each call solve p x encountered during the evaluation of the initial call, starts in a consistent solver
state s. Upon its termination, a solver state s’ = (¢, inﬂ/, stablé, called , point’) is attained such that
s = whenever x € stable U called. Otherwise, it holds that

1. § is again consistent;

2. called’ = called and stable C stable’ where for all y € stable U called, o’ y =0 y and infl y C
infl y;

. point C point’;

4. x € stable'.

w
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Also, each call eval x y encountered during the evaluation starts in a consistent state s where x €
(stable N called). Upon its termination, a solver state s’ is attained such that

. ¢ is again consistent;
. called = called,
. stable C stable’ where for all y € stable U called, o'y = o y' and infly’ C infl y/;
. point C point’;
. If y € stable U called, then
« o/ =0, stable’ = stable and point’ = point if y & called whereas point’ = point U {y} if
y & called; ;
o infl y = infly forall y # y, and
o infl y=infly U {x};
6. y € stable’, x € infl' y, and the value o' y is returned.

(2 BT GV NS

In particular, x is still contained in stable’ N called . Finally, consider the call to destabilize x in the
body of solve, and let s = (o, infl, stable, called, point) before this call. Then, s is consistent with
x € stable\called, where upon termination of the call, a solver state s’ is attained so that

. ¢ is again consistent;

. 0/ =0, called = called', point = point’;

. stable’ C stable, and

. for all y, infl y either equals @ or infl y where infl and stable’ are maximal so that s’ is
consistent while infl' x = @ and infl x N stable’ = Q.

> W N —

This invariant allows us to prove that the solver TDyerm indeed terminates for arbitrary systems
of abstract equations.

Theorem 1. Let £° denote an arbitrary system of abstract equations, and let xo be the initial
unknown of interest. Assume that initially the sets called and stable are empty, and likewise, infl
maps each unknown to the empty set. Then, the call solve V xo will always terminate, as long as
only finitely many unknowns are encountered.

Proof. First we note that every call destabilize y terminates. This is immediate in case when infl y
is empty. Moreover, infl y is non-empty for only finitely many unknowns y'. Since the set infl y is
set to @, before any recursive call to unknowns, termination follows.

Assume now that during evaluation of the initial call solve V xg, only finitely many unknowns
x are encountered for which solve p x is called for some p. In order to prove termination of all
calls solve p x encountered during the evaluation of solve V xj, we perform an induction on the
cardinality of the set of unknowns which are not in called. Let Y denote the set of all unknowns
y€ X\ ({x} U called U stable) for which solve V y is called during the call solve p x and proceeds
to the evaluation of the right-hand side of y.

Assume for a contradiction that the call solve p x would not terminate. Let us first assume that
x & point throughout the iteration, that is, all tail-recursive calls to solve p x. In particular, this
means that for none of the unknowns y € Y, evaluation of the right-hand side f%, accessed the
unknown x - as in this case, x would have been added to point. Therefore, when p =V, infl x
does not contain any of the unknowns in Y, that is, is still empty after the first update of o x.
Accordingly, destabilization of x will immediately terminate and leave x in the set stable. If p = A,
infl x = @ at least for all calls after the first call to solve A x. As a consequence, the call solve p x
terminates for each phase p — in contradiction to our assumption.

Therefore, necessarily, x € point at least after the first evaluation of f*,. We distinguish two
cases.
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Casel. p=A.

By inductive hypothesis, all occurring calls solve p y with y € Y terminate. Let g;, i > 0 denote
the sequence of values of o x before the ith tail-recursive call to solve A x. Then necessarily
a; #ajy; for all i>0. Let by,...,b;,... denote the sequence of values returned by the ith
evaluation of the right-hand side fﬁx of x. Then, a;j11 = a; A bj4 for i > 0. Due to the properties
of narrowing, however, the latter sequence is ultimately stable, that is, a; = a;11 for some i - in
which case the recursion terminates: contradiction. Therefore, each call solve A x eventually
terminates.

Case2. p=V.

By inductive hypothesis, again all calls solve V y with y € Y terminate. Let a;, i > 0 denote the
sequence of values of o x before the ith tail-recursive call to solve V x. Assume that a; # a;; for
all i > 0. Let by, . . . denote the sequence of values returned by the ith evaluation of the right-hand
side fﬁx of x. Then, a;1; =a; V by, for i > 0. Due to the properties of widening, however, the
latter sequence is ultimately stable, that is, a; = a1 for some i. Therefore eventually, solve A x
is tail-recursively called. But then, termination follows due to termination of the call solve A x:

contradiction!
Accordingly, we conclude that all encountered calls solve p x terminate, and thus also the call
solve V xj. O

6. Correctness of TDierm

Our goal is to prove that the result of our algorithm is a sound description of the least partial solu-
tion of the concrete system. In case of monotonic abstract systems and total solutions, soundness
is known to hold for any post-solution of the abstract system, whenever the concrete system is
described by the abstract system. Recall that while the right-hand sides of our concrete system are
monotonic, this need not necessarily be the case for the abstract system. Consider, for example, an
interprocedural analysis as in Examples 5 and 6 and there the elaborated right-hand side

F?z,m = funo — (combine’ (o (1, a)) (0 (7,0 (1,a))),
{(L,a),(7,0(1,a)) })

for the unknown (2, a). Since for different values in o for (1, a), different unknowns are queried,

this function cannot be monotonic. In order to deal with such non-monotonicities, Frielinghaus

et al. (2016) have introduced the concept of a lower monotonization of the abstract system £ f,
For the system £ with set of unknowns A%, the lower monotonization £ is a system of equa-

tions with the same set of unknowns where the elaborated right-hand side Fiforxe X% is given
by Fi o = (d, X) with

d =|_|{(Fﬁxo’)1|0’§0}
X =X*

Thus, we over-approximate the sets of unknowns influencing the result of a right-hand side by
the full set X' while d is the greatest lower bound to all first components of results of F*, for
assignments exceeding o.

Since all right-hand sides of £* are monotonic, the system has a least total solution o. Let &
denote the least total solution of some concrete system € which is described by £*. In Frielinghaus
et al. (2016), it has been proven that then also 0 R ¢ holds. Moreover, let dom denote the least
(0, €)-closed subset containing some initial unknown x. Let x R y for some unknown y € X%, Let

o’ : X% — I be some abstract assignment, and dom® be (o/, Ej)—closed with y e dom®. Assume
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further that oy T’y for all y € dom”. Then by the results of Frielinghaus et al. (2016),
also dom R dom® holds. Accordingly, the pair (o', dom®) can then be understood as a sound
description of the least partial post-solution of the concrete system & for x.

Therefore, now assume that we are given a set X of unknowns of the concrete system of equa-
tions &, together with a an abstract unknown x so that for all x € X, x R x¢ holds. Assume further
that the solver TDterm, When started with the call solve V xo, returns the abstract assignment ot
where by default, o y = L for all unknowns y which have not been encountered during solving.
It therefore suffices to prove:

1. There is a subset dom® C A’* containing xo which is (ot £H-closed.
2. 0%y 0¥ y holds for all y € dom®.

After evaluation of each call solve p x, evaluation of the right-hand side of an unknown in stable
will access only unknowns which are either again in stable, or in called. As a consequence, the set
of all stable unknowns after termination of all calls solve V x is (0%, £%)-closed. Therefore, it
remains to verify the second property. Let dom” denote the subset stable C X' upon termination
of the call solve V xg. Let o : X* — D denote the least solution of the lower monotonization £
of . Our goal is to show that o x C o x for all x € dom®.

Assume that we are given a subset Y of unknowns together with an assignment 7 : Y — D.
Here, we assume Y and 7 to represent the set of unknowns which are currently stable (or called)
together with their current values. In the following, we use the binary operator @ to denote an
update of the left argument with the bindings provided by the right argument. Let £%; denote the

system of equations with unknowns from X* \ Y where the right-hand side f,uy of y behaves like

the right-hand side f*, of £%, but looks up the values for encountered unknowns from Y in 7.
Technically, this means that

freyo =f* (o @ (returno 1))

Accordingly, the elaborated right-hand side Fﬁ,,}, for the unknown y is given by

Fiiyo =let(d,X)=F,(c®1)
in(d, X\Y)

Let s = (o, infl, stable, called, point) denote a consistent solver state. Let 7 : called — I denote the
restriction of o to the set called. We call s saturated if for all x € stable \ called, o x C o x where
(o, X*\ called) is the least total solution of the lower monotonization of £%;. We claim:

Theorem 2. Each call solve V x starting in a saturated solver state, results upon termination, in
a solver state s = (o, inﬂ’, stable, called’,point’) which is again saturated where additionally, x €
stable’.

Since before the initial call solve V xj the set called is empty, this theorem implies that upon
termination, dom" is (o/, ED-closed with xq € dom®, and ogxEo'xforallxe dom®.

Proof. We proceed by induction on the set X’ of unknowns not contained in the set stable of
stable unknowns before the call. For X’ = @, the assertion obviously holds. For the inductive step,
first assume that after the evaluation of the right-hand side f*,, x is not included in point. This
means that no variable in X’ may depend on the unknown x. Assume that the values of x before
and after solve are d and d', respectively. Consider the least total solutions o and o’ of the lower
monotonizations of the systems £ i and & jr@{XH 4}» respectively, where 7 : stable — D records
the values of all unknowns from stable. Let Y = (Fﬁ,@{xH d).x)2 \ stable be the set of unknowns
accessed during the evaluation of the right-hand side for x (in particular, x ¢ Y). Then X"\ {x} is
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the disjoint union of subsets X, y € Y, where X/ is the subset of unknowns freshly solved when y
is encountered. By applying the inductive hypothesis to the unknowns in y in sequence, we obtain
thatforallye Y,o'y' Eo y' forall y € X). Accordingly, we have for all y € X"\ {x}, that

(FgEa'y

Here, Ij;, denotes the elaborated right-hand side of the lower monotonization of £ g4 for y.
This allows us to deduce for x that

(Ffrx(0' @ {x > d'))1 C (Ffrx(0 @ {x—>d'DH)
C (Frrx(o @ {x—> d'))
= Fﬂr,x(U @ {x+—>dhn
d/

(
(

Thereby, we have used that the value of the unknown x is not contained in (Fii(o @ {x+— d'}))2
- implying that it is also not contained in (F?(o @ {x+—> d}))2. Moreover, for ye X' different
from x,

(Fry (@' @ (x> d ) E(Fyah Ea'y

Accordingly, o’ @ {x+> d'} is a post-solution of the lower monotonization of £, implying that
ocCo.

Now assume that after the evaluation of the right-hand side f*,, x € point holds. We
concentrate on the last tail-recursive call solve V x before the call to solve A x. Let so =
(00, infly, stabley, calledy, pointy). Let d denote the value of x before the evaluation of the right-
hand side, and d’ the value returned by evaluating the right-hand side. Let X’ denote the set of
unknowns accessed during the call which are not stable before. Since subsequently solve A x is

called, after that the evaluation of ff , x is still stable. Therefore, one of the following two situations
is encountered after the evaluation of the right-hand side:

1. d' C d, that is, the value d’ is subsumed by the current value of x; or
2. subsequent destabilization will not destabilize x.

In the second case, the unknowns from X" that directly or indirectly influence x cannot depend
on x (w.r.t. the current map infl). Thus, a similar argument as for unknowns not in point applies.

Accordingly, it remains to consider the first case. Consider the lower monotonizations of the
abstract systems £, and Eﬁ,@{de} with least solutions o and o, respectively. By inductive
hypothesis applied to the unknowns in X\ {x} and 7 @ {x+> d}, we find that ¢’ yE o y for
all unknowns y € X'\ {x}. This allows us to prove that ¢’ @ {x+> d} is a post-solution of the
lower monotonization of £%;. Therefore,o y C (o/ @ {x+> d}) yC (00 @ {x+> d}) yforally € &”
holds, and the claim follows.

Now consider the narrowing iteration performed for x in the subsequent call solve A x. Let
dy denote the value after the last call to solve V x, and dj, ..., d; denote the values returned
by evaluating the right-hand side of x during this iteration and define d; =dy and for i > 0,
d;=d;_, A d;. Let 0; denote the assignment attained after the ith narrowing step restricted to the
unknowns X%\ (X U {x}). For i > 0, let o; denote the least solution of the lower monotoniza-
tion of £ ﬁf@{x,_)dl;l}. By inductive hypothesis, o; y C o; for all y # x which are stable after the
ith iteration. By induction on i, we prove that o x C d; and thus also o x T dl/-, ando yC o,y for
every y € X%\ (X U {x}) which is stable after the ith narrowing iteration. This assertion holds for
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i=0.For i > 0, the assertion on the y # x follows by inductive hypothesis for a larger set of called
unknowns. And for x, we have

oy
E=s

di = X(T@O'i@{x'_)d;_l}))l
F o))

(
(

2 (F (e
(
(

—~

Here, F*, and E,(f ) are the right-hand sides of the lower monotonizations of £*; and €% g (x4, )
for x, respectively. This completes the proof of the theorem.

7. The Space-efficient Solver TDspace

So far, our solver maintains an abstract value for each queried unknown. Given that the pro-
gram to be analyzed is not small (e.g., more than 10,000 LOC) and program points must be
analyzed for multiple contexts, the number of unknowns to be considered by the solver can
be quite large. For more complicated properties to be analyzed, these abstract values to be
recorded for these unknowns in themselves are space-consuming. The applicability of solvers
for interprocedural analysis based on such solvers therefore is significantly increased if space
consumption can be reduced. This is the objective of our second modification to the local generic

solver TD.

1|let rec destabilize x = (¥ ... *)
2

3s|let rec eval x y =

4| if y € called then

5 point += y;

6| if y € point then (

7 solve V y;

8 'infl y += x;

9 oy

| ) else (

11 called += y;

12 let tmp = fﬁy (eval x) in
13 called -= y;

14 if y ¢ point then tmp

15 else (

16 solve V y;

17 'infl y += x;

18 oy

19 )

0| )

21

»land solve p x =

»| if x ¢ stable && x ¢ called then (
24 stable += x;
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25 called += x;

2 let tmp = (fﬁx (eval x)) in
27 called —-= x;

2 let tmp = p (!0 x) tmp in
29 if !0 x = tmp then

30 if p = V && x € point then (
31 stable —-= x;

2 solve A x

3 ) else ()

3 else (

35 o, X := tmp;

36 destabilize x;

37 solve p x

38 )

39 )

40

'
=

let solve x = point += x;
) solve V x;
3 (o, stable)

In contrast to algorithm TD¢erm, the new solver maintains abstract values only for widening
and narrowing points as collected in the set point. The intuition is that the current values in o
for all other unknowns can be reconstructed by evaluating their right-hand sides. Thus, we only
call solve for unknowns in point, which is why we now always perform widening or narrowing in
solve.

We remark that in absence of procedure calls, the set point may be statically chosen as the set of
loop heads - given that each loop is dominated by a single program point. In presence of procedure
calls, however, this is no longer easily possible.

Example 11. Consider again the example program from Figure 1, and the corresponding elabo-
rated right-hand sides from Example 5. For the assignment o with 6 (3,a) =0 (4,a) =0 (6,a) =a
and o (5, a) = h*] a, the right-hand side of unknown (7, a) accesses, for example, the unknown
(7,0(5,a)) = (7, h*1 a) which may put (7, a) into point only if (h*1)"a = a for some r > 0. O

The call eval x y behaves the same as before for unknowns y € point. For unknowns y ¢ point,
the value now must be recovered. For that, y first is marked as called. Then, the right-hand side of
y is evaluated (still passing x as first argument to eval); finally, y is again removed from called. If y
is still not in point, the result for y is plainly returned. If, however, the evaluation of %, has inserted
y into the set point, the function eval proceeds as if y had been contained in point right from the
beginning. This means that solve V y is called, x is inserted into the set infl y, and subsequently,
the value of o for y is returned.

We remark that on some inputs, the solver TDgpace may be rather inefficient, since the same
unknown y & point must be re-evaluated whenever the value of y is queried. At the expense of
slightly more space, this deficiency can be remedied by maintaining the values for these unknowns
encountered during the re-evaluation of the right-hand side of some unknown x € point in a
separate map T (see the algorithm in Section B of the appendix).

8. Termination and Correctness of TDspace

In the following, we convince ourselves that the solver TDgpace has the same termination behavior
as the solver TD¢erm.
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For a finite subset of unknowns Y C X%, we construct from &£F the residual system & £y where
the right-hand sides f;y are obtained from the right-hand sides fytj successively exploring the right-
hand sides of unknowns not contained in Y. Technically, this means that for ye Yando : Y —

M(D),
flg,y o =]ivIj (bary o) where
baryoy=ifye Ytheno*yelsef)],: (bary o)

Example 12. Consider the monadic right-hand side f<n7 o) from Example 6 for the program from
Figure 1, and Y = {(7, a) | a € D}, we have
fY 7,a) @ _f7a (bary o)
= bind (bary o (5, a)) (fun b; —
bind (bar o (7, b1)) (fun b, —
bind (bary o (6, a)) (fun b3 —
return (combine? b; b2 LI hg b3))))
= bind (return (K% a)) (fun b, —
bind (o (7, b1)) (fun b, —
bind (return a) (fun bz —
return (combine® b; b2 LI hg b3))))
= bind (o (7, K} a)) (fun by —
return (combine? (hf a)by U hg a))
O

In general, let F?y, be the elaboration of fgy For some y € Y and some o, the evaluation
of the right-hand side flgy may not terminate - in which case, F¥y,, o is undefined. For C Y,

let us call o (Y, dom)-consistent if ij,y o is defined for all y € dom. In that case, there is a set
Y=YU{y,...,y} € X together withamap 5 : Y — D such that 5|y = o, and

1. (Fﬁy]. o)1 =E'ryj and (Fuyj G)RCYUn,... s Yj—1} forallj=1,..., h and
2. (Fﬁ), 0)2 C Y forall y € dom.

The values of the unknowns in Y thus are sufficient to evaluate all right-hand sides of unknowns
in dom U (Y\Y), while the values of Y \ Y can be recovered from the values of the unknowns in Y.

Example 13. Continuing with Example 12, we have that the elaborated right-hand side F*y,(7 4
is given by:

F*y 7.4 0 = (combine” (hf a) (o (7, hf a)) U by a, {(7, hii a))
where the required auxiliary unknowns y are given by

(3, a), (4, a), (5, a), (6, a)

https://doi.org/10.1017/50960129521000499 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129521000499

1112 H. Seidl and R. Vogler

Subsequently, we adapt the notion of consistency from Section 5 to the case where values from
D are only recorded for unknowns in point. Moreover, we maintain that stable as well as all sets
infl y are all subsets of point. We now call a solver state s = (o, infl, stable, called, point) consistent
if for Y = (stable U called) N point and dom = stable\ called,

1. o is (Y, dom)-consistent;
2. forall x € domand all y € (F*y . 0),, y € Y and x € infl y holds;
3. foreachx €Y, inflx=0Q.

With this new notion, the invariants for the calls solve p x, and destabilize x from Section 5, now
stay literally the same — with the extra assumption that x should necessarily be contained in point.
For eval x y, the new invariant must distinguish whether y is contained in point or not. Assuming
that the solver state s = (o, infl, stable, called, point) before the call is consistent where x € stable N
called N point, the solver state s’ = (o', infl, stable’, called', point’) after the call should now satisfy:

. §is again consistent;
. called = called', and
. stable C stable’ where for all y' € (stable U called) N point, o’ y = o y and infly Cinfl' y/;
. point C point’ where y € point’ whenever y € called;
. If y € (stable U called) N point, then

« 0 =0/, stable = stable’ and point = point';

o infl y =infl y forall y # y, and

o infl y=infly U {x}.
6. In all cases when y € point’, then y € stable’ and x € infl' y and the value o y is returned;
7. If y & point’, then F*y: , ¢’ is defined and produces the return value where Y’ = (stable’ U
called’) N point’.

U W N~

In particular, x is still contained in stable’ N called’. What we additionally need is an extra argument
why evaluation of the right-hand sides of unknowns y & point will necessarily terminate. For that,
we observe that, according to our assumption, evaluation of each right-hand side f*, will access
only finitely many unknowns from X'. Also, we note that before evaluation of f*,, the set called
additionally receives the unknown y. An unknown z accessed during the evaluation of the right-
hand side f*, can only be found not in point, if z & called U {y}, that is, each unknown into which
recursive evaluation descends must be different from all unknowns added to the set called so far.

Assuming that altogether only finitely many unknowns are encountered during solving, recur-
sive evaluation will eventually terminate having called finitely many times solve for unknowns in
point. Therefore, we can adapt the proof of Theorem 1 to obtain:

Theorem 3. Let £ denote an arbitrary system of abstract equations, and xo € X* the unknown
of interest. Assume that initially the sets called and stable are empty, and likewise, infl maps each
unknown to the empty set. Assume further that x € point. Then, the call solve xq of solver TDgpace
will always terminate, as long as only finitely many unknowns are encountered.

The notion of saturation of solver states literally stays the same. Let s=
(0, infl, stable, called, point) denote a consistent solver state. Let T :called — D denote the
restriction of o to the set called. We call s saturated if for all x € stable \ called, 0 xC o x
where (o, X* \ called) is the least total solution of the lower monotonization of £%;. For the
space-efficient solver TDgpace, Theorem 2 must be re-phrased as follows:

Theorem 4. Let x € point, and consider a call solve V x encountered by the solver TDgpgce dur-
ing the evaluation of the initial call. Then it always starts in a saturated solver state, and upon
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termination, it results in a solver state s’ = (o, inﬂ/, stable, called/,point’) which is again saturated
so that x € stable'.

The proof is along the same lines as the proof for Theorem 2 - only that now the assignment o
must be replaced with Y-consistent mappings o y for suitable Y with stable \ called C Y C stable’ \
called.

Proof. Let X' denote the set of all unknowns in stable’ \ called'. In particular, x € X’. We proceed
by induction on the set of unknowns #ot contained in the set X'y of called unknowns. Again, we
concentrate on the last tail-recursive call solve V x before the call to solve A x. Let d denote the
value of x before the evaluation of the right-hand side, and d’ the value returned by evaluating the
right-hand side. Let X’ denote the set of unknowns accessed during the call. Since subsequently
solve A x is called, after that call x is contained in stable. Therefore, one of the following two
situations is encountered after the evaluation of the right-hand side:

1. d’ C d, that is, the value d’ is subsumed by the current value of x; or
2. subsequent destabilization will not destabilize x.

In the second case, the unknowns that directly or indirectly influence x do cannot depend on
x (w.r.t. the current sets infl). Thus, a similar argument as for unknowns not in point in the
proof of Theorem 2 applies. Accordingly, it remains to consider the first case. Let Y denote
the set stable U called in the current solver state, and t the restriction of o to called N point,
extended with {y+> L |y € called \ point}. Consider the lower monotonizations of the abstract
systems £%; and € nr@{x}—) 4 with least solutions o and ¢, respectively. Let o9 denote the assign-
ment to the unknowns in X%\ (XU {x}) before the call solve A «x. By inductive hypothesis
applied to the unknowns in X’ \ {x} and 7 @ {x > d}, we find that ¢’ y C o y for all unknowns
y € X'\ {x} where o’ @ {x > d} is a post-solution of the lower monotonization of £%;. Therefore,
o yCo' @ {x+>d}C (09 ® {x+> d}) y for all y € X’ holds, and the claim follows. Now consider
the narrowing iteration performed for x in the subsequent call solve A x. Let dy denote the value
after the last call to solve V x, and d, . . ., di denote the values returned by evaluating the right-
hand side of x during this iteration, and define djy = do and for i > 0, d; = d;_, A d;. Let o'; denote
the assignment attained after the ith narrowing step restricted to the unknowns X’ B\ (Xo U {x}).
For i > 0, let o; denote the least solution of the lower monotonization of £ nr@{x,_, d;_;)- By induc-
tive hypothesis, o; y C o; for all y # x which are stable after the ith iteration. By induction on i,
we prove that o x E d; and thus also o x Edj, and o yC o y for every y € X%\ (XU {x}) which
is stable after the ith narrowing iteration. This assertion holds for i = 0. For i > 0, the assertion
on the y # x follows by inductive hypothesis for a larger set of called unknowns. And for x,
we have

Here, F'y, , is the elaborated right-hand side for f,? o bary, where Y; equals the union of the set

point U called after the ith iteration of solve A x. Moreover, F*, and Ej(f) are the right-hand sides
of the lower monotonizations of £%; and €%, (x4, ) for x, respectively. This completes the proof
of the theorem. O
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9. Side-Effecting Systems of Equations

Concurrency libraries such as POSIX threads (Walli 1995) or OSEK (Lemieux 2001) support com-
munication between threads by means of shared program variables and data structures, while
primitives such as mutexes or resources are provided to synchronize their executions.

Example 14. Consider the program

int g, h; // global variables
int main(){
g =0; h=0;
create(f);
g = 1; // side-effect
return O;
}
int £O{
if (g) h = 1; // side-effect
return 0;

© ® N w e W N e

=5

11 }

with global variables g, i, where the call create(f) is meant to spawn a new thread which executes
the parameterless function f. The function main thus first initializes the globals g, h. Then, a thread
is spawned executing the function f. Finally, g is set to 1, followed by returning with 0. The function
f, when executed, checks the global variable g. If it is different from 0, 1 is assigned to h. Finally, 0
is returned. Accordingly, the two threads communicate via the shared program variable g. O

One natural way to de-couple the analysis of multi-threaded code is to interprocedurally ana-
lyze only the thread-local states, while a flow-insensitive global invariant is accumulated for
shared data (Seidl and Vogler 2017; Vojdani and Vene 2009). This idea is realized in the ana-
lyzer GOBLINT (Vojdani et al. 2016). To a certain extent, this approach can be accommodated
also to analyses taking mutexes into account such as Mine (2012, 2014). One way of conveniently
combining flow-insensitive analysis of shared data with context-sensitive analysis of local state is
by extending systems of equations with side effects (Apinis et al. 2012). Side effects during solving
should be seen in analogy to the meta-predicate assert in PROLOG clauses: while computing a
contribution to the predicate of the head, a contribution to some other predicate is triggered. A
right-hand side function ¥, in monadic form now has type:

(X > M(D)) > (X > D —> M(e)) — M(D)

for any monad M. The e here represents the one-element complete lattice ¢ = {()}. The second
argument function is meant to be called for triggering side effects. These events are observed by
the solver, but otherwise do not affect the computed value. Accordingly, the return values of the
second argument function should be in M( o).

Example 15. Consider the program from Example 14. Let us assume that we use intervals as
values for each of these unknowns. Since the functions have no local variables, but a return value
each, let us represent the local state of a function by a single interval as well which may initially be
thought of having value T = [ — 00, oo]. The part of the system of abstract equations for calling
contexts T is given by the right-hand sides (in monadic form) of the unknowns g, h as well as
main, and f corresponding to the end points of the respective functions:

fgti getset = return @
fhtt get set = return @
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f% . getset = bind (setg [0,0]) (fun () —
bind (set k [0, 0]) (fun () —
bind (getf) (fun_ —
bind (setg [1,1]) (fun () —
return [0, 0]))))
];P getset = bind (getg) (fund —
if =(d C [0, 0]) then
bind (seth [1,1]) (fun () —
return [0, 0])
else return [0, 0])

The unknowns g and h corresponding to the global variables of the program thus have trivial
right-hand sides. Both unknowns are meant to receive their values solely via side effects. O

Due to parametricity in the monad, each right-hand side function of a side-effecting abstract
system of equations again can be represented by a generalized execution tree t, such that f*, =
[tc]- Generalized execution trees now make not only explicit which unknowns are accessed, but
also which side effects should be triggered during evaluation. Therefore, they additionally may
contain a constructor

S(X5D,T)

The intention is that evaluation of S (x, d, t) first adds d € D to the value of x and then continues
with the evaluation of ¢. Accordingly, the semantics of such a generalized tree ¢ is the function
[t] : (X% - M(D)) - (X* — D — M(e)) — M(D) which for functions get: X — M(D) and
set: X — D — M(e) is defined by

[Ad] get set = returnd

[Q (x,f)] getset = bind (getx) (fund — [f d] get set)

[S (x,d, t)] get set = bind (set x d) (fun () — [t] get set)

In case of a state transformer monad with set of states S, this amounts to

[Ad] getsets = (s,d)
[Q (x.f)] getsets =let(s,d)=getxs
in [f d] getsets’

[S(x,d,t)] getsets =let(s', ) =setxds
in [f] get sets’

Consider the set of extended states S = (X? — D) x P(X?) x (X? — D) where the third compo-
nent accumulates side effects. Consider the functions

getx(0,X,p) =letd=ox
in ((o, XU {x}, p),d)
setxd (o, X,p)=letp=p D {x+—> pxud}
in ((0, X, p), o)
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Then, the elaborated right-hand side function F*, has type
Fiy i (X" - D) — (D x P(X%) x (X* > D))
where the third component of the result represents the side effects to other unknowns encoun-
tered during evaluation of f*,. This function is given by:
Fio =let((L X, p),d)=f"\ getset(c, D, L)
in(d, X, p)

Example 16. Let us consider the right-hand side functions from Example 15 for the interval
analysis of the program in Example 14 at the beginning of this section. These are now are given by

te =A0Q
th, =AQ
tmain = S (g, [0, 0], S (A, [0, 0],
Q(f,fun_ — S(g,[1,1],A[0,0]))))
tr  =Q(g fund — if—=(d C [0,0]) then S (h, [1,1],A[0,0])
else A [0, 0])

The computation tree fmain for main first produces side effects [0, 0] onto the unknowns g and h,
respectively. Then, it queries the return value of f, but ignores that value. This query enables the
local solver to start the evaluation of the unknown f and thus the exploration of the function f.
Subsequently, another side effect [1, 1] is produced onto the unknown g, before the value [0, 0]
is returned. The computation tree #; for f first queries g. Depending on the obtained value, a
side effect of [1, 1] is produced onto the variable /i or omitted. Eventually then the value [0, 0] is
returned. Elaboration of the right-hand side functions results in the functions

Fﬁga =(0,0,1)

Fho =(0,0,1)

Fimaino = ([0,0], {f }, L& {g—[0,1]})

Fro  =(0,0,{g}, L& {h— if~(c g [0,0]) then [1, 1] else @})

Here, L denotes the assignment mapping each unknown to L — which in the example equals @.
As can be seen for main, elaborated right-hand side functions may combine multiple side effects
to the same unknown (in this case, g) into one and also no longer differentiate when during the
evaluation, each side effect is produced. O

Side effects also come in handy when only parts of the context are used to discriminate procedure
calls (Apinis et al. 2012). Assume that we are given a mapping  : D — A for some set A of dis-
tinguishing abstract properties of contexts. Consider the abstract effect of a call to a procedure p.
Let u, v denote the program points before and after the call, respectively. Then for every abstract
context a € A, the right-hand side for the unknown (v, a) is given by
fvj,a get set = bind (get (4, a)) (fund — let d = 7 din

bind (set (stp, a’) d) (fun () —

bind (get (rety, a’)) (fund’ —

return (combine® d d))))
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or, alternatively, by the computation tree

Q ((u,a),fund — let ' =7 din
S ((stp, @), d,

Q((rety,a’), fund —

A (combine® d d'))))

where combine” : D — D — D) again combines the abstract program state attained at the end-
point ret, of p with the state before the call to the state of the caller after the call.

In this formalization, the side effect to the start point st, of the called procedure p is used to
accumulate all values d leading to the same abstract context a’ for which p is analyzed. In order
to prove the resulting analysis sound, it is convenient to reformulate also the concrete collecting
semantics by introducing side effects. For a concrete program state g, the right-hand side £ (v, q) o
for the unknown representing the procedure call in concrete calling context g, is given by

let S =0 (4,q)in
let ' = {combineq'q" |4 €S,q" €o(ret;,q)}in
let X' = {(u, q)} U {(ret,q') | q' € S}in
let E' = {(st;,q)—~ {q'} |4 €S}in
(S, X', E)

For convenience we here introduce the convention that those unknowns not explicitly listed as
arguments in E’ are implicitly all mapped to L (@ in case of the concrete collecting semantics).

Interestingly, the description relation R between unknowns of the concrete and abstract sys-
tems can now no longer be specified as is, but must take some over-approximation p of all abstract
side effects into account. In order to see this, assume for a moment that the set A contains a single
element e, that is, procedures are analyzed without context. Consider the unknown (st,, e) for
the procedure p. This unknown should describe concrete unknowns (st, q) — however, not for all
program states g. Instead, only those g must be taken into account which actually occur as calling
contexts of p in the collecting semantics of the program. A (hopefully not too large) superset of
these is given by y (o(st,, ®)) if p is an over-approximation of the side effects encountered during
the abstract fixpoint iteration. More generally, we define for interprocedural analysis with a set A
of abstract distinguishing contexts,

W, q) Ry (W a) iff gey(p(sty,a))

if o’ is a program point of the procedure p and a € A. Subsequently, we therefore assume that
we are given a description relation R,C X x X % between the concrete and abstract unknowns
depending on some over-approximation of the side effects p. As in Section 3, the description
relation R, on unknowns is extended to sets of unknowns and assignments to unknowns, right-
hand sides and systems of equations. For elaborated right-hand side functions F, F*, F R, F* is
meant to hold whenever for assignments o, ¥ with & R, o°%, the following holds:

« Fo)n Cy(F o)y
e (Fo) R, (F? o), where
o (Fo)3R, paswellas (Ff %) C p.

while then for equation systems &, £%, £ R, £ holds if Fx R, F*,+ holds for all unknowns x, x*
with x R, x°.
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Accordingly, the mapping p is used to de-couple individual occurrences of side effects in right-
hand sides of the concrete and the abstract semantics, respectively. Now assume that we are given
a system £ of abstract equations with side effects where the elaborated right-hand side for an
unknown x € X* is given by F¥, : (X > D) > (D x P(X?) x (X" - D)). Assume that leaf is a
subset of abstract unknowns y where the right-hand side is described by the computation tree
A, thatis, F*, 0 = (L, @, L) where L is the mapping which assigns L to each unknown. For
convenience, we make the extra assumption that side effects only occur to unknowns in leaf.

A partial post-solution of £* has to take side effects incurred by the evaluation of the right-
hand sides into account. Let o : X¥ — DD and dom® C X*. Then we call dom® (o, £)-closed if for
all x € dom® and an oc=(d,X,E),XC dom"” and also Ey 1 only for unknowns y € dom®. The

pair (o', dom") is a partial post-solution of £ if

1. dom® is (o, E%)-closed, and

2. for all x € dom" with F*, o = (d, X, E),
(a) 0 JE,and
(b) o x3d.

Our goal is to design an extension of the generic local solver TDyerm Which is able to deal with
side-effecting systems of abstract equations. Due to the intertwined narrowing iterations, property
(2.b) may be violated. Therefore, consider a pair (o, dom®) satisfying properties (1) and (2.a). Let
o : X% — D denote the accumulated side effects of the pair, that s,

py=| [((Fx0)3y|xedom?}

We remark that py# L only for unknowns y € dom®. Let £° denote the system of abstract
equations (without side effects) where the right-hand side f{ of x € X'¥ is given by

fP o” =bind (f*y o” (fun __ — return ())) (fun b — return (p x U b))

for 0" : X — M(D). This means that all side effects are now ignored, while instead the returned
values take the contributions of p into account. For the elaborated right-hand side for x and o :
X — D, this means that

Flo' =letd = pxU(F'c0'); in
let X = (F*,0'); in
(d,X)

Let o” denote the least solution of the lower monotonization of £°. Then, we replace condition
(2.b) for (o, dom") with the condition

(2.V) o xC o x for all x € dom".

In this case, we call (o, domn) an improved partial post-condition. The significance of that notion
is provided by the next proposition.

In the following, we assume that the concrete system £ of equations may have side effects, but is
monotonic. In that case, it also has for each subset X of unknowns, a unique least partial solution
(0, dom) with X C dom. For the following proposition, we make the reasonable assumption that
the abstract value L only describes an empty set of concrete states, that is, y L = @. In an earlier
version of this paper, we additionally introduced the restriction that each concrete unknown x
is described by at most one unknown x* in the abstract. This property, for example, is met for
unknowns representing global variables such as g and / in Example 14 - but is violated when par-
tial contexts are used. Removal of the given restriction is now possible due to the parametrization
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of the description relation R, that is, the (perhaps) surprising observation that the description
relation may not be given before-hand - but is calculated by the analysis itself. We have:

Proposition 4. Assume that (0%, dom®) is an improved partial post-solution of £% with X* C dom?®,
and that £ R, EF holds and X R, X* for some set X of concrete unknowns. Assume further that
(0, dom) is the least partial solution of the concrete system with X C dom, Then (o, dom) R,

(0%, dom"®) holds.

Proof. Let p= U{(Fﬁyanh lye domn} denote the accumulated side effect corresponding to
o?. Let o” denote the least solution of the lower monotonization £°. As in the case without
side effects, we proceed by ordinal induction. For each ordinal ¢, we define the corresponding
approximation (o, dom,) of (o, dom) by:

e ogx=0 forall x € X and domg = X;
« For each successor ordinal ' =1+ 1,

oyy = (Fy o)1 U{(F, 0L)3}’ | z € dom,}
domy = dom, U\ J{(F, 0,)2 |y € dom,} U
{y|zed0mn(FzUt)3y5é®}

« For each limit ordinal /', oy y = J{o, y | ¢ < '}, and domy = | J{dom, |« < '}.

where generally, o, y=0 for all y ¢ dom,. Our goal is to prove for each ordinal ¢/, that
(oy,domy) R, (ot domn) holds. This assertion clearly holds for ' =0, and also for each limit

ordinal ¢/, if it holds for each ordinal ¢ < ¢'. Therefore, it remains to consider the case of a succes-
sor ordinal ¢ = ¢ 4 1. Then, we have by inductive hypothesis, for each y € dom,, there exists some
y* € dom® with y R, ¥, and also o, R, o. Since £ R, £, we have that for each such y*,
(Fyo)r € y((FFy: 0%)1)
and thus likewise,
(Fy o)1 S V((Ejyﬁ O'j)l)
S y(ay)
C y(@*yh)

furthermore for unknowns z € dom, and z* € dom*® with z R, 2%,

(F; Ut)3)’ - V(onﬁ)
C y(@”y)
S y(0*y)
Altogether therefore,
oy Sy y)
which we wanted to prove. It remains to prove that also dom, R, dom* holds. By induction
hypothesis for ¢, dom, R, dom" holds. Since £ Ry &4 also (Fyo)2 R, (Fuy: o), holds. Moreover,

(F,0,)3 y # @ implies that p y* # | whenever y Ry yj holds. But then there must be some z% with
(F*: 0%)3 y% # L. Accordingly, y* € dom”. This completes the proof. O
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In light of Proposition 4, it therefore suffices to design algorithms for computing improved par-
tial post-solutions of the abstract system starting from a given set of abstract unknowns. For that,
we assume that the abstract system £ provides us for each abstract unknown x* € X%, with a right-
hand side function f* ; of type (X — M(D)) - (X — D — M(e)) — M(D) for every monad
M. As before, the solver state is maintained in mutable data structures. Therefore, the algorithm
assumes right-hand side functions to have the OCAML type (XY — D) — (X - D — o) = D. As
an extension of TDterm, We introduce the solver TDgjge. In order to decide whether or not the
different side effects to a leaf unknown y should be combined by the join operator LI or widening,
the solver now maintains an additional data structure to record for each unknown y the set of
unknowns from which it has received a side effect.

1{let sides = Map.create Set.create
s|let rec destabilize x = (* ... *)
s|let rec eval x y = (¥ ... *)

7land side x y d =

s| let op = if y € point then V else Ll in
o| let tmp = op (! y) d in

10| stable += y;

u| if ! y # tmp then (

12 o, y := tmp;

13 destabilize y;

14 if x € !sides y then point += y
15 else !sides y += x

16| )

sland solve p x =
19| if x ¢ stable && x ¢ called then (

20 stable += x;

21 called += x;

2 let tmp = f%; (eval x) (side x) in
23 called = x;

24 let tmp =

25 if x € point then p (!0 x) tmp
26 else tmp

27 in

2 if x ¢ stable then solve V x

29 else if !0 x = tmp then

30 if p = V && x € point then (
31 stable -= x;

k) solve A x

3 ) else ()

4 else (

35 0, X = tmp;

36 let _ = destabilize x in

37 solve p x

38 )

39 )

40
let solve x = solve V x; (0, stable)

w
o
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The functions destabilize and eval have not been changed. New, however, is the function side.
A call side x y d realizes the side effect from the unknown x onto the unknown y by combining the
old value for y in o with the new contribution d. If y is marked as a widening point, the value is
combined using the widening operator, otherwise using the join operator. Generally, y is marked
as stable. If the result is different from the old value for y, then the value of y in ¢ is updated, and
all influenced unknowns are destabilized by means of the call destabilize y.

In order to decide whether y should be included into the set point, the algorithm maintains
for each (leaf) unknown y’ the set sidesy’ of all unknowns whose evaluations so far have led to
an increase of the value of y'. Thus, if the current contribution d is not subsumed by o y and x is
already contained in sides y, then y is added to the set point.

We remark that the call side x y d may update the value of the leaf unknown y, but does not
itself call the procedure solve. Accordingly, it removes those unknowns from stable whose latest
values have been computed based on the out-dated assumption on y.

Finally, the main function solve is adapted to take side effects into account. This means that the
evaluation of the right-hand side for an unknown x must now take the partial application side x
as second argument. In presence of side effects, we may no longer assume that, after evaluation
of f 2. (eval x) (side x), the left-hand side x is necessarily contained in stable. Destabilization of x
could only have been caused due to some side effect during solving of subsequent unknowns. In
this case, we call solve V x - no matter whether we had already reached the narrowing iteration
for x or not.

Example 17. Consider, for example, the abstract equation system from Example 16 for the
program from Example 14.

Starting TDsige for the unknown main in an initial solver state sy where all data structures are
empty, will first produce side effects to g, i and record that increasing side effects have occurred
from main. Then the evaluation of the unknown f is triggered.

Evaluating the computation tree #; will query g (which is already found stable) and result in
another side effect to h. None of these unknowns so far is put into the set point.

Continuing with the evaluation of the computation tree fmain will produce another side effect
onto g. Since the value of ¢ in o is again modified, g is now put into the set point. Furthermore,
destabilize g is called — which will remove f as well as main from the set stable. At that point,
main is still contained in called. This implies that solve V main is called again.

The second round of solving with V, though, will only update the values of i (recording at & an
increasing contribution from f) and main in o to [0, 1] and [0, 0], respectively, while leaving all
unknowns in stable. Also, the subsequent call destabilize main will not remove main from stable,
and the iteration terminates with

o={g—[0,1],h+ [0, 1], f > [0, 0], main > [0, 0]}
O

We remark that in the preliminary version of the solver TDgge in Seidl and Vogler (2018), the
fresh values for globals are always combined with the corresponding old values by means of widen-
ing. This has been improved in the present version of the solver where widening for globals is
restricted only to those globals which have been put into point.

In order to reason about termination and soundness of TDgge, we extend the notion
of consistency as introduced in Section 5 appropriately. We now call a solver state s=
(0, infl, sides, stable, called, point) consistent if

1. forall x € (stable \ called),
(a) forall y € (F*y0),, y € (stable U called) and x € infl y holds;
(b) forall y with (F*,0)3y # L, (F*x0)3 yE 0 y;

2. for each x & (stable U called), inflx = Q.
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With this modified definition, the invariant for destabilize from Section 5 essentially
remains the same, while the invariants for solve and eval must be refined. Each
call solvepx encountered during the evaluation of the initial call, starts in a consistent
solver state s= (o, infl, sides, stable, called, point). Upon its termination, a solver state s’ =
(o, infl, sides’, stable/, called/,point’) is attained such that s =s" when x € stable U called. If x ¢
called U stable, the following holds:

1. §'is again consistent;

2. called = called where ¢’ y = o y for all y € called,
3. sides y C sides’ y for all y, and point C point’;

4. x € stable'.

In particular, the set of stable unknowns is not necessarily monotonically increasing.

Each call evalxy encountered during the evaluation, starts in a consistent state s=
(0, infl, sides, stable, called, point) where x € called (no longer necessarily also in stable). Upon its
termination, a solver state s' = (0", infl , sides’, stable’, called’, point’) is attained such that

. ¢ is again consistent;
. called = called where 0’y = o y/ for all y/ € called;
. sides y' C sides' y' for all y/, and point C point's
. If y € stable U called, then
o o' =0, sides' = sides, stable’ = stable, and point’ = point if y & called whereas point’ =
point U {y} if y € called;
o infl y =infly forall y # y, and
o infl y=inflyU {x}
5. y € stable’, x € infl' y, and the value ¢’ y is returned.

W N =

In particular upon termination of eval x y, we are also no longer guaranteed that x € stable’.

Each call sidexyd encountered during the evaluation, starts in a consistent state s=
(0, infl, sides, stable, called, point) where x € called. Upon its termination, a solver state s =
(o', infl, sides’, stable’, called', point’) is attained such that s = s whenever d C o y. Otherwise,

. §' is again consistent where called’ = called;

. sides’ y = sides y U {x}, and sides y' = sides” y/ for all y/ # y;

. If x € sides y then point’ = point U {y}, and point’ = point otherwise;

.o'yJoyud,ando y =o'y forally #y;

. y € stable’ where infl' and stable’ are obtained from infl and stable by destabilizing y, that
is, for all y/, infl' y/ either equals @ or infl y’ where infl and stable’ are maximal so that s is
consistent while infl' y = @ and infl y N stable’ = @.

T W N =

Given that the number of unknowns encountered during the evaluation of the right-hand side
is finite, let us first assume that only finitely many calls side x y d ever will result in a modification
of 0. Once within the iteration on some x, o is no longer modified due to side effects; however,
the same invariants as for the non-side-effecting solver TDyerm apply — allowing us thus to deduce
that each encountered call to solve will necessarily terminate. Now assume for a contradiction,
that for some consistent solver state, the evaluation of solve p x results in an infinite number of
updates to leaf unknowns, say from set G. From some point on then all leaf unknowns y which
have been added to point will not change anymore. In particular, none of the unknowns from G has
been added to point. Then, there must exist some unknown x” and some unknown g € G so that
an infinite sequence of calls solve p; x’ is encountered for consistent solver states s; immediately
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before these calls where during the evaluation of the right-hand side of x” in each of these calls,
a side effect to g occurs which results in a change to the value of g. After the first call, however,
x' necessarily will be contained in the set sides y, that is, is contained in sides y at states s; for all
i > 2. This means that g is contained in the set point after the second call - in contradiction to our
assumption. We therefore obtain:

Theorem 5. Let E* denote an arbitrary system of abstract equations, and xo € X* is the unknown
of interest. Assume that initially the sets called and stable are empty, and likewise, infl maps each
unknown to the empty set. Then, the call solve xy of solver TDgig, will always terminate, as long as
only finitely many unknowns are encountered. O

Likewise, we can adapt the proof of Theorem 2 for the case of no side effects to obtain:

Theorem 6. Each call solve V x encountered during the evaluation of the call solve xy starting in
a saturated solver state s = (o, infl, stable, called, point), results upon termination, in a solver state
' =(o, inﬂ/, stable’, called', point’) which is again saturated where additionally x € stable’.

The proof is based on a variant of the proof of Theorem 2. Taking into account that from
some point in evaluation on, only calls solve p x occur where o y does no longer change for any
encountered unknown y € leaf via side effects, we obtain as a corollary:

Corollary 5. Assume that £ is a system of abstract equations with side effects and xq is an unknown
of EF. Assume that the sets stable and called are empty, and infl maps each unknown to @. Assume
that the top-level call solve xy is evaluated by TDgige for &Y. Let o and stable denote the values
of these data structures after termination. Then xo € stable, and (o, stable) is an improved partial
post-solution of E*.

10. Experimental Evaluation

We implemented the presented solvers within the analysis framework GOBLINT.! In particu-
lar, we also realized a solver TDgpace_+side Which combines the optimization for space with side
effects (see Appendix C for this solver). The solvers were evaluated on the SPECint benchmark
suite? consisting of not too small real-world C programs (1600-34,000 LOC after preprocess-
ing). The programs 433.milc, 470.1bm, and 482.sphinx are part of the CFP2006 benchmark suite.
Furthermore, the following C programs were analyzed: duff-0.5,% ent-2008-01-28,% figlet-2.2.5,%
maradns-1.4.06,” wget-1.12,% and some programs from the coreutils’ package. The analyzed pro-
gram wget-1.12 is the largest one with around 77,000 LOC. However, lines of code is not a good
metric for complexity since there might be a lot of unused definitions from header files, and on
the other hand many revisited lines due to loops and function calls. The most complex program
by number of unknowns is 458.sjeng with 322,321 unknowns but only 17,336 LOC.

On top of a basic analysis of pointers and strings, we put an interval analysis of integer vari-
ables. By this, we chose the simplest meaningful setup where widening and narrowing is required.
Clearly, at the expense of worse scalability, more complicated abstract domains could be tried
within the same analysis framework. The benchmark programs were analyzed with full context-
sensitivity of local data while globals were treated flow-insensitively. For programs with recursive
function calls, the functions will be analyzed for more and more contexts which may lead to exces-
sively long analysis times, stack overflows, or exhaustion of memory. We added an extra option
that keeps the contexts for currently called functions for each unknown and widens the context
for recursive calls. This can be seen as an abstraction of the call stack with a partial map from
function names to abstract calling contexts. This partial map itself is not included into the con-
text, but propagated via side effect to the entry points of the called functions. The analysis of the
following programs only terminated with this widening on contexts enabled (these are suffixed
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The blue bars (resp. red bars) depict the ratio of required unknowns (resp.
evaluations of right-hand sides) of the solver TDg;4. compared to the solver

TDspaceT +side-

Figure 3. Performance of TDspace, +side VS- TDside-

with * below in figures and text): 458.sjeng, 482.sphinx, duff-0.5, maradns-1.4.06, coreutils-8.13-Is,
coreutils-8.13-sort. The analysis of the following programs did not terminate within the given
timeout of eight hours: 400.perlbench, 445.gobmk, wget-1.12. Our hypothesis is that widening on
contexts for these programs still results in too many intermediate contexts. All benchmarks ran
with an increased stack space of 48 MB (ulimit -Ss 49152).

Figure 3 compares the solvers TDgpace, +side and TDgjde in terms of space and time. As a met-
ric for space, we choose the total number of unknowns (i.e., occurring pairs of program points
and contexts), and for time the total number of evaluations of right-hand sides of correspond-
ing unknowns. Solver TDgjge requires more than four times as many unknowns as the solver
TDspace, +side- As expected, the price to be paid by solver TDgpace_ +side for the fewer unknowns
is an increase in the number of evaluations of right-hand sides. In practice, the CPU times and
memory usage are of interest. For our experiments, we used an Intel Xeon E3-1270 v3 (3.50 GHz)
with 32 GB of RAM.

Table 1 shows the number of unknowns, evaluations, the CPU time, and peak memory usage
for TDgjde (left columns) and TDspace_ +side (right columns). The maximum values for each col-
umn are bold. In the benchmark column, coreutils has been shortened to cu, as well as zoneserver
to zs. The run times roughly correlate with the number of required evaluations of right-hand
sides. Concerning memory usage, TDspace_+side Was 69% of TDsige on average with widening of
contexts enabled, and 92% for benchmarks that ran without widening of contexts. The minimum
memory usage was around 29 MB which can be seen as the overhead of the rest of the analyzer
and the garbage collector. The memory saving gets more noticeable with an increasing number
of unknowns. The biggest benchmarks 458.sjeng* and maradns-1.4.06* only consumed 43% and
69% of memory compared to TDgge. We have not profiled how efficiently intermediate values
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Table 1. Performance of TDsjge and TDspace, +side

Benchmark Unknowns Evaluations CPU time Max. memory (kB)

401.bzip2 7862 1616 38,688 161,058 18s 54s 112,212 80,472
429.mcf 1170 237 4806 7832 1s 1s 35,076 31,880
433.milc 27,701 5482 168,806 347,940 48s 1m23s 250,736 219,508
456.hmmer 59,244 8085 169,152 2,929,793 1mO05s 12m41s 304,312 286,580
458.sjeng* 322,321 15,760 3,875,316 45,040,785 1h04m50s 5h52m07s 4,187,152 1,807,292
470.Jbm 760 221 4702 11,745 2s 4s 35,340 31,812
482.sphinx* 34,508 6910 285,221 1,027,653 2m49s 5m52s 389,660 174,352
duff-0.5* 5459 698 36,617 127,181 14s 42s 82,584 56,244
ent-2008-01-28 402 83 1581 4916 0Os 1s 30,808 30,024
figlet-2.2.5 9826 1745 120,985 408,616 55s 2m53s 181,564 161,036
maradns-1.4.06% 112,183 14,176 2,903,539 11,338,976 38mb56s 2h14m34s 1,820,228 1,257,744
maradns-1.4.06-zs 77,952 12,828 237,864 10,845,779 2m09s 52m04s 337,788 550,736
cu-8.13-cksum 4166 1200 15,215 63,015 9s 23s 124,292 122,900
cu-8.13-cp 43,701 9694 131,799 868,455 1m23s 5m25s 338,472 252,744
cu-8.13-cut 4786 1234 19,170 82,416 10s 29s 139,472 122,944
cu-8.13-dd 10,310 2757 30,999 229,873 16s 1m10s 154,840 154,320
cu-8.13-df 20,065 4540 129,465 513,894 1m32s 4m59s 272,676 196,580
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Table 1. Continued

Benchmark Unknowns Evaluations CPU time Max. memory (kB)

cu-8.13-du 30,526 8229 133,769 1,037,280 1mO04s 5mb56s 293,188 267,896
cu-8.13-Is* 60,075 16,792 824,927 4,013,155 13m31s 38m25s 927,208 958,180
cu-8.13-mv 32,992 7094 117,967 558,431 1m10s 3m29s 304,276 251,536
cu-8.13-nohup 10,316 3301 34,889 153,365 18s 50s 139,700 137,732
cu-8.13-ptx 22,214 6667 115,046 522,881 58s 3m10s 250,500 196,868
cu-8.13-sort* 90,273 25,972 2,037,968 19,274,196 30m19s 2h46m02s 1,237,384 1,079,776
cu-8.13-tail 15,957 4211 49,279 270,897 23s 1m28s 173,916 155,124
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The blue bars depict the run times for the solver TDp, the red bars for TDy;qe.

Figure 4. Absolute run times of TD; vs. TDsjge-

can be freed by the garbage collector. The results without widening of contexts give an indica-
tion how TDgpace, +side could be useful for bigger benchmarks: for maradns-1.4.06* it calculated
25,755 widening points, whereas TDsige only managed to calculate 4797 widening points before
both failed with a stack overflow with 3.15 GB and 6.23 GB peak memory usage, respectively.

Another important question is how the TDy solver, that is the version of the TD solver
equipped with the warrowing operator as in Apinis et al. (2016) and enhanced with our novel
treatment of side effects, compares with the solver TDgjge in terms of run time and precision.
Interestingly, we found that TDjjge on average runs 25% longer and gives the same results, that is,
no differences in precision. The run times of the two variants are shown in Figure 4 in absolute
numbers as well as in Figure 5 in relation.

Finally, we also compared the impact of reluctantly widening for globals (as in the algorithm
from the present paper) with default widening (as considered in Seidl and Vogler 2018). The run
times of the two variants are the same on average. The detection of widening points for side effects
leads to higher precision for globals compared to always widening (which was never more precise).
The advantage in precision depends on the configuration of the analyzer as well as the analyzed
program. 21 out of the 24 benchmarks had higher precision. Of those, the average increase of
precision was 2.94%. The highest precision benefit was 25% for the benchmark 429.mcf.

All in all, we find that the optimization for space consumption had a significant beneficial
impact on the practical behavior of the resulting solver — a factor of five in the number of
unknowns may be a game changer for the overall space consumption, even at the expense of
longer running times. On the given benchmarks, though, it did not result in different (practical)
termination behavior.

11. Conclusion

The generic local solver TD from Hermenegildo and Muthukumar (1992), Charlier and
Van Hentenryck (1992) is not suited to deal with complicated abstract domains with infinite
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The blue bars depict the run times of the solver TDy;q, relative to TDp,.

Figure 5. Relative run times of TDgjge Over TD,.

strictly ascending and/or descending chains. Equipping the original TD with warrowing as
in Apinis et al. (2016) on the other hand results in a solver which is only guaranteed to termi-
nate for monotonic systems of abstract equations, and as is, provides no support for side-effecting.
Therefore, we have provided three enhancements or additions. First, we considered extra program
logic to conceptually guarantee termination for arbitrary systems of abstract equations - whenever
only finitely many unknowns are encountered. We then showed how the self-monitoring capa-
bility of the solver can be used to reduce space consumption by only storing values at unknowns
where also widening and narrowing should be applied. We finally indicated how these solvers can
be extended to local generic solvers that operate on side-effecting systems of abstract equations. All
three solvers could be proven to conceptually terminate (whenever only finitely many unknowns
are encountered). The terminating variant could be proven sound by referring to the lower mono-
tonization of the system of abstract equations. In the space-efficient version, that concept had to
be complemented with an argument about consistent closures of mappings. In presence of side
effects, we additionally had to collect all occurring side effects before-hand and apply the lower
monotonization only then.

Compared to the preceding conference version of this paper (Seidl and Vogler 2018), we have
elaborated the proofs considerably. In particular, we have provided detailed invariants for the
solvers to hold, which can be formally verified by local reasoning over the code. We have also
generalized the concept of description relations between concrete and abstract unknowns and
illustrated the approach by meaningful examples. Finally, we have re-done the experimental eval-
uation in order to take the latest evolution of the analyzer GOBLINT into account, which has
introduced a variety of improvements, for example, at the treatment of integer domains and con-
ditions, and removed a series of subtle soundness bugs. The goal thereby was to pin-point the
impact of design decisions such as using TDy vs. the new one, the TDside Vs. TDspace_ +side OF to
what extent the novel technique of auto-detection of widening points at side-effected unknowns
is preferable to default widening. Practically, the terminating solver with side effects as well as
its space-efficient version turned out to be promising fixpoint engines for static analyzers based
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on side-effecting systems of equations. Further experimentation is required to evaluate how well
these solvers behave for advanced static analyses, for example, for complicated relational domains
or more sophisticated analyses of dynamic data structures. It also remains for future research to
explore in how far information gathered during the fixpoint iteration itself can systematically be
used for further increasing either precision or efficiency of TD solvers.
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Notes

1 http://goblint.in.tum.de/

2 https://www.spec.org/cpu2006/CINT2006/

3 https://wuw.spec.org/cpu2006/CFP2006/

4 http://duff.dreda.org/

5 http://www.fourmilab.ch/random/ (version 28.01.2008).
6 http://www.figlet.org/

7 http://www.maradns.org/

8 https://www.gnu.org/s/wget/

9 https://wuw.gnu.org/s/coreutils/
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Appendix A. The Original Solver TD

For a better comparison, we recall the original solver TD in the formulation of Fecht and Seidl
(1999). This version is slightly more generic than the versions presented in Hermenegildo and
Muthukumar (1992), Charlier and Van Hentenryck (1992) as it does not refer explicitly to partial
tabulation of procedure summaries. In order to deal with non-monotonicity, the presented
version performs an accumulating iteration, that is, updates maintained values of unknowns with
the least upper bound of the respective old value and the new contribution. Side-effecting is not
supported.

1| (¥ state / mutable data structures: *)
2lval o : (X, D) Map.t
slval infl : (X, X Set.t) Map.t
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called : X Set.t
stable : X Set.t

(* creation *)

val
val

Set.create : unit -> 'a Set.t
Map.create : (unit -> 'b) -> ('a,'b) Map.t

(* unary operator *)

val

(1) : ('a,'b) Map.t -> 'a -> 'b

(* binary operators *)

val (:=) : ('a,'b) Map.t * 'a -> 'b -> unit
val (€ ) : 'a -> 'a Set.t -> bool
val (+=) : 'a Set.t -> 'a -> unit
val (-=) : 'a Set.t -> 'a -> unit
let stable = Set.create ()
let called = Set.create ()
let infl = Map.create Set.create
let o = Map.create (fun () -> L)
let rec destabilize x =

let w = !infl x in

infl, x := Set.create ();

Set.iter (fun y ->

stable -= y;
if y ¢ called then
destabilize y

)W
let rec eval x y =
solve y;
'infl y += x;
oy

and solve x =
if x ¢ stable && x ¢ called then (

let

stable += x;
called += x;
let tmp = !0 x Llfﬂx (eval x) in

called -= x;

in

if ' x = tmp then ()
else (

0, X := tmp;
destabilize x;
solve x

solve x = solve x; (0,stable)

Similar to the solvers TDterm> TDspace Or TDgpace, +side> the algorithm starts with calling solve
for a particular unknown xp. By means of the two functions solve and eval, it descends into
unknowns accessed during the evaluation of right-hand sides for recursive evaluation. Similar to
what we still do, dependencies between unknowns are detected and recorded on-the-fly. Thereby,
the function destabilize for removing unknowns, possibly affected by an update to the value of o
for an unknown, is identical in our algorithms.
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It is mentioned in Charlier and Van Hentenryck (1992) that an extension of the algorithm with
widening is possible. No mechanism, though, is provided for detecting widening points on-the-
fly. Also, no intertwined narrowing iteration is introduced. Since no widening/narrowing points
are at hand, it seems inevitable to use accumulating updates for all unknowns. Instead, our solvers
apply such merging at widening/narrowing points only (and there then together with V or A) -
while at all other points, the old value in o is replaced (or just recomputed).

Appendix B. The Solver TDspace With Caching

The generic local solver TDgpace, enhances solver TDgpace by additionally caching the values for
all unknowns y & point which intermediately have been computed during the evaluation of a
right-hand side f*, for some unknown x € point.

1|let rec destabilize x = (* ... *)
2

3|let rec eval x T y =

4/ if y € called then

5 point += y;

6/ if y € point then (

7 solve V y;

8 'infl y += x;

9 oy

| ) else if !T y # L then
11 Ty

12| else (

13 called += y;

14 let tmp = fﬁy (eval x 7) in
15 called -= y;

16 if y & point then (

17 T, y := tmp;

18 tmp

19 ) else (

20 solve V y;

21 'infl y += x;

2 oy

23 )

24 )

»%|and solve p x =
7| if x ¢ stable && x ¢ called then (

28 stable += x;

29 called += x;

30 let T = Map.create (fun () -> 1) in
31 let tmp = ff; (eval x 7) in
32 called -= x;

3 let tmp = p (!0 x) tmp in
34 if !0 x = tmp then

35 if p = V then (

36 stable -= x;

37 solve A x

38 ) else ()

39 else (

40 o, X := tmp;

41 destabilize x;

2 solve p x

43 )

IS

#|let solve x = point += x;
47 solve V x;
18 (o, stable)
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The central modification of solver TDspace is that a fresh mutable map 7 is created before eval-

uation of the right-hand side ¥, inside a call solve p x. That map then is passed to the function
eval as an additional argument. In a call eval x 7 y, x is an unknown in point whose right-hand
side is currently under evaluation; 7 is the mutable map created in the surrounding call solve p x,
and y is the unknown whose value is currently queried. The value of t y is only queried when
y & called U point. When 7 y is found to be different from _L, this value will be returned. Otherwise,
evaluation of fﬁy (eval x T) proceeds as in TDgpace. If after evaluation, y still is not contained in
point, the new value for y is recorded in t and then returned.

Appendix C. The Combined Solver TDgp,ce, +side

In this appendix, we finally put all ingredients into one generic solver.

1| (¥ state / mutable data structures: +*)
2|val o : (X, D) Map.t
slval infl : (X, X Set.t) Map.t
4val sides : (X, X Set.t) Map.t
sival called : X Set.t
6|val stable : X Set.t
7lval point : X Set.t
8| (¥ creation *)

glval Set.create : unit -> 'a Set.t

n|val Map.create : (unit -> 'b) -> ('a,'b) Map.t
u| (¥ unary operator *)

val (!) : ('a,'b) Map.t -> 'a -> 'b

(* binary operators *)

ulval (:=) : ('a,'b) Map.t * 'a -> 'b -> unit

=
SIS

islval (€ ) : 'a -> 'a Set.t -> bool
|lval (+=) : 'a Set.t -> 'a -> unit
lval (-=) : 'a Set.t -> 'a -> unit

1v|let stable = Set.create ()
w|let called = Set.create ()
21|let point Set.create ()
2|let infl Map.create Set.create
1|let sides Map.create Set.create

u|let o = Map.create (fun () -> L)
25

%|let rec destabilize x =

27 w = !linfl x;

28| infl, x := Set.create ();

| Set.iter (fun y ->

30 stable -= y;

31 if y ¢ called then destabilize y
2 ) w

s4|let rec eval x T y =
5| if y € called then

36 point += y;

| if y € (point U leaf) then (
38 solve V y;

39 'infl y += x;

40 oy

s| ) else if !T y # L then

%2 Ty

5| else (

44 called += y;

45 let tmp = fﬁy (eval x T) side in
46 called -= y;
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w7 if y ¢ (point U leaf) then (
48 T, y := tmp;

49 tmp

50 ) else (

51 solve V y;

52 'infl y += x;

53 oy

54 )

55 )

s7jand side x y d =

58| let op = if y € point then V else Ll in
s9| let tmp = op (!0 y) d in

0| stable += y;

61| if !0y # tmp then (

62 o,y = tmp;

63 destabilize y;

64 if x € !sides y then point +=y
65 else !sides y += x

66 )

ssjand solve p x =
o if x ¢ stable &« x ¢ called then (

70 stable += x;

71 called += x;

7 let T = Map.create (fun () -> 1) in
7 let tmp = f%y (eval x 7) (side x) in
74 called —-= x;

75 let tmp = p (!0 x) tmp in

76 if x ¢ stable then solve V x
77 else if !0 x = tmp then

78 if p = V && x € point then (
79 stable —-= x;

80 solve A x

81 ) else ()

82 else (

83 0, X = tmp;

84 let _ = destabilize x in

85 solve p x

86 )

87 )

88

s9|let solve x = point += X;

9% solve V x;

91 (o, stable)

This solver now proceeds essentially as the solver TDspace, — but additionally takes side effects
into account. This means in particular that unknowns from the set leaf, that is, those which may
receive contributions via side effects, must now be treated by the function eval like unknowns
from point.
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