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IRREDUCIBILITY AND CONTINUITY ASSUMPTIONS
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TO THRESHOLD GARCH TIME SERIES MODELS
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Abstract

Suppose that {Xt } is a Markov chain such as the state space model for a threshold GARCH
time series. The regularity assumptions for a drift condition approach to establishing the
ergodicity of {Xt } typically areφ-irreducibility, aperiodicity, and a minorization condition
for compact sets. These can be very tedious to verify due to the discontinuous and singular
nature of the Markov transition probabilities. We first demonstrate that, for Feller chains,
the problem can at least be simplified to focusing on whether the process can reach some
neighborhood that satisfies the minorization condition. The results are valid not just for
the transition kernels of Markov chains but also for bounded positive kernels, opening the
possibility for new ergodic results. More significantly, we show that threshold GARCH
time series and related models of interest can often be embedded into Feller chains,
allowing us to apply the conclusions above.
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1. Introduction

1.1. Overview

One of the more troublesome features of studying the Markov state process for a nonlinear
time series is that it can be difficult to establish irreducibility and other regularity assump-
tions typically needed for proving ergodicity. Usually, each type of model must be checked
individually, and the process is often tedious. Since the transition probabilities for the state
process are singular (often one-dimensional), one must identify the properties of some n-step
transition density, where n is at least as big as the dimension of the state vector. Models with
discontinuous behavior present further difficulties. For example, it is not at all clear how best
to verify the regularity assumptions for a threshold AR-GARCH model consisting of different
regimes with possibly widely different behavior. (See, for example, Cline (2007).)

By regularity assumptions, we mean φ-irreducibility, aperiodicity, and some type of minor-
ization condition for compact sets. (See Nummelin (1984) or Meyn and Tweedie (1993).)
Compact sets are of particular interest because (irreducible) time series models are usually
transient only by escaping compact sets. The minorization condition is a continuity condition:
it establishes that the behavior of the process is locally smooth in some sense. The (weak)
Feller property, if it holds, is not enough by itself.

As it happens, these properties are closely aligned and frequently end up being verified more
or less simultaneously. This can be a bit of a problem since knowledge of one property may be
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needed to clinch the validity of another. Being global in nature, furthermore, these assumptions
are not easily deduced for nonlinear models, and especially not for threshold models. One
possibility is to establish a weak continuity condition first, such as the Feller property, in the
hope that the stronger properties will then follow from a more local condition. Showing that
this is possible is the first of our objectives for this paper.

On the other hand, the transition kernel for the state process of a threshold model is clearly
not Feller. Or is it? We will show that a typical threshold model can usually be reformulated as a
Feller process. This does not mean that the behavior is no longer discontinuous at the thresholds,
but rather it means that we can deal with the thresholds in an elegant manner, thereby enabling
the use of results for Feller chains. As a result, we will define a class of time series with the
seemingly contradictory descriptor continuous threshold model.

In fact, we wish to verify these regularity assumptions for both stochastic and nonstochastic
kernels. Supposing thatQ0(x,A) = P(X1 ∈ A | X0 = x) is the transition kernel for a Markov
chain {Xt } and that w̃(x, y) ≥ 0, the kernel operator

Q(x,A) = E(w̃(x,X1) 1{X1∈A} | X0 = x) =
∫
A

w̃(x, y)Q0(x, dy) (1.1)

may also be of interest. While such operators may inherit irreducibility from the transition
kernel, they generally do not inherit continuity without also assuming a corresponding continuity
of w̃(x, y).

1.2. Objectives for threshold models

To be more specific, suppose that the Markov chain {Xt } in R
m is defined by

Xt = z(Xt−1, et ) :=
N∑
j=1

hj (Xt−1, et ) 1Cj (Xt−1), (1.2)

where C1, . . . , CN are connected sets with nonempty interiors that partition R
m and hj (x, u),

j = 1, . . . , N , are vector-valued functions, continuous in x. Since z(x, u) is piecewise
continuous but not necessarily continuous, it is easy to see that the Markov transition operator is
usually not Feller. The boundaries of the Cj s are known as thresholds and the Cj s themselves
are called regimes. What is at stake is the behavior of Xt near the thresholds.

Typically, however, the model behavior (within a regime) is locally Lipschitz near the

thresholds. Suppose, for example, that {Xt } satisfies (1.2) with et
i.i.d.∼ µ and h1, . . . , hN as

follows: for some L1 < ∞,

‖hj (x1, u)− hj (x2, u)‖ ≤ L1(1 + ‖u‖)‖x1 − x2‖, j = 1, . . . , N, (1.3)

where ‖ · ‖ here is a norm equivalent to the Euclidean norm. Suppose that we also have, for
some ζ ≥ 0 and locally Lipschitz w̃,

w(x, u) := w̃(x, z(x, u)) ≤ L2(1 + ‖u‖)ζ and E(‖e1‖ζ ) < ∞. (1.4)

In the context of a drift condition for determining whether the process is ergodic, w̃(x, y)might
take the form (1 + ‖y‖)ζ /(1 + ‖x‖)ζ . More generally, we might have a test function V (x)
such that m1(1 + ‖x‖)ζ ≤ V (x) ≤ m2(1 + ‖x‖)ζ , and let w̃(x, y) = V (y)/V (x). (For the
probability transition operator itself, w̃(x, y) ≡ 1.) With µ as the distribution of et on E, the
transition kernel Q is thus given by

Q(x,A) = E(w̃(x,X1) 1A(X1) | X0 = x) =
∫

E

w(x, u) 1A(z(x, u))µ(du).
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In order for this kernel to have sufficient ‘continuity’, there needs to be a certain amount
of regularity near the thresholds. Specifically, the following are needed. Let C◦

j denote the
interior of Cj , and let X# = ⋃N

j=1 C
◦
j . The complement of X# comprises the thresholds.

(i) Conditions (1.3) and (1.4) hold, where w̃(x, y) is positive and locally Lipschitz contin-
uous on R

2m, and is bounded away from 0 on compact sets.

(ii) P(hj (x, e1) /∈ X#) = 0 for all x ∈ C◦
j , j = 1, . . . , N . That is, the process cannot move

directly onto a threshold. This usually requires only that et has a continuous distribution.

(iii) For each ε > 0, finite M , and j1 
= j2, there exists a δ > 0 such that x1, x2 ∈ C◦
j ,

‖xi‖ ≤ M , and ‖x1 − x2‖ < δ imply that

P(hj (x1, e1) ∈ C◦
j1
, hj (x2, e1) ∈ C◦

j2
, ‖e1‖ ≤ M) < ε, j = 1, . . . , N.

This condition says that two processes (driven by the same noise sequence) starting at
adjacent points in the same regime are unlikely to move immediately to different regimes,
such as opposite sides of a threshold.

(iv) Now let C̄j be the closure of Cj , define Xt(x) to be the value of the process assuming
X0 = x, and let d(x) be the distance from x to the nearest threshold. The final condition is
simply that a process starting near a threshold has sufficient probability that it eventually
will not be near a threshold. To be precise, for each x ∈ C̄j , j = 1, . . . , N , and each
sequence {xn} in C◦

j such that ‖xn − x‖ → 0, there exist δ > 0 and k ≥ 1 so that

lim inf
n→∞ P(d(Xk(xn)) > δ) > 0. (1.5)

Note that both k and δ can depend on the sequence {xn}.
How these properties enable us to reformulate {Xt } in terms of a Feller process, and how to
show that the resulting Feller process is sufficiently regular for discussing ergodicity, is the goal
of this paper.

In summary, the objectives of this paper are to determine how the requirements mentioned
in Subsection 1.1 may be simplified in the context of a Feller chain and to show that (most)
threshold models can be redefined as Feller chains, both of which are to be generalized to
bounded positive kernel operators. In addition, we will put the results to use for threshold
GARCH models and for related models of interest. In the remainder of this section, we provide
our general setting and definitions. In Section 2 we summarize certain results about the Feller
and Tweedie properties, as extended to bounded positive operators, in order to establish the
groundwork for additional useful results about Feller operators, also presented in Section 2.
Section 3 is the heart of the paper, where we reformulate well-behaved threshold operators
as Feller operators and identify the consequences. Section 4 contains the applications and
Section 5 has the proofs.

1.3. General setting

Let X be a locally compact separable metric space with metricρ. In the time series setting, we
would usually have X ⊂ R

m with the metric obtained from the Euclidean norm. (In fact, if X is
a locally compact topological vector space, as is usual, then it is necessarily finite dimensional.)
Another metric may be more useful occasionally, such as one that requires compact sets to be
bounded away from the origin. We suppose throughout the paper that Q is a bounded positive
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kernel on X, namely Q(·, A) is a bounded measurable function for each Borel set A ⊂ X and
Q(x, ·) is a nontrivial (finite) measure for each x ∈ X.

Letting L∞(X) denote the class of bounded measurable real-valued functions, Q may be
interpreted as a continuous linear operator from L∞(X) into itself:

Qf (x) :=
∫

X

f (y)Q(x, dy). (1.6)

In particular, Q(x,A) = Q 1A(x). Even when not bounded, we will call any operator
determined by (1.6) a kernel. Of course, we have the usual iteration definitions: (Q1Q2)f =
Q1(Q2f ) and Qnf = Q(Qn−1f ), with Q0f := f . A sequence {Qn} is called a chain.

In general, Q is not an integral operator, which is to say that there need be no measure that
dominates Q(x, ·) for all x. For some n, however, Qn may be integral and that can be helpful.

As is customary, the class of Borel sets will be denoted by B(X) and the class of bounded
continuous real-valued functions (with respect to ρ) will be denoted by C(X, ρ). Where needed,
we have the L∞ norm

‖f ‖ := sup
x∈X

|f (x)| for f ∈ L∞(X)

and the operator norm (since Q is positive)

‖Q‖ := ‖Q 1X ‖ = sup
x∈X

Q(x,X).

When Q(x,X) = 1 for all x, Q is of course stochastic and is the transition kernel for some
Markov chain {Xt }. For example,Xt may be the state vector for a time series {ξt }, an embedding
which enables one to investigate the stability/ergodicity properties of the time series. We are
particularly interested in time series such as the threshold AR model with threshold GARCH
errors. This type of model has state vector

Xt = (ξt , . . . , ξt−p+1, νt , . . . , νt−q+1, σt , . . . , σt−r+1)

defined by

ξt = a0,Jt

p∑
i=1

ai,Jt ξt−i + νt , νt = σtet ,

σt =
(
b0,Jt +

q∑
i=1

bi,Jt ν
2
t−i +

r∑
i=1

ci,Jt σ
2
t−i

)1/2

, and Jt =
N∑
j=1

j 1Xt−1∈Cj ,
(1.7)

where the regimes C1, . . . , CN partition X ⊂ R
2p+q and {et } is an independent and identically

distributed (i.i.d.) real-valued sequence of random variables.
Conditions for the process (1.7) to be ergodic are given in Cline (2007). Models of this

type, or similar, have also been investigated by many authors, including Li and Li (1996), Lu
(1996), Liu et al. (1997), Ling (1999), Ling and McAleer (2002), Ling (2007), and Meitz
and Saikkonen (2008). A general approach for showing ergodicity of such a process involves
verifying a drift condition (cf. Meyn and Tweedie (1993)). Our interest in this paper, however, is
not in the drift condition but rather in the side (regularity) conditions mentioned in the overview.
Our intention is to present a systematic, and hopefully simpler, approach to demonstrating the
regularity conditions for particular threshold models.
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1.4. Definitions

We use the fairly standard terminology from Meyn and Tweedie (1993), extended to positive
kernel operators. Also, see Nummelin (1984).

If a = {an} is a nonnegative sequence and Q is a bounded positive kernel, then let

Ka(x,A) :=
∞∑
n=0

anQ
n(x,A).

When Q is the Markov operator for {Xt } and a is a probability distribution on Z+, Meyn
and Tweedie (1993) point out that Ka is the transition kernel of the sampled chain {XSt }
(St = ∑t

i=1 Yi, Yi
i.i.d.∼ a). Accordingly, we will call any Ka a sampled kernel, though it may

not even be σ -finite. Bounded sampled kernels commute and satisfy (due to the Chapman–
Kolmogorov equations)

KaKb = KbKa = Ka∗b,
where a∗b denotes convolution. WhenKa is bounded and ν is any measure, νKa is the measure
defined by νKa(A) = ∫

Ka(x,A)ν(dx).
We also recall the definition of the resolvent kernel,

Rλ(x,A) :=
∞∑
n=0

λ−n−1Qn(x,A) for λ ∈ C, λ 
= 0,

which satisfies QRλf = λRλf − f . The resolvent is finite (in fact bounded) if |λ| is greater
than the spectral radius of Q, r(Q) := limn→∞ ‖Qn‖1/n. Note that r(Q) ≤ ‖Q‖ < ∞.

We start with two notions of irreducibility, one of which (cf. Nummelin (1984)) has been
found to be the most useful for Markov chain theory. There are others: the functional analysis
literature typically uses a definition much stronger than the ones we consider here.

Definition 1.1. Fix any λ > 0.

(i) Q is calledφ-irreducible if there exists a nontrivial measureφ such thatφ(A) > 0 implies
that Rλ(x,A) > 0 for all x ∈ X. In this case, φ is called an irreducibility measure. If φ
is an irreducibility measure such thatQ is φ1-irreducible if and only if φ1  φ then φ is
called maximal.

(ii) Q is called open set irreducible if Rλ(x,A) > 0 for every nonempty open set A and all
x ∈ X.

Note that the choice of λ is irrelevant to either definition. Henceforth, we will always
assume that λ > r(Q) so that Rλ is bounded. The following states that the existence of
a maximal irreducibility measure is assured when Q is φ-irreducible (see Nummelin (1984,
Proposition 2.4) and Meyn and Tweedie (1993, Theorem 4.2.2)). Throughout this paper, a
proposition will denote a commonly known result from the literature (at least for stochastic
kernels).

Proposition 1.1. If Q is φ-irreducible then a maximal irreducibility measure exists and any
maximal measure is equivalent to the measure ψ defined by

ψ(A) = φ1Rλ(A) =
∫

X

Rλ(y,A) φ1(dy), (1.8)

if λ > r(Q) and φ1 is (without any loss) chosen to be any finite irreducibility measure.
Furthermore, ψ(A) > 0 if and only if ψ({y : Rλ(y,A) > 0}) > 0.
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Remark. Suppose that Q and Q0 are related by (1.1) with w̃(x, y) > 0 for all x, y ∈ X. It is
quite evident from Definition 1.1 thatQ is φ-irreducible if and only ifQ0 is. Although we will
state our results more generally, this is a very common scenario.

Open set irreducibility is an intuitive, if slightly naive, concept. In the case of a Markov
kernel, it indicates simply that the process has a positive chance of eventually being near any
point, no matter where it starts. Focusing on just one such set or point, we have the following
definition.

Definition 1.2. IfRλ(x,A) > 0 for all x ∈ X thenA is called reachable. If every neighborhood
A of x∗ ∈ X is reachable then x∗ is called reachable.

Clearly, ifQ is φ-irreducible then every φ-positive set is reachable. One connection between
reachability andφ-irreducibility is the following, proved in Section 5. Compare with Nummelin
(1984, Proposition 2.5). Other connections will be presented in the second section.

Lemma 1.1. If Q is φ-irreducible with maximal measure φ then every reachable set is
φ-positive. In particular, every neighborhood of a reachable point x∗ is φ-positive.

Furthermore, the set of reachable points is the support of φ (that is, the complement of the
union of all φ-null open sets).

This result implies that a φ-irreducible kernel is open set irreducible if and only if X is the
support of the maximal irreducibility measure. Unfortunately, this seems to be about the only
benefit to asking whether every point is reachable.

We now discuss continuity notions. Recall that C(X, ρ) is the collection of bounded
continuous functions.

Definition 1.3. (i)Q is called Feller if it maps C(X, ρ) into C(X, ρ). In this case, the sequence
{Qn}n≥0 is a called a Feller chain.

(ii) Q is called Tweedie (T -continuous) on (X, ρ) if there exist a bounded sampled kernel Ka
and a positive operator T ≤ Ka such that T (·, A) is lower semicontinuous on (X, ρ) for all
A ∈ B(X) and T (x,X) > 0 for all x ∈ X. In this case, the sequence {Qn}n≥0 is called a
Tweedie chain (T -chain).

Remark. A positive operator T ≤ Ka such that T (·, B) is lower semicontinuous for all
B ∈ B(X) and T (x, ·) is nontrivial for some x is called a continuous component of Ka .
Obviously, the Tweedie property is that some bounded Ka has a continuous component that is
nontrivial everywhere. A continuous componentT such thatT 1X is continuous and everywhere
positive is also known as a strong Feller operator, as it actually maps L∞(X) into C(X, ρ).

The next result is generally known. Its proof relies on the following facts: a bounded function
f is lower semicontinuous if and only if there exists (uniformly) bounded continuous functions
fn ↑ f (cf. Ash (1972, Theorems A.6.4, A.6.6)), if A is open then 1A is lower semicontinuous,
and every bounded continuous function is a limit of simple functions constant on open sets.

Proposition 1.2. The following three statements are equivalent.

(i) Q is Feller.

(ii) Q maps bounded lower semicontinuous functions to bounded lower semicontinuous
functions (and, likewise, bounded upper semicontinuous functions to bounded upper
semicontinuous functions).

https://doi.org/10.1239/aap/1300198512 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1300198512


Irreducibility and continuity for threshold GARCH models 55

(iii) If A is open then Q 1A is lower semicontinuous (and if A is closed then Q 1A is upper
semicontinuous).

Corollary 1.1. Assume that Ka is bounded. If Q is Feller and f is bounded lower semicon-
tinuous, then Kaf is lower semicontinuous. Likewise, if Q is Feller and f is bounded upper
semicontinuous, then Kaf is upper semicontinuous.

In the time series scenario, we can often determine that an operator is Feller by the following
method. This result is easy to show, but later we will present an analogous result (Theorem 3.2)
that is useful even for threshold models.

Theorem 1.1. Suppose that µ is a measure on some space E, and thatw and z are measurable
functions from X × E into R+ and X, respectively. Suppose also that

Qf (x) =
∫

E

w(x, u)f (z(x, u))µ(du), f ∈ L∞(X),

with supx∈X

∫
E
w(x, u)µ(du) < ∞ and µ({u : w(x, u) > 0}) > 0 for each x ∈ X. If

(i) w(·, u) and z(·, u) are continuous at x, µ-almost everywhere (µ-a.e.) for each x ∈ X,
and

(ii) {w(x, ·)}x∈K is µ-uniformly integrable for every compact K ⊂ X,

then Q is Feller.

Remark. For a concrete example, think of the (possibly nonlinear) time series

Xt = z(Xt−1, et ) := a(Xt−1)+ b(Xt−1)et ,

{et } i.i.d.∼ µ, and let w(x, u) = w̃(x, z(x, u)). Then let Q be the operator defined by

Q(x,A) = E(w̃(x,X1) 1A(X1) | X0 = x).

The conditions of the theorem would be satisfied if, for example, a, b, and w̃ are continuous,
max(‖a(x)‖, ‖b(x)‖) ≤ c1(1+‖x‖), 0 < w(x, u) ≤ c2(1+‖u‖)ζ , ζ > 0, and E(‖e1‖ζ ) < ∞.

The Feller property is a longstanding and common assumption in Markov chain literature.
Unfortunately, it fails to hold for threshold models such as (1.7) due to the inherent disconti-
nuities across thresholds. Often, however, this problem can be circumvented by a redefinition
of the process. (See Theorem 3.2 below.) In that event, it will be useful to ask what the Feller
property can tell us about φ-irreducibility and T -continuity. (In general, the Feller property
neither implies nor is implied by the Tweedie property.)

2. Continuity results

2.1. The role of compact sets

Section 2 is both a review of basic results found mostly in Meyn and Tweedie (1993) and an
extrapolation of those results to more usable form. With an impressive presentation, Meyn and
Tweedie (1993) show that the use of petite sets (see Definition 2.1(ii)) is optimal for establishing
a drift condition for ergodicity of a Markov chain. The problem is that in order to demonstrate
that compact sets in particular are petite, one is usually required first to show that the process
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is Tweedie. This can be a complicated undertaking, especially as the same task may also be
needed to establish φ-irreducibility. See, for example, Cline (2007, Theorem 5.1).

As indicated in the introduction, compact sets play a crucial role. A time series that ‘explodes’
(i.e. escapes all compact sets) obviously is not going to be ergodic, and it is just this sort of
behavior that a drift condition prohibits. (A time series whose state process, in contrast, shrinks
toward a lower-dimensional space frequently has other issues, such as nonirreducibility, which
may be remedied by redefining the process.) Showing that compact sets are petite, therefore,
is an important part of the procedure for verifying the regularity and stability of a time series
model. It is important to keep in mind that we are assuming X is locally compact.

Although the Tweedie property is exactly the right criterion for this task, we are looking
for another approach, one we hope minimizes or at least systematizes the effort required. This
approach will take advantage of the Feller property and the verification of a more local problem,
namely the existence of an open reachable petite set. We do this in Subsection 2.4. We also
discuss some of the strategies for accomplishing this and we conclude the section with a look
at aperiodicity.

2.2. Small and petite sets

In this subsection, we recall the definitions for small and petite sets and summarize some of
their properties in the context of bounded positive kernels. See Nummelin (1984) and Meyn
and Tweedie (1993).

Definition 2.1. Suppose that A ∈ B(X).

(i) A is called νn-small if, for all B ∈ B(X), it satisfies the minorization condition

Qn(·, B) ≥ 1A(·)νn(B) for some n ≥ 1 and some measure νn. (2.1)

(ii) A is called νa-petite if, for all B ∈ B(X), it satisfies the minorization condition

Ka(·, B) ≥ 1A(·)νa(B) for some bounded Ka and some measure νa . (2.2)

Obviously, small sets are also petite. Likewise, it is clear that every subset of a small (petite)
set is small (petite). It is useful to note that (2.1) and (2.2) need only to be checked for open B.
In fact, if X is an open or closed subset of R

m, under the Euclidean metric, then they need only
be checked for open rectangles. See Lemma 5.1 and Lemma 5.3.

A key result, noted in Proposition 5.2.4(i) and Proposition 5.5.4(i) of Meyn and Tweedie
(1993) is the following.

Proposition 2.1. (i) IfA is νn-small andQm(x,A) ≥ δ > 0 for all x ∈ B, thenB is νn+m-small
with νn+m = δνn.

(ii) IfA is νa-petite andKb(x,A) ≥ δ > 0 for all x ∈ B, thenB is νa∗b-petite with νa∗b = δνa .

The existence of nontrivial small or petite sets (apparently) is not generally assured. We
do have the following, however, from Proposition 2.6 of Nummelin (1984) or Theorems 5.2.2
and 5.2.4(iii) of Meyn and Tweedie (1993).

Proposition 2.2. If Q is φ-irreducible and φ is maximal, then every φ-positive set contains a
φ-positive small subset. Also, every φ-positive small set is both νn-small and νn-positive for
some n and νn.

We are interested here in the consequences of the existence of a reachable petite set. The
following characterization is surprising in its simplicity and yet apparently is a new result.
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Theorem 2.1. There exists a reachable petite set if and only ifQ is φ-irreducible. In this case,
if φ is maximal then every reachable set is φ-positive and contains a φ-positive small set.

Theorem 2.1 is verified in Section 5. It is part of the key to our stated purpose of finding a
localized criterion.

2.3. Tweedie chains

Meyn and Tweedie (1993) looked at the relationship between the Tweedie property (T -
continuity) and other properties for a stochastic kernelQ. Though some of their proofs require
a close look for bounded positive kernels, the results all extend.

This first result is proven for bounded positive kernels exactly as it is for stochastic kernels,
using Meyn and Tweedie (1993, Propositions 6.2.1, 6.2.3, and 6.2.4).

Proposition 2.3. Suppose that Q is Tweedie and that a reachable point x∗ exists. Then Q is
φ-irreducible.

The next, very important, result is a consequence of relating the kernelQ to the topology of
X (cf. Meyn and Tweedie (1993, Theorem 6.2.5(i), using Propositions 6.2.3 and 6.2.4)).

Proposition 2.4. If every compact set is petite then Q is Tweedie.

A partial converse to Proposition 2.4 also holds. The proof is based on Meyn and Tweedie
(1993, Theorem 6.2.5(ii)), which relies on Proposition 2.2, and on Meyn and Tweedie (1993,
Theorem 6.2.6), and may be used here without modification. Note that Proposition 2.3 is used
for the case where Q is assumed open set irreducible.

Proposition 2.5. If Q is either φ-irreducible or open set irreducible and Q is Tweedie, then
every compact set is petite.

Indeed, our primary interest is in showing that compact sets are petite as this is precisely
what we need (in a time series setting) to establish a drift condition for ergodicity. How-
ever, Proposition 2.5 requires both φ-irreducibility and T -continuity. (In fact, one method
(cf. Proposition 2.3) for showing φ-irreducibility requires first showing T -continuity.) We
would like to simplify how this may be done.

We summarize with the following result.

Theorem 2.2. The following statements are equivalent.

(i) Q is φ-irreducible and every compact set is petite.

(ii) Q is φ-irreducible and Tweedie.

(iii) Q is Tweedie and a reachable point exists.

Before moving on, we consider the existence of open petite sets. The proof of this is given
in Section 5.

Theorem 2.3. Suppose that Q is φ-irreducible and Tweedie. Then a φ-positive open (and
reachable) petite set exists.

2.4. Feller chains

Meyn and Tweedie (1993) also looked at Feller Markov chains that are φ-irreducible.
The next two results again extend to bounded positive operators. See Lemma 6.2.7 and
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Proposition 6.2.8, respectively, of Meyn and Tweedie (1993). Note that the support of φ is
defined to be the complement of the union of all φ-null open sets.

Proposition 2.6. If Q is φ-irreducible and Feller, then the closure of every petite set is petite.

Proposition 2.7. If Q is φ-irreducible and Feller, and if either an open φ-positive petite set
exists or the support of φ has a nonempty interior, then every compact set is petite and Q is
Tweedie.

Note that Proposition 2.7 is a partial converse to Theorem 2.3. Part of the assertion
in Proposition 2.7 relies on the following corollary to Proposition 2.2 and Proposition 2.6.
See the proof of Proposition 6.2.8(ii) in Meyn and Tweedie (1993).

Proposition 2.8. IfQ is φ-irreducible and Feller and the support of φ has a nonempty interior,
then an open φ-positive petite set exists.

Remark. From Lemma 1.1 we see that (when Q is φ-irreducible) the support of φ has a
nonempty interior if and only if there exists an open set of reachable points. However, the
existence of such a set is not necessary for either Feller or Tweedie operators that are not
φ-irreducible, as illustrated by the simple example Q 1B(x) = 1B(0), x ∈ X = [−1, 1],
B ∈ B([−1, 1]).

The next lemma is analogous to Proposition 2.3 above.

Lemma 2.1. Suppose that Q is Feller and that a reachable point x∗ exists. If A is open and
Rλ(x∗, A) > 0, then A is reachable.

In particular,Q is open set irreducible if and only ifRλ(x∗, A) > 0 for all nonempty openA.

Again, our main interest here is to determine when every compact set is petite for a Feller
chain without initially verifying that it is either a Tweedie chain or φ-irreducible, as is required
for both Proposition 2.5 and Proposition 2.7. Thus, we have the following characterization of
an important subclass of Feller operators. As before, the proof is given in Section 5.

Theorem 2.4. Suppose that Q is Feller. Then the following statements are equivalent.

(i) Q is φ-irreducible and Tweedie (and every compact set is petite).

(ii) There exist a reachable point x∗ and an open petite set A such that Rλ(x∗, A) > 0.

(iii) There exists an open, reachable petite set.

The key to applying Theorem 2.4 is in verifying either (ii) or (iii). Showing that a point or
set is reachable is best done by a method we call tunneling.

Lemma 2.2. Assume thatQ is Feller. Suppose that Ka1 , . . . , Kan and x0, x1, . . . , xn are such
thatKai (xi−1, A) > 0 for all open A containing xi, i = 1, . . . , n. Let b = a1 ∗ · · · ∗ an. Then,
given any neighborhood An of xn, there exists a neighborhood A0 of x0 such that x ∈ A0
implies that Kb(x,An) > 0.

In particular, suppose that x∗ is fixed. If, for each x ∈ X, there exists x0, x1, . . . , xn as
above with x0 = x and xn = x∗, then x∗ is reachable.

To show that a set A is small (and, hence, petite), it obviously suffices to show that there
exists a measure ν, n ≥ 1, and D ∈ B(X) such that Qn(x,D) ≥ ∫

D
g(x, y)ν(dy) with g

bounded away from 0 on A × D. This entails finding the density g, however, so it may be
preferable to accomplish it with the following result.
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Lemma 2.3. Suppose that X is a locally compact subset of R
m. Let ν̃ be a measure on B(R),

and let ci, di ∈ R be such that (c1, d1) × · · · × (cm, dm) ⊂ X and ν̃((ci, di)) > 0 for each
i = 1, . . . , m. If there exists n ≥ 1 such that

Qn(x, (a1, b1)× · · · × (am, bm)) ≥
m∏
i=1

ν̃((ai, bi)) for all ai, bi ∈ [ci, di] and x ∈ A, (2.3)

then A is νn-small (and, hence, petite).

The intervals (ci, di) in Lemma 2.3 may be chosen as small as one likes, subject to the
constraint ν̃((ci, di)) > 0.

2.5. Aperiodicity

Although aperiodicity is not required for a stationary distribution to exist (in the Markov
setting), it is required for ergodicity. As in the previous subsections, we wish to approach it in
the context of a Feller chain.

Definition 2.2. Suppose that Q is φ-irreducible. If there exist a φ-positive set A, n1, n2 with
gcd(n1, n2) = 1, and positive c such that A is νni -small, i = 1, 2, with νn2 = cνn1 , then Q is
called aperiodic.

The following theorem shows how the Feller property can be used to help verify aperiodicity.

Theorem 2.5. Assume that Q is Feller, and that B is open and νn-small.

(i) Suppose that there exist x∗ ∈ X and n1, n2 with gcd(n1, n2) = 1 such thatQni (x∗, B) >
0, i = 1, 2. Then there exist an open νn1 -small and νn2 -small set with νn2 = cνn1 for
some c > 0.

(ii) If x∗ ∈ B, it suffices to have n1 = n and Qn2(x∗, B) > 0 with gcd(n, n2) = 1.

(iii) If, in addition to (i) or (ii), x∗ is reachable then Q is aperiodic, φ-irreducible, and
Tweedie.

For an aperiodic chain, all petite sets are small (see Meyn and Tweedie (1993, Theo-
rem 5.5.7)).

We conclude this section with a summarization that characterizes a very workable strategy
for the time series models we are interested in. Here we assume that X is a closed (or at
least locally compact) subset of R

m. Let Aδ be the open rectangles with sides of length δ and
intersected with X.

Theorem 2.6. Suppose that X is a locally compact subset of R
m and that Q is Feller. Assume

that there exist a reachable point x∗, a neighborhood B of x∗, n1, n2 with gcd(n1, n2) = 1, a
measure ν that is nontrivial on B, and δ > 0 such that

Qn1(x∗, B) > 0 and Qn2(y,A) ≥ ν(A) for all A ∈ Aδ1 , δ1 ≤ δ, y ∈ B. (2.4)

Then Q is aperiodic, φ-irreducible, and Tweedie.
The converse is also true (even if Q is not Feller).
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3. Threshold models

3.1. Extended state space

In Section 2 we discussed many results, not all new, in a fairly general context of bounded
linear operators, with an emphasis on those having the Feller property. In this section we will
focus more narrowly on operators that are inherently not Feller but have sufficient structure
that their continuity properties may be assessed. Specifically, we are interested in threshold
operators such as those derived from (1.1) and (1.2). The objective of the section is to identify
Feller-like characteristics that may be exploited for use in other results. This will be a staged
undertaking as we first extend the state space to accommodate the thresholds and regimes
(Subsection 3.1), then we provide a condition for a threshold chain to be embedded in a Feller
chain on the extended state space (Subsection 3.2) and, finally, we demonstrate that many
threshold models are in fact Tweedie chains (Subsections 3.3 and 3.4). All the results for this
section are proven in Subsection 5.2. As before, we will provide results valid for bounded
positive operator chains and not just for Markov chains.

Recall that the threshold nature of the model in (1.2) is determined by the regimesC1, . . . ,CN ,
which are connected sets with nonempty interiors, and by continuous functions hj (x, u),
j = 1, . . . , N . Since z(x, u) = ∑N

j=1 hj (x, u) 1Cj (x) is merely piecewise continuous, it
is easy to see that the Markov transition operator is usually not Feller. This complicates the use
of results such as Theorem 2.4. One might hope somehow to apply the results to the interior
of the regimes, but this is not completely helpful because compact subsets of the interior are
bounded away from the thresholds and our ultimate goal is to identify conditions for which
subsets with compact closure in the full state space are petite.

Still, the piecewise continuity and the interior behavior should count for something. Accord-
ingly, we will explore how to take advantage of the piecewise continuity in order to reformulate
the process as a Feller chain, at least when it is appropriately well behaved. To this end, let
C◦

1 , . . . , C
◦
N be the interiors, called components, of C1, . . . , CN . We are interested in behavior

that is continuous on X# = ⋃N
j=1 C

◦
j but not on X itself. On the other hand, this behavior will

often be somewhat regular (e.g. uniformly continuous) near the boundaries. Before we can
properly describe what we mean by this, we must first identify a useful subclass of C(X#, ρ)

and we change the metric.
It is important to note that we require X to be complete under the metric ρ in this section.

Definition 3.1. Suppose that (X, ρ) is a complete separable, locally compact metric space and
that X# is an open subset of X.

(i) Define Cu(X#, ρ) to be the collection of bounded real-valued functions on X# that are
uniformly continuous on K ∩ X# for each ρ-compact K ⊂ X.

(ii) For x1, x2 ∈ X#, define the metric

ρ#(x1, x2) =
⎧⎨
⎩
ρ(x1, x2) if there is a connected subset of X# containing both x1

and x2,
ρ(x1, x2)+ 1 otherwise.

Remark. It is easily seen that Cu(X#, ρ) is complete under the norm ‖ · ‖, and, therefore, is a
Banach space.

It is a mouthful, but one may say that a function in Cu(X#, ρ) is ρ-locally uniformly
ρ#-continuous. Although the metric ρ# separates points that are on opposite sides of a boundary,
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convergence (within a component) under ρ# is the same as it was with ρ. To complete (X#, ρ#),
however, we must embed it in a larger space. Note that X# is the union of at most countably
many disjoint, open, connected sets, say {C◦

1 , C
◦
2 , . . .}. By identifying X# with

⋃
j (C

◦
j × {j}),

we may obtain its closure under ρ#. Formally, we have the following theorem, which not only
shows how to complete X#, but also helps to characterize Cu(X#, ρ).

Theorem 3.1. Suppose that {C◦
1 ,C

◦
2 , . . .} is a collection of disjoint, open, connected subsets of a

complete separable, locally compact metric space (X, ρ), X# = ⋃
j C

◦
j , and ρ# is the metric de-

fined in Definition 3.1. We make the obvious identification of X# with X̂# = ⋃
j (C

◦
j × {j}).

(i) The completion of X# under ρ# may be identified with X̂ = ⋃
j (C̄j × {j}), where C̄j is

the ρ-closure ofC◦
j within X. We can interpret X̂ as a closed subset of X×Z, with metric

ρ̂#((x1, j1), (x2, j2)) = ρ(x1, x2)+ |j1 − j2|.
(ii) Treating (X̂#, ρ#) as a subspace of (X̂, ρ̂#), every function in Cu(X̂#, ρ̂#) has a unique

extension to a function in C(X̂, ρ̂#), and we may equate the Banach spaces Cu(X̂#, ρ̂#)

and C(X̂, ρ̂#).

(iii) Cu(X#, ρ) ⊂ Cu(X̂#, ρ̂#) (with the obvious identification of functions on X# and X̂#), and
if each ρ-compactK ⊂ X intersects only finitely many of {C◦

1 , C
◦
2 , . . .} then Cu(X#, ρ) =

Cu(X̂#, ρ̂#).

In summary, if X# has finitely many components then Cu(X#, ρ) is effectively the same as
C(X̂, ρ̂#).

The point of Theorem 3.1 is that the boundary of C◦
j remains separate from the boundary

of C◦
k in X̂, if j 
= k, even though they may overlap in X. This separation enables us to

extend the well-behaved functions in Cu(X#, ρ) to continuous functions on X̂. We may use
the notation a bit loosely, sometimes equating (X#, ρ#) with (X̂#, ρ̂#). Likewise, we will refer
interchangeably to functions on the two spaces, and we will use x to denote an element of X̂,
with the understanding that it has different identities on the boundaries depending on which C◦

j

it is associated with. If need be, one may denote such identities by x(j). For the sake of clarity,
we summarize the metric spaces:

(X, ρ) = complete, separable metric space,

(X#, ρ#) = interior of X with metric that separates components,

(X̂#, ρ̂#) = same as (X#, ρ#), but with points labeled by the component they are in,

(X̂, ρ̂#) = completion of (X̂#, ρ̂#).

Remark. As completeness is a property of the metric, not just of the topology, the results of
the next two subsections will depend on the choice of the metric ρ.

3.2. Feller chains on X̂XX

The state process for most threshold models is not Feller, due to the discontinuous behavior
of the process near the thresholds. If, however, the behavior within each regime is uniformly
continuous near the thresholds then there is some hope of sufficient continuity as long as the
state process cannot go directly to the thresholds. This is the case for most (if not nearly all)
common models.
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In what follows, X, X#, X̂, and X̂# are as in the previous subsection. Also, recall that a
collection {fγ }γ∈� is uniformly equicontinuous with respect to ρ# if, for each ε > 0, there
exists a δ > 0 such that ρ#(x1, x2) < δ implies that supγ∈� |fγ (x1)− fγ (x2)| < ε.

Theorem 3.2. Suppose that µ is a finite measure on some space E, w and z are measurable
functions from X × E into R+ and X, respectively, and that

Qf (x) =
∫

E

w(x, u)f (z(x, u))µ(du), f ∈ L∞(X). (3.1)

Assume also that ‖Q 1X ‖ = supx∈X

∫
E
w(x, u)µ(du) < ∞, µ({u : w(x, u) > 0}) > 0 for

each x ∈ X, and µ({u : z(x, u) /∈ X#}) = 0 for all x ∈ X#.
If, for every ρ-compact K ⊂ X, there exist Bn ↑ B, µ(Bc) = 0, such that

(i) {w(·, u)}u∈Bn and {z(·, u)}u∈Bn are uniformly equicontinuous on (K ∩ X#, ρ#),

(ii) {w(x, ·)}x∈K∩X# is µ-uniformly integrable, and

(iii) for all n,

lim
δ↓0

sup
ρ#(x1,x2)<δ
x1,x2∈K∩X#

µ({u : ρ#(z(x1, u), z(x2, u)) ≥ 1} ∩ Bn) = 0,

thenQmaps Cu(X#, ρ) into Cu(X#, ρ). In this case, we will say thatQ is Cu-Feller on (X#, ρ#).
Moreover, if each ρ-compact K ⊂ X intersects only finitely many of {C◦

1 , C
◦
2 , . . .} then the

restriction ofQ to X# has a unique extension to a Feller operator Q̂ on L∞(X̂). This operator
may be computed as follows. If ρ̂#(xn, x) → 0 as n → ∞ with xn ∈ X̂# then (again identifying
Cu(X#, ρ) with C(X̂, ρ̂#))

Q̂kf (x) = lim
n→∞Q

kf (xn) for all f ∈ C(X̂, ρ̂#), k ≥ 0. (3.2)

The representation in (3.2) may not hold for f /∈ C(X̂, ρ̂#).

Remark. Condition (i) of Theorem 3.2 says that z(·, u) is ρ#-continuous as a function into
(X, ρ), but it is not generally true (even µ-a.e.) that it may be interpreted as a ρ#-continuous
function from (X#, ρ#) into (X̂, ρ̂#). It is even more futile to hope that z(·, u)may be extended
to a function that is µ-a.e. continuous from (X̂, ρ̂#) into (X̂, ρ̂#). That would require at least

lim
δ↓0

µ
({
u : sup

ρ#(x1,x2)<δ
x1,x2∈K∩X#

ρ#(z(x1, u), z(x2, u)) ≥ 1
}

∩ Bn
)

= 0, (3.3)

which usually cannot hold unless z is already continuous. (An exception would be if z maps
each C◦

j into a single C◦
k , µ-a.e.)

Also, it is tempting to try to give an integral representation to Q̂, for example, by applying
Theorem 3.1(ii) to w(·, u) and z(·, u), and substituting the extensions into (3.1). But this is
not generally possible, now because f need not be ρ-continuous. Consequently, Theorem 3.2
cannot be proven simply by combining Theorems 1.1 and 3.1.

On the other hand, the conditions of Theorem 3.2 essentially say that z(·, u) andw(·, u)may
be considered to be continuous functions into (X̂, ρ̂#) in measure. This is enough for the result
to hold.
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The following is an immediate consequence of Theorem 3.2.

Theorem 3.3. For the scenario described in Subsection 1.2, including conditions (i)–(iii), Q
is Cu-Feller under the Euclidean metric and its restriction to X# has a unique extension to a
Feller operator Q̂ on X̂.

Three additional corollaries complete this subsection.

Corollary 3.1. Make the same assumptions as in Theorem 3.2, and let K ⊂ X be ρ-compact.
Suppose that {fγ }γ∈� is uniformly equicontinuous on (K∩X#, ρ#) and that supγ∈� ‖fγ ‖ < ∞.
Then {Qfγ }γ∈� is uniformly equicontinuous on (K ∩ X#, ρ#).

Corollary 3.2. Assume thatKa is bounded. IfQ is Cu-Feller thenKa(·, A) is lower semicon-
tinuous on X# for all open A ⊂ X#.

As a consequence of Corollary 3.2, some of the results about Feller operators in Sections 1
and 2 may be restated for Cu-Feller operators. In particular, the following result is helpful.

Theorem 3.4. Suppose that {Qn} is a Cu-Feller chain. Then Lemma 2.2 and Theorem 2.5
apply to the restriction of Q to X#.

However, as compact subsets of X# are bounded away from the thresholds, the restated
results still fall short of our goal to identify conditions that imply the subsets with compact
closure in X are petite.

3.3. Continuous threshold chains

The conditions in Theorem 3.2 are purposely stated in terms of (X#, ρ#) because we really
want to restrict the chain to X#. (Recall that we assume that z(x, u) ∈ X#, µ-a.e.) For this to be
useful, however, we also need to know that X

c
# is not absorbing. Hence, we have the following

lemma. First, some notation. We set

z1(x, u1) = z(x, u1), w1(x, u1) = w(x, u1),

zk(x, u1, . . . , uk) = z(zk−1(x, u1, . . . , uk−1), uk), k ≥ 2,

wk(x, u1, . . . , uk) = w(zk−1(x, u1, . . . , uk−1), uk)wk−1(x, u1, . . . , uk−1), k ≥ 2,

and µk = µ× · · · × µ to be the product measure on E
k . Thus,

Qkf (x) :=
∫

Ek

wk(x, u1, . . . , uk)f (zk(x, u1, . . . , uk)) µk(du1 · · · duk).

We also make the obvious definition R̂λ = ∑∞
n=0 λ

−n−1Q̂n.

Lemma 3.1. Make the same assumptions as in Theorem 3.2, and suppose that X is theρ-closure
of X#. Define d(x) = infx′∈ X

c
#
ρ(x, x′), the ‘distance’ from x to X

c
#. If, for each x /∈ X# and

each ρ#-Cauchy sequence in X# such that ρ(xn, x) → 0, there exist δ > 0 and k ≥ 1 so that

lim inf
n→∞ µk({u : wk(xn, u1, . . . , uk) > δ, d(zk(xn, u1, . . . , uk)) > δ}) > 0, (3.4)

then R̂λ(x, X̂#) > 0 for all x ∈ X̂.

A condition such as the one in Lemma 3.1 is needed because, in general, it is not easy to
compare R̂λ(x, X̂#) to lim infρ(xn,x)→0 Rλ(xn,X#) and, moreover, the latter may not be helpful
because Rλ(xn,X#) need only be lower semicontinuous. Indeed, the conclusion of Lemma 3.1
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need not hold. Consider the situation with the usual metric on X = R, X# = (∞, 0)∪ (0,∞),
and z(x, u) = xu. Set fλ(y) = min(|y|/λ, 1), with λ > 0. Clearly,

Q̂fλ(0) = lim
x→0

∫
R

w(x, u)min(|xu|/λ, 1)µ(du) = 0 for all λ > 0,

implying that Q̂(0, X̂#) = limλ↓0 Q̂fλ(0) = 0, and, thus, R̂λ(0, X̂#) = 0.

Definition 3.2. We say that {Qn} is a continuous threshold chain on (X, ρ) if there exist
disjoint, open connected sets C◦

1 , . . . , C
◦
N such that Q satisfies the conditions of Theorem 3.2

and Lemma 3.1 with X# = ⋃N
j=1 C

◦
j .

Remark. The choice for C◦
1 , . . . , C

◦
N is not necessarily the obvious one from the piecewise

continuity of z(·, u). For example, in models with a delay, the regime containing the new
observation Xt = z(Xt−1, et ) is known in advance from the value of Xt−1, meaning that
we must account for the regimes of the process at earlier times. Satisfying all the conditions
of Theorem 3.2, as well as the condition of Lemma 3.1, thus requires carefully splitting regimes.
See the examples below.

Theorem 3.5. For the scenario described in Subsection 1.2, including conditions (i)–(iv), {Qn}
is a continuous threshold chain under the Euclidean metric on X.

Theorem 3.2, Lemma 3.1, and Definition 3.2 lead immediately to the following theorem.

Theorem 3.6. If {Qn} is a continuous threshold chain on (X, ρ) thenQ is Cu-Feller on (X#, ρ#)

and Q may be extended to an operator Q̂ that is Feller on (X̂, ρ̂#) with the property that
R̂λ(x, X̂#) > 0 for all x ∈ X̂.

By identifying the conditions needed to embed the chain into a Feller chain on X̂, we have
actually better organized the method for verifying when compact sets are petite or for verifying
a drift condition (since even that necessitates some continuity). See Cline (2007). We turn now
to the question of compact sets being petite.

3.4. Tweedie chains on X̂XX

We may now state the definitive, key result of the paper, as it identifies the petite sets for the
restriction of Q to X#.

Theorem 3.7. Suppose that {Qn} is a continuous threshold chain and that there exists an open
petite set A ⊂ X# with Rλ(x,A) > 0 for all x ∈ X#. Then Q̂ is φ-irreducible and Tweedie on
(X̂, ρ̂#), and every ρ̂#-compact set is petite.

In this case, we say thatQ is Cu-Tweedie on (X#, ρ#), and we observe thatQ isφ#-irreducible
on X# for some measure φ#, and the petite sets in X# include all sets whose ρ-closure in X is
compact.

Remark. The Cu-Tweedie property on (X#, ρ#) is stronger than the Tweedie property on
(X#, ρ#), when Q is φ-irreducible, because compact sets in the latter are bounded away from
the boundaries. The Cu-Tweedie property is useful in a time series setting because we want
to include sets with compact closure that touch the boundaries. One advantage to defining the
Cu-Feller and Cu-Tweedie properties on (X#, ρ#) is that we are allowed to restrict the chain
to X#.
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Returning once again to the scenario in Subsection 1.2, we see that both irreducibility and
continuity (in terms of a minorization condition on compact sets) boil down to finding an open
petite set that is accessible from any state in X#.

4. Examples

4.1. An unusual bilinear model

This example is simple, but we use it to help clarify several points about Theorem 3.2, as
well as to demonstrate how to check the continuous threshold conditions. The model is given
by (1.2) with X = E = R, X# = (−∞, 0) ∪ (0,∞), and

z(x, u) =
{
h1(x, u) := min(xu, a1 + b1u+ c1xu) if x ≤ 0,

h2(x, u) := min(xu, a2 + b2u+ c2xu) if x > 0.

We assume that aj 
= 0 and bj 
= 0, j = 1, 2, and that et
i.i.d.∼ µ, whereµ has a bounded positive

density. Here we let Q be the probability transition kernel for the model, so w(x, u) ≡ 1 and

Q(x,B) = µ({u : z(x, u) ∈ B}) = P(z(x, e1) ∈ B).
This fits the situation discussed at the end of Subsection 1.2 so we will check the four conditions
described there. Clearly, condition (i) holds, and P(hj (x, e1) = 0) = 0 if x 
= 0, so
condition (ii) holds.

Next, we demonstrate condition (iii). Fix M < ∞, and let L = max(|c1|, |c2|, 1). Suppose
that ρ#(x1, x2) < δ ≤ (1/4ML)minj=1,2 |aj |. That is, |x1 − x2| < δ and x1x2 > 0. Assume
that (−1)j x1 > 0. Then we are concerned with the event hj (x1, e1)hj (x2, e1) < 0, |e1| ≤ M .
However, this event can only occur when both x1e1 > 0, x2e1 > 0 and (aj+bj e1+cj x1e1)(aj+
bj e1 + cj x2e1) < 0 (and cj 
= 0). Without loss, suppose that cj x1e1 < cjx2e1. The event
becomes

aj + bj e1 + cj x1e1 < 0 < aj + bj e1 + cj x2e1, x1e1 > 0, x2e1 > 0, |e1| ≤ M. (4.1)

Since δ ≤ |aj |/4ML, the event is not possible if mini=1,2 |bj + cj xi | < |aj |/2M . Otherwise,
it implies that e1 is contained in a specific interval of length at most 2δLM . We thus have

P(hj (x1, e1)hj (x2, e1) < 0, |e1| ≤ M) ≤ sup
y∈R

P(y ≤ e1 ≤ y + 2δLM) if ρ#(x1, x2) < δ,

and this can be made arbitrarily small since µ has a bounded density. So condition (iii) holds.
On the other hand, if e1(aj + bj e1) 
= 0 then there always exist x1, x2 (depending on e1)
with ρ#(x1, x2) < δ such that (4.1) holds and, hence, ρ#(z(x1, e1), z(x2, e1)) ≥ 1. Thus, (3.3)
cannot be true.

Finally, |x| < δ/L implies that

P(|z(x, e1)| > δ) ≥ P(min(a1 + b1e1, a2 + b2e1) < −2δ) > 0,

which verifies (1.5) with k = 1. In conclusion, we have shown that this is a continuous threshold
model.

Now we look closely at the operator Q̂. Although it is not generally necessary to evaluate it,
we want to see why Q̂must be defined by computation (3.2). Let 0− and 0+ be the two identities
for 0, according to which component interval it is associated with. We can represent the extended
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state space by X̂ = (−∞, 0−] ∪ [0+,∞). For λ > 0, let fλ(x) = (1−x/λ) 1(0,λ)(x). Then fλ
is ρ#-continuous on X# and its extension to X̂ is f ∗

λ (x) = (1 − x/λ) 1[0+,λ)(x). By dominated
convergence and the continuity of µ,

Q̂f ∗
λ (0

+) = lim
x↓0

Qfλ(x)

= lim
x↓0

E

((
1 − 1

λ
min(xe1, a2 + b2e1 + c2xe1)

)
1{0<min(xe1,a2+b2e1+c2xe1)<λ}

)
= P(e1 > 0, a2 + b2e1 > 0).

As this is the same for all λ, we may deduce that Q̂(0+, (0,∞)) = 0 and Q̂(0+, {0+}) =
P(e1 > 0, a2 +b2e1 > 0). Likewise, let gλ(x) = (1+x/λ) 1(−λ,0)(x). Then we may compute

Q̂(0+, {0−}) = lim
λ↓0

lim
x↓0

Qgλ(x)

= lim
λ↓0

(
E

((
1 + 1

λ
(a2 + b2e1)

)
1{−λ<a2+b2e1<0}

)
+ P(e1 < 0, a2 + b2e1 > 0)

)
= P(e1 < 0, a2 + b2e1 > 0),

while a similar argument gives

Q̂(0+, (y1, y2)) = P(y1 < a2 + b2e1 < y2) for y1 < y2 < 0.

On the other hand, suppose that we define the extension of z(·, u) to X̂ in the obvious way,
so that z∗(0+, u) = min(0, a2 +b2u). It would be a mistake to equate Q̂(0+, {0+}) either with

lim
λ↓0

E(fλ(z
∗(0+, e1))) = lim

λ↓0
E(fλ(min(0, a2 + b2e1))) = 0

or with

lim
λ↓0

E(f ∗
λ (z

∗(0+, e1))) = lim
λ↓0

E(f ∗
λ (min(0, a2 + b2e1))) = P(a2 + b2e1 > 0).

4.2. The threshold GARCH model with delay

From the previous subsection, it is clear that checking condition (iii) in Subsection 1.2
(equivalently, condition (iii) of Theorem 3.2) is likely to be more involved than checking the
other conditions. In addition, it is sometimes necessary to redefine the regimes so that the
conditions will hold. This is usually necessary in the case of a model with delay, as we now
demonstrate.

Let bji and cji be nonnegative constants such that bj0 > 0, bj1 + · · · + bjp > 0, and
cj1 + · · · + cjq > 0, j = 1, 2. For x = (x1, . . . , xp+q)∈ X = R

p × R
q
+, define

σ(x) =
2∑
j=1

(
1{(−1)j xm>0}

(
bj0 +

p∑
i=1

bjix
2
i +

q∑
i=1

cjix
2
p+i

)1/2)
.

A threshold GARCH(p, q) time series with delay m ≤ p is given by

νt = σtet , σt = σ(νt−1, . . . , νt−p, σt−1, . . . , σt−q),

where {et } is an i.i.d. sequence of random variables on E = R with continuous distribution µ.
We assume without any loss that µ({u : |u| > 1}) > 0. (We will make additional assumptions
about the parameters and µ later.)
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The delay refers to the fact that the choice of regime 1 or 2 depends only on νt−m. Let

z(x, u) = (σ (x)u, x1, . . . , xp−1, σ (x), xp+1, . . . , xp+q−1),

where x = (x1, . . . , xp+q). For this model, the state vector is

Xt = z(Xt−1, et ) = (νt , . . . , νt−p+1, σt , . . . , σt−q+1).

Because of the delay (in the casem > 1), additional thresholds are needed to express the model
in the form required for our results. We define new regime components

C◦
j = {x ∈ X : (−1)ji xi > 0, i = 1, . . . , m, and xi > 0, i = p + 1, . . . , p + q}

for j = (j1, . . . , jm) ∈ {1, 2}m, and set X# = ⋃
j∈{1,2}m C◦

j . Of course, for x ∈ C◦
j , the choice

of parameters depends only on jm. That is, x ∈ C◦
j implies that

σ(x) = vjm(x) :=
(
bjm0 +

p∑
i=1

bjmix
2
i +

q∑
i=1

cjmix
2
p+i

)1/2

and
z(x, u) = hj (x, u) := (vjm(x)u, x1, . . . , xp−1, vjm(x), xp+1, . . . , xp+q−1).

Also, suppose that w(x, u) = (1 + |z(x, u)|)ζ /(1 + |x|)ζ and E(|e1|ζ ) < ∞, ζ ≥ 0. Define
Q by

Qf (x) = E

(
(1 + |X1|)ζ
(1 + |x|)ζ f (X1)

∣∣∣∣ X0 = x

)
=

∫
R

w(x, u)f (z(x, u))µ(du). (4.2)

As in the previous example, we need only check the conditions described at the end of
Subsection 1.2. Condition (i) obviously holds. Let L1 ≥ 1 be as in (1.3).

Clearly, if x ∈ X# then z(x, u) /∈ X# if and only if u = 0, which is a µ-null event. This is
condition (ii). Additionally, we note that ρ#(x, x

′) < 1 means that the firstm components of x
and x′ have the same sign. Hence, ρ#(x, x

′) < 1/L1 ≤ 1 implies that ρ#(z(x, u), z(x
′, u)) < 1,

µ-a.e. since, except when u = 0, σ(x)u and σ(x′)u must have the same sign while the next
m − 1 components of z(x, u) and z(x′, u) do by assumption. Therefore, condition (iii) holds
and Q is Cu-Feller on (X#, ρ#).

Next, the distance from x to the nearest threshold or boundary is

d(x) = min(|x1|, . . . , |xm|, xp+1, . . . , xp+q).

Note that σ(x) ≥ b̃ := min(b1/2
10 , b

1/2
20 ) > 0 for all x. Let k = max(p, q). It is now easy to see

that |ui | > 1, i = 1, . . . , k, implies that d(zk(x, u1, . . . , uk)) ≥ b̃, no matter how small d(x)
is. This verifies that condition (iv) holds. Thus, {Qn} is a continuous threshold chain.

Now we make further assumptions: µ has a positive bounded density, and

bjmp > 0, cjmq > 0, and cjm1 + · · · + cjmq < 1, for either jm = 1 or jm = 2.
(4.3)

Without loss of generality, we assume that the above holds with jm = 2. For any x ∈ X,

P(|ν1 − 1| < δ | X0 = x) = P(|σ(x)e1 − 1| < δ) > 0

for every δ > 0, implying by iteration that P(maxi≤p |νi − 1| < δ | X0 = x) > 0. Let
σ 2∗ = (b20 + · · · + b2p)/(1 − c21 − · · · − c2q) and x∗ = (1, . . . , 1, σ∗, . . . , σ∗) (which is a
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solution of x = z(x, 1/σ(x))). Note that

|σ 2(x)− σ 2∗ | ≤ (b21 + · · · + b2p)max
i≤p |x2

i − 1| + (c21 + · · · + c2p) max
p<i≤p+q |x2

i − σ 2∗ |.

Since c21 + · · · + c2p < 1 and setting δ = ε/2(b21 + · · · + b2p), these facts mean that there is
always some n (depending on x and ε) such that

P(‖Xk − x∗‖ < ε | X0 = x) > 0 for all k ≥ n.

Let Aε = {x′ ∈ X# : ‖x′ − x∗‖ < ε}, ε > 0. Noting that w(x, y) is positive, it follows that
Qk(x,Aε) > 0 for all k ≥ n. Therefore, every neighborhood of x∗ is reachable.

Now let µ+ be the subprobability measure that is µ restricted to R+ and define Q+ just as
Q is in (4.2) but with µ+ replacing µ. Observe that Q+ is a kernel for L(R

p+q
+ ). Moreover,

Q+ is Feller by Theorem 1.1.
Since Q ≥ Q+, any subset of R

p+q
+ that is small for Q+ will also be small for Q.

Condition (4.3), with jm = 2, suffices for Qp+2q
+ (x, ·) to be absolutely continuous with a

transition density qp+2q(x, y) that is locally bounded away from 0 on some Aε × Aε. See the
related argument in the proof of Cline (2007, Theorem 5.2). Define, with k = p + 2q,

νk(B) =
∫
B∩Aε

min
x∈Aε

qk(x, y) dy for B ∈ B(R
p+q
+ )

and νk+1 = minx∈Aε Q+(x,Aε)νk . It follows immediately that Aε is both νk-small and νk+1-
small. (See also Theorem 2.5 applied to Q+.) In particular, Q has an open, reachable petite
set.

We conclude, finally, thatQ isφ-irreducible, aperiodic, and Cu-Tweedie under the Euclidean
metric.

4.3. The collapsed threshold GARCH model

LetX∗
t be the state vector for a threshold GARCH process as in the previous subsection, but

assume here that b01 = b02 = 0. We also define w(x, u) = ‖z(x, u)‖. The Markov chain

θt = z(θt−1, et )

w(θt−1, et )
= X∗

t

‖X∗
t ‖

is known as the collapsed threshold GARCH model, and it exists on the unit sphere � in
R
p × R

q
+. This process is of interest for studying ergodicity and other properties of the

ordinary threshold GARCH model {Xt } (with b01 > 0 and b02 > 0). Again, see Cline (2007).
Specifically, we look at the kernel

Q∗(θ, B) = E(w(θ0, e1) 1{θ1∈B} | θ0 = θ) for B ∈ B(�).

Since w(·, u) is only piecewise continuous, it is necessary to check the conditions in
Theorem 3.2 and Lemma 3.1 in order to verify that Q∗ is φ-irreducible, aperiodic, and
Cu-Tweedie. However, the argument is similar to that above, with the restriction to the unit
sphere compensating for the lack of intercept parameters b01 and b02.

4.4. The threshold AR model with threshold GARCH errors

The time series (1.7) combines a threshold GARCH model with a threshold autoregres-
sion. Ordinarily, the thresholds (and regimes) for both depend only on the values (signs) of
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ξt−1, . . . , ξt−p. Nevertheless, the method in Subsection 4.2 may again be used. The principle
complication is in choosing an appropriate reachable point. The specifics involve considerable
algebra, in general, and we leave them for the reader to work out.

There are many variations of threshold models for which the results in this section may apply.
A certain amount of algebra is unavoidable and, as yet, the models still must be considered
case by case. It is hoped, however, that our approach will lead to further results encompassing
larger classes of models.

5. Proofs

5.1. Verifying the Tweedie property

In this subsection we gather the arguments leading to Theorem 2.4, and to the results
describing a practical strategy.

Proof of Lemma 1.1. This follows from Proposition 1.1. Let ψ be defined as in (1.8) (with
φ1 being any finite measure equivalent to φ). If A is reachable then

ψ(A) =
∫

X

Rλ(x,A)φ1(dx) > 0

and, hence, φ(A) > 0, since φ is maximal.
If x is in the support then every neighborhood of x is φ-positive and, hence, x is reachable.

On the other hand, if x is not in the support then some neighborhood A of x is φ-null. By the
first part of the proof, x cannot be reachable.

The next result is useful to note.

Lemma 5.1. Let A be a (countable) base of open sets for X that is closed under finite unions.
Suppose that ν and ν̃ are finite measures on B(X) such that ν(A) ≥ ν̃(A) for all A ∈ A. Then
ν(B) ≥ ν̃(B) for all B ∈ B(X).

Proof. If A is any open set then there exists An ∈ A, n ≥ 1, such that A = ⋃∞
n=1An. In

fact, since A is closed under finite unions, we may assume without loss thatAn ↑ A. Monotone
convergence immediately gives us ν(A) ≥ ν̃(A).

Now let O denote the collection of open sets. Since the measures are finite and regular, we
conclude that

ν(B) = inf{A∈O : B⊂A} ν(A) ≥ inf{A∈O : B⊂A} ν̃(A) = ν̃(B) for any B ∈ B(X)

(cf. Ash (1972, Corollary 4.3.7)).

For the following, represent x ∈ X by x = (x1, . . . , xm). We define the open rectangles in
X ⊂ R

m,

Aδ,x =
{
y ∈ X : max

i≤m |yi − xi | < δ

2

}
for x ∈ X,

and the half-open rectangles,

Hδ,x =
{
y ∈ X : − δ

2
< yi − xi ≤ δ

2
, i = 1, . . . , m

}
for x ∈ X.

Also, let Aδ = {Aδ,x : x ∈ X} and Hδ = {Hδ,x : x ∈ X}.
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Lemma 5.2. Suppose that X ⊂ R
m, with X locally compact, and suppose that C ⊂ X is

compact. Let ν be a finite measure on X. Then, for each ε > 0 and δ > 0, there exist
A1, . . . , An ∈ Aδ1 such that δ1 < δ, C ⊂ ⋃n

i=1Ai , and
∑n
i=1 ν(Ai) < ν(C)+ ε.

Remark. If X is an open or closed subset of R
m (and R

m is locally compact under the metric)
then X also is locally compact (see Ash (1972, Corollary 8.3)).

Proof of Lemma 5.2. Choose openA containing C such that ν(A) < ν(C)+ ε/2. Note that
X can be partitioned by sets in Hδ . Indeed, since C is compact and A is open, we can choose
δ2 < δ so small that there exist disjoint H1, . . . , Hn ∈ Hδ2 with C ⊂ ⋃n

i=1Hi ⊂ A. Next, we
choose δ1 ∈ (δ2, δ) and Ai ∈ Aδ1 such that Hi ⊂ Ai and ν(Ai) < ν(Hi) + ε/2n. It follows
that C ⊂ ⋃n

i=1Ai and

n∑
i=1

ν(Ai) <

n∑
i=1

ν(Hi)+ ε

2
≤ ν(A)+ ε

2
< ν(C)+ ε,

as desired.

Lemma 5.3. Assume that X ⊂ R
m with X locally compact. Suppose that ν and ν̃ are finite

measures on X. Fix δ > 0. If

ν(B) ≥ ν̃(B) for all B ∈ Aδ1 , δ1 ≤ δ,

then
ν(B) ≥ ν̃(B) for all B ∈ B(X).

Proof. Suppose that there exists open B ⊂ X such that ν(B) < ν̃(B). Then, for some
ε > 0, there exists compact C ⊂ B such that ν̃(C) > ν(B) + ε. By Lemma 5.2, there exist
δ1 < δ and A1, . . . , An ∈ Aδ1 such that C ⊂ ⋃n

i=1Ai and
∑n
i=1 ν(Ai) < ν(C)+ ε. But then

ν̃(C) ≤ ν̃

( n⋃
i=1

Ai

)
≤

n∑
i=1

ν̃(Ai) ≤
n∑
i=1

ν(Ai) < ν(C)+ ε ≤ ν(B)+ ε < ν̃(C),

a contradiction. Thus, ν(B) ≥ ν̃(B) for all open B.
The conclusion now follows from Lemma 5.1.

Lemma 5.4. Suppose that A is νa-petite. Then there exists a measure νb � νa such that A is
νb-petite and every reachable set is νb-positive.

Proof. Since A is νa-petite, it follows that Kaf (x) ≥ νaf = ∫
f (y)νa(dy), if x ∈ A, for

any nonnegative bounded function f . In particular, with λ > r(Q),

KaRλ(x, B) =
∫
Rλ(y, B)Ka(x, dy) ≥

∫
Rλ(y, B)νa(dy) = νaRλ(B) for x ∈ A,

which shows that A is νb-petite with νb = νaRλ andKb = KaRλ. (Note that b = a ∗ c, where
cn = λ−n−1.) Observe that νb ≥ λ−1νa so νa  νb.

Additionally, νb(B) = ∫
Rλ(y, B)νa( dy) > 0 whenever B is a reachable set.

Lemma 5.5. Suppose that A is νa-petite and that Rλ(x,A) > 0, λ > r(Q), for all x ∈ X.
Then Q is νb-irreducible with maximal measure νb = νaRλ, and νb(A) > 0.
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Proof. Clearly, if νa(B) > 0 then

RλKa(x, B) ≥
∫
A

Ka(y, B)Rλ(x, dy) ≥ νa(B)Rλ(x,A) > 0.

Thus, Q is νa-irreducible and, by Proposition 1.1, νb is a maximal irreducibility measure.
By Lemma 1.1 we also have νb(A) > 0.

We combine the last two results for the proof of Theorem 2.1.

Proof of Theorem 2.1. Suppose thatA is a νa-petite reachable set. ThenQ is νa-irreducible
by Lemma 5.5. We note that νb = νaRλ is a maximal irreducibility measure and, thus, every
reachable set is νb-positive by Lemma 5.4 (or by Lemma 1.1) and contains a νb-positive small set
by Proposition 2.2. Conversely, ifQ is φ-irreducible then Proposition 2.2 implies the existence
of a φ-positive small (hence, petite) set.

Proof of Theorem 2.2. (i) implies (ii) by Proposition 2.4, (ii) implies (iii) by Lemma 1.1,
(iii) implies (ii) by Proposition 2.3, and (ii) implies (i) by Proposition 2.5.

Proof of Theorem 2.3. Since X is a locally compact separable metric space, there exists a
sequence of open setsAn ↑ X with compact closure Ān, and Ān−1 ⊂ An ⊂ Ān (see Ash (1972,
Theorem A5.15)). Clearly, some Ān−1 is φ-positive. By Proposition 2.5, Ān is petite and,
therefore, An is both petite and φ-positive. By definition, it is also reachable.

Proof of Lemma 2.1. (Following the proof of Proposition 6.2.1 in Meyn andTweedie (1993).)
Observe that 1A is lower semicontinuous. By Corollary 1.1,Rλ(x,A) is a lower semicontinuous
function of x and, therefore, bounded away from 0 in some neighborhood B of x∗. Hence,

R2
λ(x,A) ≥

∫
B

Rλ(y,A)Rλ(x, dy) > 0 for all x ∈ X.

Since R2
λ(x,A) > 0 if and only if Rλ(x,A) > 0, this verifies that A is reachable.

It follows immediately that Rλ(x∗, A) > 0 for all open A implies that Q is open set
irreducible, and the converse holds trivially.

Lemma 5.6. Suppose that Q is Feller and that there exists an open petite set A. Let B =
{x : Rλ(x,A) > 0}. If C is a compact subset of B then it is petite.

Proof. By assumption, Rλ(x,A) is lower semicontinuous and positive everywhere on B.
Being lower semicontinuous, it achieves its minimum on compact sets (see Ash (1972,
Theorem A.6.3)). Given compact C ⊂ B, let δ = infx∈C Rλ(x,A) > 0. Since A is
petite, Proposition 2.1 shows that C is also petite.

The following, finally, is the proof of our alternative to Proposition 2.5 and Proposition 2.7.

Proof of Theorem 2.4. Even without the Feller property, (i) implies the existence of an open,
reachable petite set A, by Theorem 2.3. By Lemma 1.1, we need only φ-irreducibility to assert
the existence of a reachable point x∗. Clearly, Rλ(x∗, A) > 0 follows. Thus, (i) implies (ii).

Now assume that we have x∗ and A as in (ii). Since Rλ(x∗, A) is lower semicontinuous,
there exists a neighborhoodB of x∗ such that δ = infx∈B Rλ(x,A) > 0. By Proposition 2.1(ii),
B is petite. Since x∗ is reachable, B is also, verifying that (ii) implies (iii).

Finally, suppose that an open, reachable petite set A exists. From Lemma 5.5 we may
conclude thatQ is φ-irreducible. In addition, we may apply Lemma 5.6 to B = X to conclude
that every compact set is petite. By Proposition 2.4, Q is Tweedie. Hence, (iii) implies (i).
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Proof of Lemma 2.2. SinceQ is Feller, we may recursively choose a neighborhoodAi−1 of
xi−1 such that Kai (x,Ai) > 0 for all x ∈ Ai−1. Define bi = ai ∗ · · · ∗ an. Since

Kbi (x,An) ≥
∫
Ai

Kbi+1(y,An)Kai (x, dy),

it is easy by induction (in reverse order) to show that Kbi (x,An) > 0 for all x ∈ Ai−1,

i = 1, . . . , n. The conclusion thus holds with b = b1.
If such a sequence exists for xn = x∗, x0 = x (n depending on x) then Rλ(x,A) > 0 for

each neighborhood A of x∗. Hence, if this is possible for all x ∈ X, we deduce that x∗ is
reachable.

Proof of Lemma 2.3. Let ν̃m := ν̃ × · · · × ν̃ be the product measure on R
m, and define νn

to be the restriction of ν̃m to D = (c1, d1) × · · · × (cm, dm). We simply observe that (2.3)
and Lemma 5.3 imply that Qn(x, B) ≥ νn(B) for all B ∈ B(X). Thus, A is νn-small.

Proof of Theorem 2.5. (i) Since Qni (·, B) > 0 is lower semicontinuous, there exists a
neighborhood A of x∗ such that δi = infx∈A Qni (x, B) > 0 for each i. By Proposition 2.1(i),
A is νni -small with νni = δiν. Thus, the conclusion holds with c = δ2/δ1.

(ii) The argument is the same, except now we can choose open A with x∗ ∈ A ⊂ B and
δ2 = infx∈A Qn2(x, B) > 0. Since A is νn-small, the conclusion holds with n1 = n and
c = δ2.

(iii) If x∗ is reachable then so isA, and, thus,Q isφ-irreducible and Tweedie by Theorem 2.4.
By Lemma 5.5 we can choose φ so thatA is φ-positive. Thus,Q is aperiodic by Definition 2.2.

Proof of Theorem 2.6. By Lemma 5.3, the inequality in (2.4) holds for all measurable A
and, thus, B is νn2 -small. Hence, the first implication is true by Theorem 2.5(ii) and (iii).

For the converse, Theorem 2.2 shows that there exists a reachable point x∗ and that every
neighborhood of x∗ with compact closure is petite. By Meyn and Tweedie (1993, Theo-
rem 5.5.7), if A is a petite neighborhood of x∗ then it is also νn-small for some n, and we can
choose νn so that it is νn positive, by Proposition 2.2 and Theorem 2.1. Since Q is aperiodic,
then there also exists a νn1 -positive, νn1 -small, and νn2 -small set A1 with νn1 = νn2 and
gcd(n1, n2) = 1. Moreover, we know that both νn and νn1 may be chosen to be maximal.
Thus, A1 is also νn-positive and it follows from Proposition 2.1(i) that A is νn+n1 -small and
νn+n2 -small with νn+n1 = νn+n2 = νn(A1) νn1 . Since gcd(n+ n1, n+ n2) = 1, we are done.

5.2. Reformulating threshold models

We now present the proofs for the material in Section 3, where we studied continuous
threshold models.

Lemma 5.7. Let (X, ρ) and (Y, ρ̃) be complete metric spaces. Suppose that A is a subset of
X and that Ā is its closure under ρ. Assume also that fγ : A �→ Y and {fγ }γ∈� is uniformly
equicontinuous on A. Then there exists a unique extension f ∗

γ : Ā �→ Y such that {f ∗
γ }γ∈� is

uniformly equicontinuous on Ā.

The proof of this lemma is a straightforward exercise in convergence which we leave to the
reader.

Remark. Here Ā need not be compact for the result above to hold, nor does the family {fγ }γ∈�
need to be bounded. However, to be able to claim any uniform convergence, by Arzela’s
theorem, we would need both that Ā is compact and that {fγ }γ∈� is pointwise bounded.
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If Y = R with the usual metric then, obviously, supx∈Ā |f ∗
γ (x)| = supx∈A |fγ (x)|.

Corollary 5.1. Let (X, ρ) be a complete separable, locally compact metric space, and suppose
that X# is an open subset whose closure under ρ is X. Then we may equate the Banach spaces
Cu(X#, ρ) and C(X, ρ).

Proof. Let f ∈ Cu(X#, ρ), and let K be any compact subset of X, so that f is uniformly
continuous on K ∩ X#. By Lemma 5.7, f has a unique extension to a function f ∗ that is
continuous on K ∩ X#. Since this is true for arbitrary compact K , f has a unique extension
f ∗, continuous on all of X.

Now we simply observe that ‖fn − f ‖ → 0 in Cu(X#, ρ) requires the sequence to be
uniformly equicontinuous on K ∩ X#, for compact K , and, therefore, {f ∗

n } is uniformly
equicontinuous on K1 = K ∩ X#, by Lemma 5.7. This implies that the sequence converges
uniformly on K1, by Arzela’s theorem (cf. Munkres (1975, p. 279)). In particular, the limit is
equal to f ∗ on K1. Not only that, but

‖(f ∗
n − f ∗)1K1‖ = sup

x∈K1

|f ∗
n (x)− f ∗(x)| = sup

x∈K∩X#

|fn(x)− f (x)| = ‖(fn − f ) 1{K∩X#} ‖.

As K is arbitrary, it must be that

‖f ∗
n − f ∗‖ = ‖fn − f ‖ → 0.

This completes the proof.

Proof of Theorem 3.1. (i) A sequence in X# is ρ#-Cauchy if and only if it is (eventually)
contained in some C◦

j and is ρ-Cauchy. Such a sequence converges to a point in C̄j and all
points in C̄j are such limits. This shows that the completion of X# under ρ# may be identified
with X̂ and, correspondingly, ρ# with ρ̂#. That X̂ is closed in X × Z under ρ̂# is obvious.

(ii) This is proven as Lemma 5.7 and Corollary 5.1 above, with (X̂, ρ̂#) replacing (X, ρ) and
Y = R. Note that (X̂, ρ̂#) is locally compact and separable, as well as complete.

(iii) Suppose that K̂ is ρ̂#-compact in X̂. Then K̂ ∩ X̂# corresponds to a set K ∩ X#, where
K is ρ-compact within X. Any f ∈ Cu(X#, ρ) therefore has a counterpart that is uniformly
ρ̂#-continuous on K̂ ∩ X̂# and, thus, is in Cu(X̂#, ρ̂#).

Now suppose that each ρ-compact K ⊂ X intersects only finitely many of {C◦
1 , C

◦
2 , . . .}.

Let K̂# be the set within X̂ that is identified withK ∩ X#. It is of the form K̂ ∩ X̂#, where K̂ is
the ρ̂#-closure of K̂#, and it is ρ̂#-compact since only finitely many components are intersected.
Thus, as in the argument above, Cu(X̂#, ρ̂#) ⊂ Cu(X#, ρ).

Proof of Theorem 3.2. Since ‖Q 1X ‖ < ∞ and µ({u : z(x, u) /∈ X#}) = 0 for all x ∈ X#
by assumption, Qf (x) = Q(f 1X# )(x) for any x ∈ X#. Hence, we may also think of Q as a
bounded linear operator from L∞(X#) into L∞(X#).

The first claim is proved if we show that Qf (·) is uniformly continuous on K ∩ X# for
all f ∈ Cu(X#, ρ) and all ρ-compact K ⊂ X. Accordingly, fix f ∈ Cu(X#, ρ), ρ-compact
K ⊂ X, and ε > 0. Let B1, B2, . . . be as indicated in the theorem statement. By (ii), choose
Bn ⊂ E such that µ(Bc

n) is sufficiently small for

sup
x∈K∩X#

∫
Bc
n

w(x, u)µ(du) <
ε

6‖f ‖ .
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Then, if x1, x2 ∈ K ∩ X#,∫
Bc
n

|w(x1, u)f (z(x1, u))− w(x2, u)f (z(x2, u))|µ(du) < ε

3
. (5.1)

Now define

D = D(x1, x2) = {u : z(xi, u) ∈ X#, i = 1, 2, } ∩ {u : ρ#(z(x1, u), z(x2, u)) ≥ 1}.
By (ii) and (iii), we can choose δ1 > 0 such that x1, x2 ∈ K1 ∩X# with ρ#(x1, x2) < δ1 implies
that µ(Bn ∩D) is sufficiently small so that∫

Bn∩D
|w(x1, u)f (z(x1, u))− w(x2, u)f (z(x2, u))|µ(du) < ε

3
. (5.2)

Next, let

M = sup
x∈X#

∫
E

w(x, u)µ(du),

and choose γ > 0 such that x1, x2 ∈ K∩X# withρ#(x1, x2) < γ implies that |f (x1)−f (x2)| <
ε/6M . Choose δ ∈ (0, δ1) such that (by (i)) x1, x2 ∈ K ∩ X# with ρ#(x1, x2) < δ implies that

sup
u∈Bn

ρ(z(x1, u), z(x2, u)) < γ and sup
u∈Bn

|w(x1, u)− w(x2, u)| < ε

6‖f ‖µ(Bn) ,

and, hence, that ρ#(z(x1, u), z(x2, u)) < γ when u ∈ Bn ∩Dc. Thus,∫
Bn∩Dc

|w(x1, u)f (z(x1, u))− w(x2, u)f (z(x2, u))|µ(du)

≤
∫
Bn∩Dc

(w(x1, u)|f (z(x1, u))− f (z(x2, u))| + ‖f ‖ |w(x1, u)− w(x2, u)|)µ(du)

<

∫
Bn∩Dc

(
ε

6M
w(x1, u)+ ε

6‖f ‖µ(Bn)‖f ‖
)
µ(du)

≤ 1
3ε. (5.3)

Finally, from (5.1)–(5.3),

|Qf (x1)−Qf (x2)| ≤
∫

E

|w(x1, u)f (z(x1, u))− w(x2, u)f (z(x2, u))|µ(du)
< ε for all x1, x2 ∈ K ∩ X# such that ρ#(x1, x2) < δ.

Hence, Qf (·) is uniformly continuous on K ∩ X# and the first claim is proved.
Next, assume that each ρ-compact K ⊂ X intersects only finitely many of {C◦

1 , C
◦
2 , . . .} so

that Cu(X#, ρ) is identified with Cu(X̂#, ρ̂#) by Theorem 3.1. For the remaining argument, we
take this identification literally. Additionally, as long as we maintain a restriction to X̂#, we
may treat Q as a positive kernel operator from L∞(X̂#) into L∞(X̂#).

Suppose that f ∗ ∈ C(X̂, ρ̂#). Clearly, its restriction f = f ∗ on X̂# is in Cu(X̂#, ρ̂#)

and, by Lemma 5.7 and Corollary 5.1, f ∗ is the unique extension of f to X̂. Since Qf ∈
Cu(X̂#, ρ̂#), Qf also has a unique ρ̂#-continuous extension (Qf )∗ to X̂, again by Lemma 5.7
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and Corollary 5.1. Define Q̂f ∗ = (Qf )∗. Obviously, Q̂ is linear, positive, and bounded on
C(X̂, ρ̂#) and ‖Q̂f ∗‖ = supx∈X#

|Qf (x)|.
Now suppose that f ∗

m ∈ C(X̂, ρ̂#), with restriction fm, and that f ∗
m ↓ 0 asm → ∞. For any

compactK ⊂ X̂, we know that fm ↓ 0 uniformly onK ∩ X̂#. By Arzela’s theorem and Corol-
lary 3.1, which depends only on the first part of this proof, Qfm ↓ 0 uniformly on K ∩ X̂#
also. In particular, suppose that xn → x ∈ X̂, xn ∈ X̂#. Then Qfm(xn) ↓ 0 uniformly (in n)
as m → ∞, implying that limm→∞ Q̂f ∗

m(x) = limn→∞ limm→∞Qfm(xn) = 0. Therefore,
for each x ∈ X̂, the linear functional Q̂f ∗(x) extends uniquely to a finite regular measure
Q̂(x, ·) on X̂. (See, for example, Ash (1972, Theorem 4.2.9 and Corollary 4.3.7).) Moreover,
by construction (using f ∗

nm ↑ 1An and 1An ↓ 1B , with continuous f ∗
nm, open An), Q̂(·, B) is

measurable for each B ∈ B(X̂). We have thus defined a unique extension to a kernel operator
on L∞(X̂). Since A open in X̂# is also open in X̂, the same construction ensures that Q̂(x, B)
agrees with Q(x,B) for x ∈ X̂#, B ∈ B(X̂#).

By definition, Q̂ maps C(X̂, ρ̂#) into C(X̂, ρ̂#), so it is Feller. Suppose that f ∈ C(X̂, ρ̂#)

and k ≥ 1. Then Q̂k−1f ∈ C(X̂, ρ̂#). Recall that µ({u : z(x, u) /∈ X#}) = 0 for all x ∈ X#.
Applying this iteratively, Q̂k−1f (x) = Qk−1f (x) for all x ∈ X̂# (letting f also denote its own
restriction to X̂#). Hence,

Q̂kf (x) = lim
n→∞Q((Q̂

k−1f )1
X̂#
)(xn) = lim

n→∞Q((Q
k−1f ))(xn) = lim

n→∞Q
kf (xn),

which is (3.2).

Proof of Corollary 3.1. The proof is the same as the first half of the theorem proof, but with
supγ∈� ‖fγ ‖ replacing ‖f ‖.

Proof of Corollary 3.2. Suppose that A1, A2, . . . is a sequence of precompact open sets
such that An ↑ A. Since An is open, 1An is lower semicontinuous and there exist continuous
fn,i ↑ 1An as i → ∞. As An is precompact, we also have fn,i ∈ Cu(X#, ρ). Therefore,
fi := maxn≤i fn,i ∈ Cu(X#, ρ) and fi ↑ 1A. Hence, each Qkfi is continuous and Qk 1A =
limi→∞Qkfi is lower semicontinuous. Furthermore, Ka 1A = supn

∑n
k=0 akQ

k 1A is lower
semicontinuous.

Proof of Theorem 3.4. By Corollary 3.2, each of the open sets in the proofs of Lemma 2.2
and Theorem 2.5 may be taken to be subsets of X#.

Proof of Lemma 3.1. We need only consider x /∈ X̂# since, by assumption, Q̂(x, X̂#) =
Q(x,X#) > 0 for all x ∈ X̂#. Each element in X̂ is a ρ#-Cauchy limit of a sequence of
elements in X̂# and, thus, corresponds to a ρ-limit of the same sequence in X. Note that this
means that the sequence (ultimately) lies within some fixed C◦

j . As (3.4) depends only on the
values of w(·, u) and z(·, u) within C◦

j , it also applies if we replace X# with X̂# and ρ with ρ̂#.

For the sake of clarity, we let f ∈ C(X̂, ρ̂#) denote its own restriction to X̂#.
Assume that {xn} is a sequence in X̂# such that ρ̂#(xn, x) → 0, x /∈ X̂#, and satisfies (3.4).

We will show that Q̂k(x, X̂#) > 0, which suffices for the conclusion to hold. Let f (y) =
min(d(y)/δ, 1)≤ 1

X̂#
(y), which is ρ̂#-continuous and vanishes off X̂#. Clearly, (3.4) implies

that
lim
n→∞Q

kf (xn)

= lim
n→∞

∫
Ek

wk(xn, u1, . . . , uk)min

(
d(zk(xn, u1, . . . , uk))

δ
, 1

)
µk(du1 · · · duk)

> 0.
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By (3.2),
Q̂k(x, X̂#) ≥ Q̂kf (x) = lim

n→∞Q
kf (xn) > 0,

as required.

Proof of Theorem 3.7. From Theorem 3.6, we know that Q̂ is Feller on C(X̂, ρ̂#) and
R̂λ(x, X̂#) > 0 for all x ∈ X̂. Also, R̂λ(y,A) = Rλ(y,A) > 0 for y ∈ X̂# so that

R̂2
λ(x,A) ≥

∫
X̂#

R̂λ(y,A) R̂λ(x, dy) > 0 for x ∈ X̂.

This shows that R̂λ(x,A) > 0 for all x ∈ X̂. By Theorem 2.4, Q̂ is φ-irreducible and
T -continuous, and every ρ̂#-compact set is petite.

As in the proof of Theorem 3.2, ρ-compactK1 ⊂ X and ρ̂#-compactK2 ⊂ X̂ coincide when
K1 ∩ X# (in X) is identified with K2 ∩ X̂# (in X̂). Thus, the petite sets for the restriction of Q
to X# include those of the form K1 ∩ X#.

Finally, letφ# be the measureφ restricted to X# and defined on B(X#). Then, forB ∈ B(X#),

φ#(B) > 0 ⇐⇒ φ(B) > 0

�⇒ R̂λ(x, B) > 0

⇐⇒ Rλ(x, B) > 0 for all x ∈ X#.

Thus, Q is φ#-irreducible.
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