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Summary. By the use of finite difference operators a series of combinatorial 
formulae are obtained. Two applications of the formulae are given. First, 
the following explicit formulae for the number, f(n), of non-isomorphic equi
valence relations among n elements are obtained: 

n k I & 

f(n) = ?- f 1 } 1 {n~ l)n(l - l \ |-(n ~ 2)U (l - l 1 l \ + 
»! \ 0 ! / ( « - 1 ) ! \ 0 ! 1!/ ( w - 2 ) ! \ 0 ! 1! 2!/ 

Second, by applying Fermat's theorem (i.e. xp~1 = 1 mod p for each prime p, 
which is prime to x) to the combinatorial formulae, we obtain a series of con
gruences which in a sense are generalizations of Wilson's theorem. The most 
general formula of this type is the following. Let n and k be arbitrary positive 
integers such that k > n + 1. There exists a positive integer N(n, k) and a 
rational number R(n, k), uniquely determined, such that 

f i CLXn 

0 Xfi 

'Xn dXn-1 

0 Xn-i 

'Xn~l dXn-2 

0 Xn-2 

*3 dx2 

0 X2 J 

'* / d - x Q ^ - i K 
0 I Xi ) 

= R(n, k) mod p 

for all primes p ^ N(n, k). The number max (n, 2k — 2n — 3) may be taken for 
N(n, k). The proof of the theorem contains a method of computing R(n, k). 
Such computations are not laborious for small n and k. As examples of such 
computations we quote the following formulae: 

r1 ( a — x)p~2— l) v. 
1± L V dx = — 1 mod p, for all primes p 2 3; 

JO \ X J 

1 dt P / ( l - X)^" 3 - l \ , , , - „ . ^ s, R 

— < > ax = — § mod p, for all primes p ? o. 
o / Jo I x ; 
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The author has also computed explicit formulae for some very general classes 
of cases of the main formulae. For example, if we denote 

CLOCg 

0 Xs 0 Xs—l 

*3 dx2 

0 X2 J 
'" {(l-*)--1} dxl 
0 I Xi J 

by Ip (s, t) we have the following: 

Ip (s, s + 1) = — — mod p for all primes p > s; 
si 

Ip (s, s + 2 ) = — mod p for all primes p> s; 
si 2 

Ip (5, 5 + 3 ) = - (* + 3)(3s + 8) m o d p { o r a n ^ > m a x ( ^ 3 ) ; 

5! 24 

7p (5, 5 + 4 ) = - ( 5 + 4 ) 2 ( 5 + 3 ) mod p for all £ > max (s, 5). 
5! 48 

The details of the computations are not given in the main body of the paper, 
but the method used differs in no way from that explained in the paper. 

General Remarks. A number of papers have already appeared which deal 
with the use of finite difference operators for symbolic solutions of combina-
atorial problems. We content ourselves with three references [2], [3], and [4] 
in the bibliography. The operators we will use here are the standard operators 
E and A, defined as Eun = un+i and Aun= un+i— un, with the obvious relation 
E = 1 + A. 

Consider a set of "triangular'' equations connecting #o, #1, . . . , un with 
flo, Vit . . . , vn by means of 

2>0= £00^0 

Vi= C10W0+ Cn U\ 

V2= £20^0+ £21^1+ £22^2 

ttn= CnoUo+ CniUi+ Cn2#2+ . . . + CnnUn. 

If Coo£n. . . cnn?* 0, the equations can be solved for u0, uu . . . , un in terms 
of Vo, Vi, . . . , vn in a unique way. Suppose the solved form of these equations is 

UQ= dooVo 

Ui= ^10^0+ ^11^1 

wn= dnoVo+ dniVi+ . . . + dnnvn. 

https://doi.org/10.4153/CJM-1949-030-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1949-030-4


330 N. S. MENDELSOHN 

It is immediately obvious how the d^ may be obtained from the Ca and con
versely. However, we are interested in relating the d^ to the dj by a symbolic 
equation. To this end we write both sets of equations as follows: 

(1) vn= Pn(E)tio, for n = 0, 1, 2, 3, . . . 
(2) un= Qn(E)v0, for n = 0, 1, 2, 3, . . . 

where Pn(E) = cno+ cn\E + c n 2 £ 2 + . . . + cnnE
n and Qn(E) = d n 0 + d n i£ + 

dn2E
2+ . . . + dnnE

n. To obtain the symbolic equation connecting dno, dnU 

. . . , dnn with dj we start with (2), un= Qn(E)vo; hence 

(3) Enu0 = dn0v0+ dniVi+ d 
n2^2"T" • • • "I" CLnnVn 

and using (1) this becomes Enw0= {dno+ dniPi(E) + dn2P2(£) + . . . + dnn 

Pn{E)\ u0. Hence En— Qn(P) symbolically, where it is understood that in 
computing the right-hand side Pl is to be replaced by Pi(E). In the same way 
En= Pn{Q) where Ql is to be replaced by Qb(E). Hence, the relations 
connecting the d^ with the c^ are compactly expressed by the symbolic equation 
(4) P n (Q)= E«= Qn(P). 
The use of this general symbolic equation for the solution of combinatorial 
problems will be the subject of a subsequent paper. Here we will be concerned 
only with one particular case. Examples of pairs of polynomials Pn(E) and 
Qn(E) which satisfy (4) are: 

(a) Pn{E) = - E ^ A , and P0(E) = - ; Qn{E) = c0+ aE+. . . + cnE
n; 

Cn Co 

(b) P n (£ ) = (&£ + r)»; Qn(E) = ^ (E - r)»; 

(c) Pn(E) = (1 + E)n; Qn(E) = A" (this is case (b) with k = r = 1) ; 

(d) P„(£ )= £ " - c^E"-1; <)«(£) = En+ cnE
n~l+ cncn^En-2+ . . . 

~r CnCn—iCn—2« • • Ci. 

The equation to be used from here on is (c). More explicitly (c) is written 
as follows 

then wn = Anv0. 

Applications. We consider first the following subsidiary problem. In how 
many ways can we place n distinguishable objects in m distinguishable boxes 
so that each box contains one object at least, the arrangement of the objects 
in the boxes being irrelevant. Let umn be the required number. The number 
of ways of placing the objects in the boxes without restriction is mn. This 
can be broken up into the following exclusive cases: (1) no box is empty, 

^ h i s equation was pointed out to me by I. Kaplansky in 1938 and indirectly, in non-symbolic 
form, by Dean S. Beatty in 1935. I t is implied by some of Poincare's work. I t first appeared 
explicitly (in non-symbolic form) in [1] which was published in 1938. 
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(2) one box is empty, (3) two boxes are empty, . . . , (m + 1) all boxes are 
empty (vacuous). Hence, 

(5) mn= Umn+ VT\ Um-l,n+ ( ^ ) Um-2,n+. • . + ( j U0n. 

Symbolically, this is written m n = ( l + E)mu0n. Hence, using (c) we obtain 

(6) umn = Am 0n = (E - l ) w 0n. 

Explicitly, this becomes 

(7) Mmn= «»- (fy (m - 1)* + (£) (m - 2)"+. . .+ ( - l )"- 1 ^!^) • 

We now apply (6) and (7) to the following problem. 
How many non-isomorphic equivalence relationships do there exist among n 

objects? In combinatorial terms, this requires the determination of the 
number of ways of placing n distinct objects into any number of boxes, where 
we do not distinguish the boxes. If j(n) be the required number, then obviously 

n n 
Az0n 

w-Liï + Lii 
t '= l 1 = 1 

Hence we have 

On inverting the order of summation, we obtain 

, ^ r, N nn ( l \ (n-l)n (l l \ (n-2)n(l 1 , l \ . 

For a second application it is necessary to obtain alternative expressions for 
Wm.n. To this end we first note that umn= 0 if n < m. If m = n, then 
Umn— tn\ Applying this to (7) we obtain the well-known formula 

(10) m\ = nim- Of) (m - l)m+ Of) (m - 2)m+. . . + ( - l ) m _ 1 ( ™ f) ' 

It n = m + 1, to evaluate umn we note that the distribution of objects into 
boxes is such that two of the objects appear in one of the boxes, the remaining 
boxes each containing one object. The two objects to appear in one box may 

/' m _[_ A 
be chosen in ( J ways, and hence the number of ways of distributing 
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( ÎYl "4~ 1 \ YYl 

9 J ml = — (m + 1)1 Applying this to equation (7) we 
obtain 

(11) - (m + 1)! = m™+1- (™\ (m - l ) w + 1 + 0£\ (m - 2 ) w + 1 +. . . 

In case n = m + 2 we can easily show that #m,m+2 is given by 

um.m+i={ 3 )m<. + -2{ 2 j ^ j »!-(« +2)! j — ^ 1. 

(This comes from considering that the distribution is such that either two of 
the boxes each contain two objects, the remaining boxes containing one object, 
or one box contains three objects, the remaining boxes each containing one 
object.) Applying the above formula to equation (7) we obtain 

m+2 (12) { m ( 8 ^ + 1 ) } ( « + 2)l = « « * - ( 7 ) (m - I ) - " + (™) (m - 2) 

In general, we wish to establish the following formula 

(13) (m + k)\Pk(m)= mm+k- (™J (m - l)m+k + (™) (m - 2)m+k + . . . 

+ <~ » ~ (m - l ) 

where P&(ra) is a polynomial in m of degree k with rational coefficients, for each 
integer k. We already have shown that 

75 / \ i r > / \ ! A T> f \ w ( 3 m + 1) Po(w) = 1, Pi(ra) = - m and P2(m) = — . 
2 24 

Formula (13) is equivalent to the statement that 

«m .«+*=(*» + k)\ Pk(m). 

To establish this statement we first note that um,n satisfies the following 
recurrence : 
(14) Umn= mUmin-1+ W« m - i , »_ i . 

Equation (14) for n > m + 2 follows from the fact that the distribution of the 
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objects into the boxes may be carried out as follows: One of the objects may 
be placed in any one of the boxes (there are m ways of doing this) and the 
remaining (n — 1) objects may be distributed either amongst all the m boxes 
so that each box gets at least one object (there are umt n_i ways of doing this) 
or they may be distributed amongst the (m — 1) boxes not occupied by the 
first object in such a way that each of these (m — 1) boxes gets at least one 
object (there are um-i,n-i ways of doing this). Hence equation (14) follows. 

If in (14) we replace n by m + k and then put umtm+k = (m + k) ! Pk(m), we 
obtain 
(15) (m + k)Pk(rn) = m [Pk-1(m)+ Pk(m - 1)} . 

7YI 1 

Equation (15) with the initial conditions Pi(m) = — , Pk(l) = is suffi-
2 (k + 1) ! 

cient to determine Pk{m) for all positive integers &, and for all positive integers 
m. We proceed to show that Pk{rn) is a polynomial in m of degree k with 
rational coefficients. We will also show that the denominators of these co
efficients (when expressed in their lowest terms) contain no prime factors 
greater than 2& — 1 except for k = 1. The proof is by induction on k. 

Since P\(m) — — , P 2 (w)= — the theorem is true for k = 1, 

k = 2. Assume that Pk-i(m)= c0tk-i+ Citk-im + . . . + ck-i,k-irnk~l where 
each of the Citk-i(i = 0, 1, 2, . . . , k — 1) is a rational number which when 
expressed in its lowest terms has a denominator no prime factor of which 
exceeds 2k — 3. Now put Pk(m) = Cok+Cikm + c2km

2 + . . . + ckkm
k (assum

ing that such a form exists). Substituting into (15) we obtain the equation 
k k-i k 

(m + k) Y, Cikm1^ m [ Yl Citk-1m
i+ Y cik(m — 1)*]. 

*=0 i=0 i=0 

In this equation the terms in mk+l on both sides of the equation have identical 
coefficients. On equating coefficients of mk we obtain 2kckk= ck-it &_i. This 

together with c n = - yields ckk— ~——. Now let us assume that ck-r,k has 

been obtained for r = 0, 1, 2, . . . s. Taking the coefficient of mk~s~l on each 
side we obtain 

Ck— s-2, k + kCk—s—i^— Ck—s-2,k—l-\- \ Ck-s-2,k— ( 1 J Ck— s—i,fc + 

I S J ck-Stk+. . . + (-l)*~s-2( k_s__2 ) Ckk |" Hence we obtain 

(Zfc — S — L)Ck-.s-itk=Ck-s-2,k-l-r\ I 2 )ck-s,k—[ o ) Ck-8+l,k 
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Since all the terms on the right have already been computed this yields Ck-s-i,k. 
It is obvious that the denominator of Ck-s-i,k has no prime factor greater than 
2fe — 1. This equation fails to yield the last coefficient Cok but it is easily seen 
that Cok= 0 for k = 1, 2, 3, . . . . If we now put m — 1 in (15) and use the 
fact that Pfc(O) = 0 (since cok= 0) we obtain (1 + k)Pk{\) = P*_i(l). From 

this it follows, since Pi ( l ) = - , that P&(1) = . Hence, the initial 
2 (£ + 1)! 

conditions are satisfied. It is now obvious that if the polynomials Pfc(m) 
which have been determined by the above computation are substituted in 
equation (15), the equation is identically satisfied. Finally, since our initial 
conditions uniquely determine P&(w), the solution just found is the only pos
sible one. 

By specializing m in equation (13) and applying Fermat's theorem (ap~1= 1 
mod p, if (a, p) = 1 and p is prime) we can get the most general formula we 
are looking for. However, it will be instructive to start with the more par
ticular formulae (10), (11), (12) to obtain completely explicit solutions for the 
first few cases. 

If in (10) we put m — p — 1 where p is a prime we obtain 

(p - 1)! =(p - I)*"1- (* ~ *) (p - 2)*-i+. . . + (-l)*-2 (£ I g)" 

Taking congruences mod p and applying Fermat's theorem we obtain 

*-»'-»-(V)+(V)+"+<-»"(J:;) 
= (1 - l ) ^ - 1 - 1 = - 1 mod£ . 

This is, of course, Wilson's theorem, and the method of using formula (10) is 
well known, but the standard methods of obtaining formula (10) are different 
from the method employed here and do not generalize to formula (13). We 
prefer to write Wilson's theorem as follows: 

(16) (p - r - 1)! = (~~ 1 ) r * mod p, (r = 0,1,2, . . . p - 2). 

If now in (10) we put m = p — 2 where p is an odd prime we obtain 

(p-2)\=(p- 2)*-*- (p ~ 2 ) (P - sy->+ (p ~2
2)iP- 4)p~2 

Again applying Fermat's theorem to the right side of this equation and formula 
(16) to the left we obtain 
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The right-hand side of this congruence is precisely 

- [ / ( I - *) p~ 2 ~ 1 j dXt H e n c e ^ f1 f(LzJ$IlLzl\ dx = - l m o d £ 
Jo I x ) Jo I x ) 

for all odd primes p. In the same way if we replace m by p — 3 in (10) we 
obtain 

1 dt 

o / J 

'' ((i — X)P-Z — i\ i 
Ji L V dx == mod p for all primes p > 5. 

o I x ) 2 H 

A few other particular cases have been worked out. For example, formula 
(11) with m = p — 3 yields 

r /(i - xy~* - i \ 
lo I x ) 

dx = mod £ for all primes p > 3. 

Again formula (12) with ra = £ — 4 yields 
•i m - , ) » - * - i | & . _ ii 

o I x ) 6 

mod £ for all primes p > 5. If in (13) we put m = p — k — 2 and then 
& = r — 2 we obtain in the same way the more general formula 

(17) ( - l ) * - ' i \ _ 2 ( - r) ES p j q - ^ - i K mod^ 
10 t X ) 

The left side of this formula is a rational number, which when expressed in its 
lowest terms, has a denominator with no prime factor greater than 2r — 5. 
Hence formula (17) is valid at least for all primes p which are greater than 
2r — 5. (The case k = 1, corresponding to r = 3, is an exception.) 

We now come to the most general case. In (13) put m = p — k — r, obtaining 

(18) (p-r)l Ph(p-k-r) = (p-k-r)*-r- ( * ~ f ~ f ) ( £ - £ - r - l ) * > - ' + . . . 

^ ; \p-k-r-lj' 

Taking congruences mod p and using (16) and Fermat's theorem we obtain 

(19) ( - D r p , ft r ) _ 1 _ (P~k-r\ 1 
> - l ) ! (p-k-rY-1 \ 1 / (p-k-r-iy-1 (p-k-ry-i \ i / (p-

+---+(-^-k-r-i(Pi~k-7-i)-
The right side of this congruence is equal to 

__ 1\p-fc-r ( - 1 ) 
dxr-

0 Xr-1 

XZ dX2 

o x2 

'X2 ( 

0 I 

(1 - *i) p—k—r 

Xi -1} dxu 
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Hence, 
( - 1 ) ' 

( r - l ) ! 
Pk{- k-r) 

dxr—i *3 dx2 

0 X2 0 I 

(i - x^y-*-* - i 
Xi J 0 Xr-l 

If we put r — 1 = s and (k + r) = t in this equation we obtain 

(20) ^ } 

\dx\ mod £. 

s\ 
P « _ . _ i ( - t) 

Jo xs 

If we write this in the form 

*3 dX2 

0 X2 

i !: >dxi mod p. 
o I xi ) 

(21) 

we have 

dxs 

o x s 

*3 JX2 

0 X2 

\ \Q ^— - } (fcis £(*, t) mod £ 
!o I xi J 

R(s, t) = ( - 1 ) 3 

si 
Pt-s-l(- t). 

This equation is valid for every odd prime p greater than the maximum of 5 
and 2t — 2s — 3. This condition is put on to ensure that 2?(s, /) will not have 
denominators divisible by p. I t is also necessary to have t > s + 1 for our 
expression for R(s, i) to be meaningful. 

Our final result may be stated as follows. Let 5 and t be two positive 
integers such that t > s + 1. There exists a rational number R(s, t) such that 
(21) is valid for all primes p > max (s, 2t — 2s — 3). Also the number R(s, t) 
is uniquely determined, since, if T{s, t) were another number for which equa
tion (21) is valid for all primes p > some number pQ, then R(s, t)^ T(s, t) 

mod p for all primes p > some integer pi. Putting R(s, t) = - and T(s, t) = 
b 

- , we have ad 
d 

Hence ad = be be mod p, for all primes p > max (pi, bd). 

or R(s, / )= T(s,t). 
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