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Abstract

In this paper we prove some inequalities for finite sums and infinite series with positive
terms. As an application of these results we obtain some inequalities for entropies of
discrete probability distributions.

1. Introduction

Let {pk > 0, & = 0, 1, 2 , . . . ) be a discrete probability distribution (finite or countably
infinite). The Shannon entropy of this distribution is defined by

*logp*. (1)

The quantity H is a measure of information of the distribution (pk > 0, k =
0, 1,2,...) and it plays a key role in information theory. For this reason in many
applications of discrete probability distributions, it is important to find lower and upper
bound for entropy H.

In [1] the following result has been proved.

Let (pn > 0, n > 0) be a countably infinite probability distribution such that

Pk ) < A. < oo. (2)
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Then

H < F(A) , (3)

where

F{x) = (x + 1) log(;c + 1) - x log*, x > 0. (4)

A"
Equality holds in (3) t /pn = — (n > 0).

(A + 1)"

This result has been generalized in [3] where the lower and upper bounds for H
have been obtained by use of the function F.

In [4] the authors found another upper bound for H, where the probability distri-
bution satisfies (2).

By the use of the function F defined by (4), we will find in this paper a lower
bound for the entropy of a finite probability distribution which is non-increasing in
mean, and an upper bound for the entropy of a finite probability distribution which is
non-decreasing in mean.

First we have the following definition.

DEFINITION. A sequence (ak, k e N) c R is non-increasing in mean if

1 A 1 "+1

t, n € N. (5)

The sequence (ak,k e N) c R is non-decreasing in mean if we reverse the
inequality in (5).

In a similar way we define when a finite sequence (ak, k = 1, 2 , . . . , « ) C R is
non-increasing in mean or non-decreasing in mean.

It is well known and easy to see that if (ak,k € N) is non-increasing or non-
decreasing, then it is also non-increasing in mean or non-decreasing in mean, respec-
tively, but the reverse implications do not hold in general.

It is also easy to check that (ak, k e N) is non-increasing in mean if and only if

Sk = V a , >kak, £ e N . (6)

The sequence (ak,k G N) is non-decreasing in mean if and only if

Sk<kak, keN. (7)

We need the following proposition (for the proof see [4, Corollary 1]).
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PROPOSITION. Letf(x) = — , x e (0,1).
x

(i) IfO<p<lorp>2, thenf is strictly convex on (0, 1). If I < p < 2, then
f is strictly concave on (0, 1).

(ii) / / 0 < p < 1, then f'(x) > 0, x e (0, 1). If p > 1, then f'(x) < 0,
x 6 (0, 1).

(iii) For all p > 0, we have f (x) > 0, x e (0, 1).
In the following sections we suppose that all series are convergent.

2. Results

We first prove the following theorem.

THEOREM 1. Let (ak > 0, k = 1, 2 , . . . ,n) be non-increasing in mean. Then

(i) For all p, 0 < p < 1, we have

(Y,a«) ^ I > p -(*- 1)P]**P + E T:^1

\*=1 / *=1 *=2 *

where

Sp
t_l-S

p
k=a2

kS
p

k-
2f'(j\ * = 2, 3, . . . , n, (9)

vv/iere / w the function from the Proposition.
For all p, I < p < 2, the opposite inequality holds in (8).

(ii) For all p, p > 2, we

" - (* - DPK + X>ST2C*(fta* - W, (10)
t=l *=2

ft = 2 ,3 , . . . , n . (11)

Equalities hold in (8) and (10) j /anJ o/i/y ifat = a2 = • • • = an.

PROOF, (i) For 0 < p < 1, the function/ from the Proposition is strictly convex
on (0, 1), so for all x, y € (0, 1) we have

f(x)<f(y) + (x-y)f'(x). (12)
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Substituting x = ak/Sk and y = \/k into (12) and using the fact that Sk — ak =
St_, (for k - 2, 3 , . . . , n), we get

f i ) * - ' / ' ( ! ) . *=2.3 «. 03)

where/ ( i ) = [ * ' - ( * - 1 ) ' ] * 1 " ' > Oand/ ' ( f ) = (pakS
p

k:l + Sp
k_l-S

p
k)S

2
k'

pa;i >
0, by the Proposition from the Introduction. Since 0 < p < 1, it follows from (6) that
akS

p
k~

y < kp~lap
k (k = 2,3,...,n)so we conclude that

\f ( | ) akS
p
k~\kak -Sk), k = 2,3,...,

(14)

Sp
k - Sp_t < [kp -(k- 1 ) ' K + \f ( | ) akS

p
k~\kak -Sk), k = 2,3,..., n.

Summing the inequalities in (14) for all k = 2, 3, . . . , n leads to (8) since

k=2

We can also conclude that in this case we have Dk > 0 (k — 2, 3 , . . . , n).
For 1 < p < 2, the function / is strictly concave on (0, 1) so we have the

opposite inequalities in (12) and (13). Since 1 < p < 2, it follows from (6) that
akSk~

l > kp~lap
k (k = 2,3, ...,n) so we have the opposite inequality in (14).

Summing these inequalities for all k = 2, 3, . . . , n, we get the opposite inequality in
(8). In this case we have Dk < 0 (k = 2, 3 , . . . , n).

(ii) If p > 2, the function / is strictly convex on (0, 1). Therefore for all x, y e
(0, 1) we have

y). (15)

ak 1
Substituting x = — and y = — into (15) we get

Ojt k

{jk~\)Sp
k - S^ > f Q ) akS

p-1 + { j k ~ \ ) * S T ' / ' Q ) . * = 2. 3 , . . . . it, (16)

where / ( i ) = [p(k - I ) ' " 1 + (k - 1)" - jfc']*2-' < 0. It follows from (6) that
akS

p
k~

x > kP~yap
k (k = 2, 3, . . . , n), so we get from (16) that

Sp
k - Sf_, > {V -(k- 1 ) 'K + atSr2 + \f (\) (kak - Sk), k = 2, 3 , . . . , n.

(17)
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Summing the inequalities in (17) for all k = 2,3,..., n leads to (10). We also have
Ck<0(k = 2,3,...,n).

The last statement follows from the fact that equalities hold in (12) and (15) if and
only if x = y and therefore equalities hold in (8) and (10) if and only if 5* = kak

(k = 2, 3 , . . . , n) and this is equivalent to ax = a2 = • • • = an.

In the same way one can prove the following theorem.

THEOREM 2. Let ak > 0, (k = 1, 2 , . . . , n) be non-decreasing in mean. Then

(i) For all p, 0 < p < 1, inequality (10) holds {here Ck > 0).
For all p, 1 < p < 2, the opposite inequality holds in (10) (here Ck < 0).

(ii) For all p, p > 2, inequality (8) holds (with Dk < 0).

Equalities hold in (i) and (ii) if and only ifai = a2 — • • • = an.

REMARK 1. It is easy to check that for p = 1 and p = 2 we have equalities in (8)
and (10).

Following the arguments used in the proofs of Theorem 1 and Theorem 2 one can
prove the following theorem.

THEOREM 3. (a) Let (an > 0, n e N) be non-increasing in mean. Then:

(i) For all p, 0 < p < 1, we have

(
- 5 n ) , (18)

n=\ / n=\ n=2 n

where Dn (n > 2) is given by (9) (here Dn > 0).
For all p, 1 < p < 2, the opposite inequality holds in (18) (here Dn < 0).

(ii) For all p, p > 2, we have

_ 5 B ) I (19)
n=] n=2

where Cn (n > 2) w g/verc by (II) (here Cn < 0).

(b) Let (an > 0, n 6 N) i e non-decreasing in mean.

(iii) For all p, 0 < /? < 1, inequality (19) A0W5 (Ziere Cn > 0).
For all p, I < p < 2, the opposite inequality holds in (19) (/iere Cn < 0).

(iv) For a// p, p > 2, inequality (18) ZioWs (wM Dn < 0).

REMARK 2. For p = 1 and p = 2 we have equalities in (18) and (19).
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The next theorem is a consequence of Theorem 1 and Theorem 2.

THEOREM 4. Let (pk > 0, k = 1, 2 , . . . , n) be a probability distribution with
entropy H = - £ ^ = 1 pk logp* and let Pk = £ * = 1 pt {k=\,2, ..., n).

(i) If the sequence (pk, k = 1,2,... ,n) is non-increasing in mean, then we have

n " 1

J2 F^k - VPk ^H + J2 Tp-k\kpk - Pk)(Pk log Pk - Pk log /»*_, - Pk). (20)
k=2 k=l K

(ii) If the sequence (pk, k = 1,2,... ,n) is non-decreasing in mean, then we have

H + Y^pkp-l(kpk - Pk)[klogk -klog(k -l)-l]<J2F(k- \)pk. (21)

Equalities hold in (20) and (21) ifpk = \/n (k = 1, 2, . . . , n).

PROOF, (i) We can use Theorem 1 for 1 < p < 2, ak = pk and 5* = Pk (k =
1,2, ...,n). Set

k=\

b = *(p) = ^ i p ; ' ( ^ - Pk){ppkP
p
k:? + Pp

k_x - Pp
k).

k=2 K

It is obvious that l im^i a(p) = 1, limp_i b(p) = 0. It follows from (8) that

a + b<\, (22)

and therefore

log a < logO ~ b)
<

p - \ ~ p - l
In the limiting case where p - • 1+, the left-hand side of (23) gives

k=2 k=l

while the right-hand side of (23) becomes

1
l log Pk - Pk log />*_, - P k ) ,

*=2 K
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together forming inequality (20).

(ii) We use Theorem 2 for 1 < p < 2, ak = pk and 5* = Pk (k = 1,2,.. . , n). Set

c = C(p) = X>*Pr2(*/>* - Pk)kl-p[p(k - I)""1 + (k- I)" - k"].
t=2

It is obvious that limp.,! c(p) = 0. It follows from (10) that

a + c>\, (24)

and therefore

log(l-c)
\p - \ p - \

As we have already seen, in the limiting case where p -> 1+, the left-hand side of

(25) gives YTk=2 F(k ~ VPk - H, while the right-hand side of (25) becomes

pkPt\kpk - Pk)[k\ogk -klog(k - 1) - 1],
* = 2

together forming inequality (21).

The last statement follows from the fact that pk = \/n (k = 1 , 2 , . . . , « ) is

equivalent to Pk = kpk (k = 1,2, ... ,n) and in that case we easily find 5Z*=2 F(k ~

\)pk = H = log«.

REMARK 3. We can get inequalities (20) and (21) by the use of Theorem 1 and

Theorem 2 for the case 0 < p < 1 and by taking limits as p -> 1—.
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