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AN INEQUALITY SATISFIED BY THE GAMMA 
FUNCTION 

BY 

J. B. SELLIAH 

1. Introduction. Gurland [1] by making use of the Cramer-Rao lower bound 
for the variance of an unbiased estimator obtained the following inequality 

r(<5)r(<5+2a)-<5+a2 ' 

for real values of a and ô satisfying a+<5>0, a^O, ô>0. He used the fact that 
(T(ô)IT(ô+(x))xa is an unbiased estimator of da

9 where 0 is the parameter for 
the density function 

f(x) = -J— x0-1 e x p ( — V x > 0, 0 > 0, Ô > 0. 
v 6ÔF(Ô) \ 0 J 

Olkin [2] used the Wishart distribution 

I A \ô 1 oi<5-(2>+l)/2 _ - l / 2 i r A # 

(2) f(S) = | A | l&l ———-, A=S-1>0, 
yip (${$—1))/4 nrr(4)' 

and considered the unbiased estimate of |S | a . He used a bound for 

£piog/(S)-j2 

L 3|S|" J 
to obtain the inequality 

^ r 2 ( a+a- f /2 ) < 3 V - i ) 2 + < 3 / 
1 Ao r (« - î / 2 ) r (d+2a - î / 2 ) "" ^ V - l ) 2 + V + a 2 

for all real values of a and ô satisfying (5+oc>(/?—1)/2, (5>0,/?>0, the inequality 
being strict for a= /?= l or a = 0 . 

In this paper, we use the multiparameter version of the Cramer Rao lower 
bound using the information matrix for the same problem, and obtain an in
equality which is sharper than that obtained by Olkin [2]. 
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2. Main Result. The main result of this note is the following: Theorem 1. For all 
real values of a and ô satisfying d+a>(p—l)/2, <5>0,/?>0 

(4) n ^ + g - ^ . ^ Â 

=o T(ô-il2)r(ô+2oL-il2) "" d+pa2 

Proof. If t is an unbiased estimate of r(d1, d2, . . . , 0*), a function of k para
meters 0l5 02 , . . . 0&, then we have the multiparameter Cramer-Rao inequality 

where Jij is the yth element of J -1 , and where the yth element of the matrix / 
is given by 

I ddt do, ) 

where L is the likelihood function. 
We are interested in estimating |S| = |A|_1. While it is possible to obtain the 

bound using the/?(/?+1)/2 parameters Xll9 A12,... , Al2), A22, A23, . . . , A23),. . . , lvv, 
we can simplify the problem to that of consideration of the characteristic roots 
Xl9 A2J . . . , Xp of S. 

Since 2>0 , there is an orthogonal matrix T such that r /Sr=diag(A1, A2, . . . , 
Ap). If F = T , s r then F has a Wishart distribution 

tn^r*in*-(iH-1)/»exp(-i2:T) 
(6) f(V) = / <7 , F > 0, ^ > 0 

25V(2>-l>/4 -Qj-1 p / ô_l\ 

It is clear that 

(7) E[C« | VH = |S|«, where C . = 2"*« fi ^ ^ = ^ -
ito r (d+a-i /2) 

Thus CJ F|a is an unbiased estimate of |S|a and its variance satisfies the inequality 

3isr (8) Var(Ca |*T) = |£ | 2°(-^ - l ) > | | ^ T*Ù* 

3A, 

where J*iS is the yth element of J* -1 and where the y'th element of J* is given by 

Now for /= ! , 2, . . ./?, 

91. ë M ' A, 2A 
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Hence 

(9) = ôtf. 
Since the covariance matrix of V is diagonal, v{i are independent and hence 

(10) £ { ^ l o g / ( F ) - ^ - l o g / ( F ) j = 0 for i*j. 

From (9) and (10) 

and thus 

(11) 

We also have 

(12) 

we have 

J* = diagOMf2, ÔX?,.. 

^ = diag(ff. 

^H^aisr-fU 

•, ôk-2) 

'"àï 

_«isr 

Substituting (11) and (12) in the right hand side of (8), we have 

(13) |S| 2a ( ^ - l ) > | 2 | 2 a ~ % , i.e. - ^ 1 + ^ , 
\C2a J ô C2a ô 

and the inequality (4) follows immediately. 
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