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#### Abstract

A theorem of Ostrowski implies that $\log (x), \log (x+1), \ldots$ are algebraically independent over $\mathbb{C}(x)$. More generally, for a linear differential or difference equation, it is an important problem to find all algebraic dependencies among a non-zero solution $y$ and particular transformations of $y$, such as derivatives of $y$ with respect to parameters, shifts of the arguments, rescaling, etc. In this paper, we develop a theory of Tannakian categories with semigroup actions, which will be used to attack such questions in full generality, as each linear differential equation gives rise to a Tannakian category. Deligne studied actions of braid groups on categories and obtained a finite collection of axioms that characterizes such actions to apply them to various geometric constructions. In this paper, we find a finite set of axioms that characterizes actions of semigroups that are finite free products of semigroups of the form $\mathbb{N}^{n} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}$ on Tannakian categories. This is the class of semigroups that appear in many applications.


## 1 Introduction

It is an important problem for a linear differential or difference equation to find all algebraic dependencies among a non-zero solution $y$ and particular transformations of $y$, such as derivatives of $y$ with respect to parameters, shifts of the arguments, rescaling, etc. The simplest example that illustrates this is $\log (x)$ satisfies $y^{\prime}=1 / x$, while it follows from Ostrowski's theorem [18] that $\log (x), \log (x+1), \ldots$ are algebraically independent over $\mathbb{C}(x)$. It turns out that this information is contained in the Galois group associated with this differential equation [6,7], which is a difference algebraic group, that is, a subgroup of $\mathrm{GL}_{n}$ defined by a system of polynomial difference equations. Other important natural examples include the following:

- The Chebyshev polynomials $T_{n}(x)$. They are solutions of linear differential equations $\left(1-x^{2}\right) y^{\prime \prime}-x y^{\prime}+n^{2} y=0$. In addition, they satisfy the following difference algebraic relations (with respect to the endomorphisms $\sigma, \sigma_{1}$, and $\sigma_{2}$ specified below):

$$
\begin{aligned}
T_{n+1} & =2 x T_{n}(x)-T_{n-1}(x), & & \sigma(n)=n+1, \\
T_{2 n+1}(x) & =2 T_{n+1}(x) T_{n}(x)-x, & & \sigma_{1}(n)=2 n, \sigma_{2}(n)=n+1, \\
T_{2 n}(x) & =T_{n}\left(2 x^{2}-1\right), & & \sigma_{1}(n)=2 n, \sigma_{2}(x)=2 x^{2}-1, \\
T_{n}\left(T_{m}(x)\right) & =T_{n m}(x), & & \sigma_{1}(x)=T_{m}(x), \sigma_{2}(n)=m n .
\end{aligned}
$$

[^0]- The hypergeometric function ${ }_{2} F_{1}(a, b, c ; z)$ is a solution of the parameterized linear differential equation

$$
z(1-z) y^{\prime \prime}+(c-(a+b+1) z) y^{\prime}-a b y=0
$$

It also satisfies (among others) the difference algebraic relation

$$
{ }_{2} F_{1}(a, b, c ; z)=(1-z)^{-a}{ }_{2} F_{1}(a, c-b, c ; z /(z-1)),
$$

where $\sigma_{1}(b)=c-b, \sigma_{2}(z)=z /(z-1)$. The above relation is called the Pfaff transformation.

- Kummer's (confluent hypergeometric) function of the first kind, ${ }_{1} F_{1}(a ; b ; z)$, is a solution of $z y^{\prime \prime}+(b-z) y^{\prime}-a y=0$. It satisfies the difference algebraic relation

$$
e^{x}{ }_{1} F_{1}(a ; b ;-z)={ }_{1} F_{1}(b-a ; b ; z), \quad \sigma_{1}(z)=-z, \sigma_{2}(a)=b-a .
$$

- The Bessel function $J_{\alpha}(x)$ is a solution of the parameterized linear differential equation $x^{2} y^{\prime \prime}(x)+x y^{\prime}(x)+\left(x^{2}-\alpha^{2}\right) y(x)=0$. It also satisfies, for example,

$$
\begin{aligned}
x J_{\alpha+2}(x) & =2(\alpha+1) J_{\alpha+1}(x)-x J_{\alpha}(x), & & \sigma(\alpha)=\alpha+1 \\
J_{\alpha}(-x) & =(-1)^{\alpha} J_{\alpha}(x), & & \sigma(x)=-x .
\end{aligned}
$$

In all these cases, semigroups arise as the semigroups generated by the given endomorphisms (they are not always automorphisms). The resulting semigroups in all but one case are free commutative and finitely generated, with the exception of one example of the pair of automorphisms $\sigma_{1}(n)=2 n$ and $\sigma_{2}(n)=n+1$, which generates a Baumslag-Solitar group [1]. In addition, we show in Example 4.5 how the classical contiguity relations for the hypergeometric functions are reflected in our Tannkian approach. The $q$-difference analogue of the hypergeometric functions studied in this framework can be found in [22].

Moreover, such recurrence relations are not only of interest from the point of view of analysis and special functions, but, as emphasized in [13,26], they also appear in the representation theory of Lie groups: they are encoded in the properties of tensor products of representations, including decompositions of tensor products into the irreducible components, e.g., Clebsch-Gordan coefficients.

In this paper, we develop a theory of Tannakian categories with semigroup actions, which will be used in the future to attack such questions as finding such relations in their full generality using the Galois theory of linear differential and difference equations with semigroup actions. In this approach, given a linear differential or difference equation and a semigroup $G$, one constructs a particular Tannakian category with an action of $G$. Theorem 3.17 shows that if such a Tannakian category has a neutral $G$-fiber functor, then this category is equivalent to the category of representations of a difference algebraic group. This group is the one that will measure the algebraic dependencies mentioned above.

In practice, the semigroup $G$ is usually infinite, and therefore, its action on a category (see Definition 3.3) is defined by infinitely many functors and commutative diagrams, which is inconvenient in applications. However, Deligne [4] studied actions of braid groups on categories and obtained a finite collection of axioms that characterizes such actions. Tannakian categories with group actions (among other things)
were first introduced in [11], but the finiteness questions were not considered there, because a different kind of applications was studied.

In this paper, we find a finite set of axioms that characterizes actions of semigroups that are free products of semigroups of the form

$$
\mathbb{N}^{n} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}
$$

on Tannakian categories. Even if $G$ is given by a finite set of generators and relations, as in [4, Section 1.3], in our case it is not sufficient just to define actions of generators of $G$ and impose the constraints corresponding to the relations (see Example 4.3). Our hexagon axiom (4.4) provides necessary and sufficient extra constraints, as we show in Theorem 4.2. This is the first time that such a scenario has been proposed. The main application of our result will be to find all algebraic dependencies among the elements of orbits of solutions of linear difference and differential equations under actions of chosen semigroups.

This application will be possible after the parameterized Galois theories of linear differential and difference equations with semigroup actions are fully developed. So far, this has been done for the simplest case of the semigroup $\mathbb{N}[6,7,23]$, i.e., in the case of one difference parameter. The main method used in those papers was difference parameterized Picard-Vessiot rings (which correspond to neutral difference fiber functors for Tannakian categories [12]) that were constructed in a particular way, which does not directly generalize to arbitrary semigroups. This motivates the new approach to the problem that we take up in this paper.

In the case of differential Galois theory with differential parameters, Wibmer [28] used constructions similar to those mentioned above to construct Picard-Vessiot extensions with one differential parameter. However, there were obstacles to generalizing this particular construction to several differential parameters as well. Such difficulties have recently been overcome [10] by introducing actions of Lie rings on Tannakian categories (these first appeared as differential tensor and Tannakian categories for one derivation [12,20,21] and several commuting derivations [16]) and applying geometric arguments to the constructions from [3] to construct Picard-Vessiot extensions for several (not necessarily commuting) differential parameters under assumptions that are most practical for applications. The authors expect that the results of this paper on actions of semigroups (instead of Lie rings) on Tannakian categories will lead to a construction of Picard-Vessiot rings with semigroup actions (that is, with several difference parameters, not necessarily commuting) with immediate practical applications in the near future. This includes the problem of difference isomonodromy [22], which awaits the full development of the Picard-Vessiot theory with semigroup actions.

The paper is organized as follows. In Section 2.1 we give an overview of the constructions that we use from difference algebra. In Section 2.2 we recall difference algebraic groups and the basic constructions from their representation theory. Section 3 contains a brief review of Tannakian categories in Section 3.1, followed by Section 3.2, containing an introduction to semigroup actions on categories. Semigroup actions on tensor categories are described in Section 3.3, which is followed in Section 3.4 by our first main result on Tannakian categories with semigroup actions, Theorem 3.17. We
continue with Section 3.5, in which we give a representation theoretic characterization of a difference group scheme being a linear difference algebraic group. Section 4 contains our second main result, Theorem 4.2, showing how actions of semigroups coming from applications can be defined using finitely many data.

## 2 Basic Definitions

### 2.1 Difference Algebra

In this section, we will introduce the generalization of the standard difference algebra with one and several endo- or automorphisms $[2,14]$ that we need. Let $G$ be a semigroup. In what follows, we will assume that $G$ has an identity element, which we will denote by $e$. If $G$ and $G^{\prime}$ are semigroups, $e$ and $e^{\prime}$ are their identity elements, and $\varphi: G \rightarrow G^{\prime}$ is a semigroup homomorphism, we will assume that $\varphi(e)=e^{\prime}$. In what follows, we use the standard notation for the semigroups $\mathbb{N}=(\{0,1,2, \ldots\},+)$ and $\mathbb{Z} / r \mathbb{Z}=(\{0,1, \ldots, r-1\},+(\bmod r)), r \geq 1$. The semigroup of ring endomorphisms of a ring $k$ is denoted by $\operatorname{End}(k)$.

Definition 2.1 A G-ring (resp., G-field) is a commutative ring (resp., field) $k$ together with a semigroup homomorphism $T_{k}: G \rightarrow \operatorname{End}(k)$. For each $g \in G$, we also call the pair $\left(k, T_{k}(g)\right)$ a $g$-ring (resp., $g$-field) and write $g: k \rightarrow k$ instead of $T_{k}(g): k \rightarrow k$, both for simplicity and to follow the general convention in difference algebra.

Example 2.2 Let $G=\mathbb{N}$ and $k=\mathbb{C}(x)$. Then for each $a \in \mathbb{N}, T_{1}(a)(x):=x+a$, $T_{2}(a)(x)=2^{a} x, T_{3}(a)(x):=\pi^{a} x$, and $T_{4}(a)(x):=x^{\left(2^{a}\right)}$ induce homomorphisms $T_{1}, T_{2}, T_{3}$, and $T_{4}$ from $G$ to $\operatorname{End}(k)$. Note that $T_{1}$ and $T_{3}$ also induce a homomorphism $\mathbb{N} * \mathbb{N} \rightarrow \operatorname{End}(k)$, where $*$ denotes the free product of semigroups, and $T_{2}$ and $T_{3}$ induce a homomorphism $\mathbb{N} \times \mathbb{N} \rightarrow \operatorname{End}(k)$.

Definition 2.3 A morphism of two $G$-rings $\left(R, T_{R}\right)$ and $\left(S, T_{S}\right)$ is a ring homomorphism $\varphi: R \rightarrow S$ such that, for all $g \in G, \varphi \circ T_{R}(g)=T_{S}(g) \circ \varphi$.

Let $k$ be a $G$-field.
Definition 2.4 A $k$-G-algebra is a $k$-algebra $R$ such that $R$ is a $G$-ring and $k \rightarrow R$ is a morphism of $G$-rings.

A morphism of $k$ - $G$-algebras is a morphism of $k$-algebras that is a morphism of $G$-rings. The category of $k-G$-algebras is denoted by $k-G$-Alg.

Definition 2.5 A $k$ - $G$-algebra $\left(R, T_{R}\right)$ is called finitely generated if there exists a finite set $S \subset R$ such that $R$ is generated by the set $\{T(g)(s) \mid g \in G, s \in S\}$.

The ring of $G$-polynomials with coefficients in $k$ in $G$-indeterminates $y_{1}, \ldots, y_{n}$ is the ring $k\left\{y_{1}, \ldots, y_{n}\right\}_{G}:=k\left[y_{i, g}: g \in G, 1 \leq i \leq n\right]$ (here, $y_{i, e}=y_{i}, 1 \leq i \leq n$ ), with the $G$-structure given by $h\left(y_{i, g}\right):=y_{i, h g}, g, h \in G, 1 \leq i \leq n$.

### 2.2 Difference Algebraic Groups and Their Representations

Let $G$ be a semigroup and $k$ be a $G$-field. In this section, we will introduce group $k$ - $G$-schemes and their representations, followed by the basic constructions with the latter in Section 2.3. This is a straightforward but important generalization of difference algebraic groups (see [6, Appendix], [11, Section 4.1] and the references therein).

Definition 2.6 An affine group $k$ - $G$-scheme $H$ is a functor from the category of $k$ - $G$-algebras to the category of groups that is representable. An affine group $k$ - $G$-scheme $H$ is called a $G$-algebraic group if the $k$ - $G$-algebra that represents $H$ is finitely generated.

In what follows, we will simply say "group $k-G$-scheme" instead of "affine group $k$ - $G$-scheme". If $H$ is a group $k-G$-scheme, the $k$ - $G$-algebra that represents $H$ is denoted by $k\{H\}$. A morphism of group $k-G$-schemes is a morphism of functors. If $\phi: H \rightarrow H^{\prime}$ is a morphism of group $k$ - $G$-schemes, then the dual morphism is denoted by $\phi^{*}: k\left\{H^{\prime}\right\} \rightarrow k\{H\}$.

Remark 2.7 The category of group $k-G$-schemes is anti-equivalent to the category of $k$ - $G$-Hopf-algebras, which are $k$-Hopf algebras such that all structure homomorphisms commute with $T(g), g \in G$.

Alternatively, a $k$ - $G$-vector space is a $k$-vector space with a semi-linear action of $G$, i.e., $g(c v)=g(c) g(v), g \in G, c \in k, v \in V$. Such $k$ - $G$-vector spaces form a symmetric tensor category (with the usual tensor product over $k$ ), and a $k-G(-H o p f)$ algebra is precisely a commutative (Hopf) algebra object in this category.

Let $k$ be a $G$-field and $H$ a group $k$ - $G$-scheme (similarly for a $k$ - $g$-scheme with $g \in G)$.

Definition 2.8 A representation of $H$ is a pair $(V, \phi)$ comprising a finite-dimensional $k$-vector space $V$ and a morphism $\phi: H \rightarrow \operatorname{GL}(V)$ of group $k$ - $G$-schemes.

Here $\mathrm{GL}(V)$ is the functor that associates with a $k$ - $G$-algebra $R$, the group of all $R$-linear automorphisms of $V \otimes_{k} R$. It is represented by the $k$ - $G$-algebra

$$
k\left\{x_{11}, \ldots, x_{n n}, 1 / \operatorname{det}\left(x_{i j}\right)\right\}_{G}
$$

which is the localization of the $k$ - $G$-algebra $k\left\{x_{11}, \ldots, x_{n n}\right\}_{G}$ by the multiplicative subset generated by $g \operatorname{det}\left(x_{i j}\right), g \in G$, and where $n=\operatorname{dim} V$. We will often omit $\phi$ from the notation.

Definition 2.9 A morphism $(V, \phi) \rightarrow\left(V^{\prime}, \phi^{\prime}\right)$ of representations of $H$ is a $k$-linear map $f: V \rightarrow V^{\prime}$ that is $H$-equivariant, i.e.,

commutes for every $h \in H(R)$ and any $k$ - $G$-algebra $R$.
The resulting category is denoted by $\operatorname{Rep}(H)$.
Remark 2.10 Rep $(H)$ is equivalent to the category of finite-dimensional comodules over $k\{H\}$.

### 2.3 Constructions With Representations

### 2.3.1 Basic Constructions

We will now recall several basic constructions that one can perform with representations.

- A $k$-sub-vector space $W$ of a representation $V$ of $H$ is called a subrepresentation of $V$ if it is stable under $H$, i.e., $h\left(W \otimes_{k} R\right) \subset W \otimes_{k} R$ for every $h \in H(R)$ and any $k$ - $G$-algebra $R$. Then $W$ itself is a representation of $H$, and the quotient $V / W$ is naturally a representation of $H$.
- If $V$ and $W$ are representations of $H$, then the tensor product $V \otimes_{k} W$ is a representation of $H$ via

$$
\begin{aligned}
\left(V \otimes_{k} W\right) \otimes_{k} R & \simeq\left(V \otimes_{k} R\right) \otimes_{R}\left(W \otimes_{k} R\right) \xrightarrow{h \otimes h}\left(V \otimes_{k} R\right) \otimes_{R}\left(W \otimes_{k} R\right) \\
& \simeq\left(V \otimes_{k} W\right) \otimes_{k} R
\end{aligned}
$$

for $h \in H(R)$.

- Similarly, the direct sum $V \oplus W$ is naturally a representation of $H$.
- The representation of $H$ consisting of $k$ as a $k$-vector space and the trivial $H$-action is denoted by $\mathbb{1}$.
- If $V$ and $W$ are representations of $H$, then the $k$-vector space $\operatorname{Hom}_{k}(V, W)$ of $k$-linear maps from $V$ to $W$ is a representation of $H$. For any $k$ - $G$-algebra $R, h \in$ $H(R)$, and $\varphi \in \operatorname{Hom}_{k}(V, W) \otimes_{k} R \cong \operatorname{Hom}_{R}\left(V \otimes_{k} R, W \otimes_{k} R\right)$, we define $h(\varphi) \in$ $\operatorname{Hom}_{k}(V, W) \otimes_{k} R$ as the unique $R$-linear map such that

commutes, that is, $h(\varphi)=h \circ \varphi \circ h^{-1}$. In particular, if $V$ is a representation of $H$, the dual vector space $V^{\vee}=\operatorname{Hom}_{k}(V, k)=\operatorname{Hom}_{k}(V, \mathbb{1})$ is a representation of $H$.


### 2.3.2 Semigroup Action

The above constructions with representations are familiar from the representation theory of algebraic groups. The following construction, however, is unique to difference algebraic groups and, in a certain sense, which will be made precise in Section 3, is sufficient to characterize categories of representations of difference algebraic groups. Let $(V, \phi)$ be a representation of $H$ and $g \in G$ and let ${ }^{g} V=V \otimes_{k} k$ be the $k$-vector space obtained from $V$ by base extension via $g: k \rightarrow k$. A similar notation
will be adopted for other objects: if $X$ is some object over $k$, then ${ }^{g} X$ denotes the object obtained by base extension via $g: k \rightarrow k$. There is a canonical morphism of group $k$ - $G$-schemes $g: \mathrm{GL}(V) \rightarrow \mathrm{GL}\left({ }^{g} V\right)$ given by associating, for any $k$ - $G$-algebra R, with an $R$-linear automorphism $h: V \otimes_{k} R \rightarrow V \otimes_{k} R$ the $R$-linear automorphism

$$
\begin{equation*}
g(h):^{g} V \otimes_{k} R \simeq\left(V \otimes_{k} R\right) \otimes_{R} R \xrightarrow{h \otimes \mathrm{id}_{R}}\left(V \otimes_{k} R\right) \otimes_{R} R \simeq{ }^{g} V \otimes_{k} R . \tag{2.1}
\end{equation*}
$$

Here, the former and latter isomorphisms are given by
$v \otimes a \otimes r \mapsto v \otimes 1 \otimes a r \quad$ and $\quad v \otimes r_{1} \otimes r_{2} \mapsto v \otimes 1 \otimes g\left(r_{1}\right) r_{2}, \quad v \in V, a \in k, r, r_{1}, r_{2} \in R$, respectively, and the tensor product $\left(V \otimes_{k} R\right) \otimes_{R} R$ is formed by using $g: R \rightarrow R$ on the right-hand side. In terms of matrices, if $\underline{e}=\left(e_{1}, \ldots, e_{n}\right)$ is a basis of $V$ and $A \in \mathrm{GL}_{n}(R)$ represents the action of $h$ on $V \otimes_{k} R$, i.e., $h(\underline{e})=\underline{e} A$, then with respect to the basis $\underline{e} \otimes 1$ of ${ }^{g} V$, the action of $g(h)$ on ${ }^{g} V \otimes_{k} R$ is represented by $g(A) \in \mathrm{GL}_{n}(R)$.

We can define a new representation $\left({ }^{g} V, g(\phi)\right)$ of $H$ as the composition

$$
g(\phi): H \xrightarrow{\phi} \mathrm{GL}(V) \xrightarrow{g} \mathrm{GL}\left({ }^{g} V\right)
$$

If $f: V \rightarrow W$ is a morphism of representations of $H$, then also ${ }^{g} f: g \rightarrow^{g} W$ is a morphism of representations of $H$. Thus $V \leadsto^{g} V$ is a functor from $\operatorname{Rep}(H)$ to $\operatorname{Rep}(H)$. In terms of comodules, this functor can be described as follows. Let $\rho: V \rightarrow V \otimes_{k} k\{H\}$ be the comodule structure corresponding to the representation $V$ and let

$$
R_{g}^{*}: g(k\{H\})=k\{H\} \otimes_{k} k \rightarrow k\{H\}, \quad a \otimes b \mapsto g(a) \cdot b .
$$

Then the comodule structure corresponding to the representation ${ }^{g} V$ is

$$
g(\rho):{ }^{g} V \xrightarrow{g_{\rho}} g^{g} V \otimes_{k} g^{g}(k\{H\}) \xrightarrow{\mathrm{id} \otimes R_{g}^{*}} g^{g} V \otimes_{k} k\{H\}
$$

## 3 Tannakian Categories With Semigroup Actions

Let $H$ be a $G$-algebraic group and $H^{\sharp}$ the group scheme obtained from $H$ by forgetting the difference structure. Then the category of representations of $H$ (as a $G$-algebraic group) is equivalent to the category of representations of $H^{\sharp}$ (as a group scheme). However, intuitively it is clear that the representation theory of $H$ (as a $G$-algebraic group) is much richer than the representation theory of $H^{\sharp}$ (as a group scheme). The main point of this section is to identify, in a rather formal manner, an additional "difference structure" on the category of representations of $H$ that accounts for this purported richness. One can recover $H$ (as a $G$-algebraic group) from its (Tannakian) category of representations and this additional difference structure.

The main result in this section (Theorem 3.17) is a purely categorical characterization of those categories that are categories of representations of group $G$-schemes. This is an analogue of the Tannaka duality theorem for group schemes. In the general context of fields with operators, a Tannaka duality theorem was proven in [11]. However, in the situation that we are considering here (the case of a semigroup action), it is possible to give a very simple definition of difference Tannakian categories and a rather direct proof of the corresponding Tannaka duality theorem. We have, therefore, chosen to include an independent self-contained proof of the Tannaka duality theorem for difference group schemes.

In practice, the use of Theorem 3.17 warrants an effective description of actions of a particular class of groups on categories. Lemma 4.1 and Theorem 4.2 contain such a description for free products of free finitely generated abelian semigroups, the most popular class of semigroups that appear in the applications.

### 3.1 Review of Tannakian Categories

We start by recalling the usual Tannakian formalism. Basic references for Tannakian categories are [3,5,24]. We mostly follow [5] in the nomenclature:

- A tensor category is a category C together with a functor $\mathrm{C} \times \mathrm{C} \rightarrow \mathrm{C},(X, Y) \leadsto X \otimes Y$ and compatible associativity and commutativity constraints

$$
X \otimes(Y \otimes Z) \simeq(X \otimes Y) \otimes Z, \quad X \otimes Y \simeq Y \otimes X
$$

such that there exists an identity object $(\mathbb{1}, e)$. The identity object is unique up to unique isomorphism and induces a functorial isomorphism $X \simeq \mathbb{1} \otimes X$.

- If C is abelian and $\otimes$ is bi-additive, we speak of an abelian tensor category. In this case $R:=\operatorname{End}(\mathbb{1})$ is a (commutative) ring, C is $R$-linear (via $X \simeq \mathbb{1} \otimes X$ ), and $\otimes$ is $R$-bilinear.
- Let $R$ be a ring. An abelian tensor category over $R$ is an abelian tensor category together with an isomorphism of rings $R \simeq \operatorname{End}(\mathbb{1})$.
- Let C and D be tensor categories. A tensor functor $\mathrm{C} \rightarrow \mathrm{D}$ is a pair $(F, \alpha)$ comprising a functor $F: \mathrm{C} \rightarrow \mathrm{D}$ and a functorial isomorphism $\alpha_{X, Y}: F(X) \otimes F(Y) \simeq F(X \otimes Y)$ such that some natural properties are satisfied. If $C$ and $D$ are abelian, $F$ is required to be additive. We will often omit $\alpha$ from the notation and speak of $F$ as a tensor functor. A morphism of tensor functors is a morphism of functors also satisfying some natural properties.
- A tensor category is called rigid if every object $X$ has a dual $X^{\vee}$ (cf. [5, Definition 1.7] and [3, 2.1.2].)
- Let $k$ be a field. A neutral Tannakian category over $k$ is a rigid abelian tensor category C over $k$, such that there exists an exact faithful $k$-linear tensor functor $\omega: \mathrm{C} \rightarrow$ $\mathrm{Vect}_{k}$. Any such functor is said to be a fibre functor for C .
- For every $k$-algebra $R$, composing $\omega$ with the canonical tensor functor Vect ${ }_{k} \rightarrow$ $\operatorname{Mod}_{R}, V \leadsto V \otimes_{k} R$ yields a tensor functor $\omega \otimes R: C \rightarrow \operatorname{Mod}_{R}$. We can define a functor $\mathrm{Aut}^{\otimes}(\omega): \mathrm{Alg}_{k} \rightarrow$ Groups by associating to every $k$-algebra $R$ the group of automorphisms of $\omega \otimes R$ (as tensor functor).
The main result about Tannakian categories is the following theorem.
Theorem 3.1 ([5, Theorem 2.11]) Let C be a neutral Tannakian category over $k$ and $\omega: \mathrm{C} \rightarrow \operatorname{Vect}_{k}$ a fibre functor. Then $H=\operatorname{Aut}^{\otimes}(\omega)$ is an affine group scheme over $k$ and $\omega$ induces an equivalence of tensor categories between C and the category of finitedimensional representations of $H$.

For later use, we record a corollary.
Corollary 3.2 Let $k$ be a field and C, C' neutral Tannakian categories over $k$ with fibre functors $\omega$ and $\omega^{\prime}$, respectively. There is a canonical bijection between the set of
morphisms of group $k$-schemes from $H=\operatorname{Aut}^{\otimes}(\omega)$ to $H^{\prime}=\operatorname{Aut}{ }^{\otimes}\left(\omega^{\prime}\right)$ and the set of equivalence classes of pairs $(F, \alpha)$, where $F: C^{\prime} \rightarrow C$ is a tensor functor and $\alpha: \omega F \rightarrow \omega^{\prime}$ an isomorphism of tensor functors. Another such pair $\left(F_{1}, \alpha_{1}\right)$ is equivalent to $(F, \alpha)$ if there exists an isomorphism of tensor functors $F \rightarrow F_{1}$ such that

commutes.

Proof This follows from Theorem 3.1 and [5, Corollary 2.9]

### 3.2 Actions of Semigroups on Categories

Let $G$ be a semigroup. We will start with the main definition, which contains infinite data if and only if $G$ is infinite.

Definition 3.3 (see also [4, $\S 0],[9, \$ 1.3 .3$ and 1.3.4], and $[8, \S 4.1]$ ) A G-category is a category C together with a set of functors $T(g): \mathrm{C} \rightarrow \mathrm{C}, g \in G$, and isomorphisms of functors

$$
c_{f, g}: T(f) \circ T(g) \rightarrow T(f g), \quad f, g \in G, l: T(e) \xrightarrow{\sim} \mathrm{id}_{C},
$$

such that the following diagram is commutative.


If $C$ is a small category, $G$-actions on $C$ form a category $C_{G}$, in which
(i) an object is a set of functors and isomorphisms

$$
\left(\{T(g) \mid g \in G\},\left\{c_{f, g} \mid f, g \in G\right\}\right)
$$

as above, and
(ii) a morphism between two objects, $T$ and $T^{\prime}$, is a set of morphisms of functors $\left\{m_{f}: T(f) \rightarrow T^{\prime}(f) \mid f \in G\right\}$ such that $\iota=\iota^{\prime} \circ m_{e}$ and the following diagram is commutative.


Lemma 3.4 Let $F: C \rightarrow C$ be a functor, $g \in G$, and $I: F \rightarrow T(g)$, an isomorphism of functors. Then $\left(T,\left\{c_{f, g}\right\}, \iota\right) \cong\left(T^{\prime},\left\{c_{f, g}^{\prime}\right\}, \iota^{\prime}\right)$, where

$$
\begin{aligned}
& \qquad T^{\prime}(h):=T(h), h \in G \backslash\{g\}, \quad T^{\prime}(g):=F, \\
& \qquad c_{f, h}^{\prime}=c_{f, h}, f, h \in G \backslash\{g\}, \quad c_{g, h}^{\prime}:=c_{g, h}(I \circ \mathrm{id}), \quad c_{h, g}^{\prime}:=c_{h, g}(\mathrm{id} \circ I), h \in G, \\
& \text { and } \iota^{\prime}=\iota \text { if } g \neq e \text { and } \iota^{\prime}:=\iota \text { if } g=e \text {. In particular, }\left(T,\left\{c_{f, h}\right\}, \iota\right) \cong\left(T^{\prime},\left\{c_{f, h}^{\prime}\right\}, \mathrm{id}\right) \text {, } \\
& \text { where }
\end{aligned}
$$

$$
\begin{gathered}
T^{\prime}(h):=T(h), h \in G \backslash\{e\}, \quad T^{\prime}(e):=\operatorname{id}_{\mathrm{C}} \\
c_{f, h}^{\prime}=c_{f, h}, f, h \in G \backslash\{e\}, \quad c_{e, h}^{\prime}:=c_{e, h}\left(l^{-1} \circ \mathrm{id}\right), \quad c_{h, e}^{\prime}:=c_{h, e}\left(\mathrm{id} \circ l^{-1}\right), h \in G .
\end{gathered}
$$

In other words, for a given element of the semigroup, one obtains an isomorphic action of the semigroup by replacing the action of this element by a functor that is isomorphic to it.

Proof Let $m_{h}=\mathrm{id}: T(h) \rightarrow T^{\prime}(h), h \in G \backslash\{g\}$ and $m_{g}=I^{-1}: T(g) \rightarrow F$. Then (3.1) and (3.2) are commutative by the construction.

### 3.3 Semigroup Actions on Tensor Categories

Definition 3.5 A $G-\otimes$-category is an abelian tensor category C together with an action $T$ of $G$ on $C$ such that
(i) for all $g \in G, T(g): \mathrm{C} \rightarrow \mathrm{C}$ is a tensor functor,
(ii) for all $f, g \in G, c_{f, g}: T(f) \circ T(g) \rightarrow T(f g)$ and $\iota: T(e) \rightarrow \mathrm{id}_{\mathrm{C}}$ are isomorphisms of tensor functors.

If $C$ is a $G-\otimes$-category, then $R:=\operatorname{End}(\mathbb{1})$ is naturally a difference ring via

$$
T(g): \operatorname{End}(\mathbb{1}) \rightarrow \operatorname{End}(T(g)(\mathbb{1})) \simeq \operatorname{End}(\mathbb{1}), \quad g \in G .
$$

The latter isomorphism is derived from the uniqueness of the identity object and the fact that a tensor functor respects identity objects. Note that for all $g \in G, T(g): \mathrm{C} \rightarrow \mathrm{C}$ is $T(g)$-linear, i.e., $T(g)(r \varphi)=T(g)(r) T(g)(\varphi)$ for every morphism $\varphi$ in C and $r \in R$.

Definition 3.6 Let $R$ be a $G$-ring. An $R$-linear $G-\otimes$-category is a $G-\otimes$-category that is $R$-linear and such that the canonical ring morphism $l: R \rightarrow \operatorname{End}(\mathbb{1})$ is a morphism of $G$-rings. An $R$-linear $G-\otimes$-category is said to be over $R$ if $l$ is an isomorphism of $G$-rings.

The following is a prototypical example of a difference tensor category.
Example 3.7 Let $R$ be a $G$-ring. The category $\operatorname{Mod}_{R}$ of $R$-modules is naturally a $G-\otimes$-category over $R$.

- The tensor product is the usual tensor product of $R$-modules.
- For all $g \in G$ the tensor functor $T(g): \operatorname{Mod}_{R} \rightarrow \operatorname{Mod}_{R}, M \leadsto g_{M}$ is given by base extension via $g: R \rightarrow R$, i.e., $T(g)(M)={ }^{g} M=M \otimes_{R} R$. The $R$-module structure
of ${ }^{g} M$ comes from the right factor. So, explicitly for $m \in M$ and $r, s \in R$ we have

$$
\begin{equation*}
s \cdot(m \otimes r)=m \otimes s r \quad \text { and } \quad s m \otimes r=m \otimes g(s) r . \tag{3.3}
\end{equation*}
$$

In particular, for $g=e$, we have a functorial in $M$ isomorphism $T(e)(M) \cong M$. Moreover, for all $R$-modules $M$ and $N$ and $f \in \operatorname{Hom}(M, N)$, we define

$$
T(g)(f)(m \otimes r)=f(m) \otimes r
$$

as usual for base extensions, and $T(g)(f) \in \operatorname{Hom}(T(g)(M), T(g)(N))$.

- For all $g, h \in G$, and an $R$-module $M$, the isomorphism

$$
\begin{equation*}
c_{g, h}: T(g) T(h)(M) \rightarrow T(g h)(M), m \otimes r \otimes s \mapsto m \otimes g(r) s, m \in M, r, s \in R \tag{3.4}
\end{equation*}
$$

is functorial in $M$.

- The functorial isomorphism, which is part of the data of a tensor functor, is the natural one: ${ }^{g} M \otimes{ }^{g} N \simeq{ }^{g}(M \otimes N)$.
- The identity object $(\mathbb{1}, e)$ is the free $R$-module $\mathbb{1}=R b$ of rank one with basis $b$ together with $e: \mathbb{1} \rightarrow \mathbb{1} \otimes \mathbb{1}$ determined by $e(b)=b \otimes b$.
Note that by identifying $R$ with $\operatorname{End}(\mathbb{1})$, we recover the original $T(g): R \rightarrow R$ from $T(g): \operatorname{End}(\mathbb{1}) \rightarrow \operatorname{End}(\mathbb{1})$.

In what follows, we will always consider the category of modules over a $G$-ring with the above described $G-\otimes$-structure. In particular, if $k$ is a $G$-field, then $V e c t_{k}$ is naturally a $G-\otimes$-category (over $k$ ).

Definition 3.8 Let $C$ and $D$ be $G-\otimes$-categories via $T_{C}$ and $T_{D}$, respectively. A $G-\otimes$-functor $\mathrm{C} \rightarrow \mathrm{D}$ is a pair $(F, \alpha)$ comprising a tensor functor $F: \mathrm{C} \rightarrow \mathrm{D}$ and a set of isomorphisms of tensor functors $\alpha=\left\{\alpha_{g}: F \circ T_{\mathrm{C}}(g) \rightarrow T_{\mathrm{D}}(g) \circ F: \mathrm{C} \rightarrow \mathrm{D} \mid g \in G\right\}$ such that the diagram

is commutative, and for all $f, g \in G$, the following diagram is commutative.


Example 3.9 Let $R$ be a $G$-ring and $S$ an $R-G$-algebra. Then $\operatorname{Mod}_{R} \rightarrow \operatorname{Mod}_{S}$ where $M \leadsto M \otimes_{R} S$, together with the functorial isomorphisms
$\alpha_{g, M}:{ }^{g} M \otimes_{R} S=\left(M \otimes_{R} R\right) \otimes_{R} S \simeq M \otimes_{R} S \simeq\left(M \otimes_{R} S\right) \otimes_{S} S={ }^{g}\left(M \otimes_{R} S\right), \quad g \in G$,
derived from the commutativity of

is a $G-\otimes$-functor.
The composition of $G-\otimes$-functors is a $G-\otimes$-functor in a natural way.
Definition 3.10 Let $(F, \alpha),\left(F^{\prime}, \alpha^{\prime}\right): C \rightarrow D$ be $G-\otimes$-functors. A morphism of $G-\otimes$-functors $(F, \alpha) \rightarrow\left(F^{\prime}, \alpha^{\prime}\right)$ is a morphisms of $\otimes$-functors $\beta: F \rightarrow F^{\prime}$ such that the diagram

commutes for all $g \in G$.

### 3.4 Semigroup Actions on Tannakian Categories

Definition 3.11 Let $k$ be a $G$-field. A neutral G-Tannakian category over $k$ is a $G-\otimes$-category C over $k$ that is rigid (as a tensor category) and such that there exists a $G$-fibre functor $\mathrm{C} \rightarrow \operatorname{Vect}_{k}$, i.e., a $G-\otimes$-functor $(F, \alpha)$ with $F$ exact, faithful, and $k$-linear.

Example 3.12 Let $k$ be a $G$-field and $H$ a group $k$ - $G$-scheme. The category $\operatorname{Rep}(H)$ of representations of $H$ is a neutral $G$-Tannakian category over $k$ in a natural way.

- The tensor product and dual are as described in Section 2.3.
- The tensor functors $T(g): \operatorname{Rep}(H) \rightarrow \operatorname{Rep}(H), V \leadsto{ }^{g} V, g \in G$, are also described in Section 2.2.
- For all $g, h \in G$, and $V \in \mathcal{O b}(\operatorname{Rep}(H))$,

$$
c_{g, h}: T(g) T(h)(V) \rightarrow T(g h)(V), \quad v \otimes r \otimes s \mapsto v \otimes g(r) s, \quad v \in V, r, s \in k
$$

- The $G-\otimes$-functor $\omega: \operatorname{Rep}(H) \rightarrow \operatorname{Vect}_{k}$ that forgets the action of $H$ is a $G$-fibre functor for $\operatorname{Rep}(H)$.

Theorem 3.17 asserts that Example 3.12 is "essentially" the only example of a neutral $G$-Tannakian category. However, there are natural examples of neutral $G$-Tannakian categories for which the determination of the corresponding group $G$-scheme is a highly nontrivial problem.

Definition 3.13 We will define the $G-\otimes$-category of differential modules. Let $K$ be a $G$-field and a $\partial$-field (that is, $\partial: K \rightarrow K$ is a derivation) such that, for all $g \in G$, there
exists a non-zero $a_{g} \in K$ such that $g: K \rightarrow K$ satisfies $\partial \circ g=a_{g} g \circ \partial$, and for all $g, h \in G$,

$$
\begin{equation*}
a_{g h}=a_{g} g\left(a_{h}\right) . \tag{3.8}
\end{equation*}
$$

For example, if the $G$-action commutes with $\partial$, all the $a_{g} s$ can be chosen to equal 1 . As in [25, Definition 1.6 and Section 2.2],

- the objects are finite-dimensional $K$-vector spaces $M$ with an additive map $\partial: M \rightarrow M$ satisfying $\partial(a m)=\partial(a) m+a \partial(m), a \in K, m \in M ;$
- the morphisms are $K$-linear maps that commute with $\partial$; the tensor structure is as in the vector spaces, with $\partial(m \otimes n)=\partial(m) \otimes n+m \otimes \partial(n), m \in M, n \in N$;
- the $G$-action is given as in Example 3.7 with the differential module structure defined on $T(g)(M)$, for all $g \in G$, by

$$
\begin{equation*}
\partial(m \otimes r):=\partial(m) \otimes\left(a_{g} r\right)+m \otimes \partial(r) \tag{3.9}
\end{equation*}
$$

and extended to sums by additivity.
Proposition 3.14 The category of differential modules defined above is a $G-\otimes$-category over the $G$-field $K^{\partial}=\{a \in K \mid \partial(a)=0\} \cong \operatorname{End}(\mathbb{1})$.

Proof Recall that $T(g)(M)=M \otimes_{K} K$, where the tensor product is considered with respect to the field homomorphism $g: K \rightarrow K$. As in [25], the above is a $\otimes$-category, with (3.9) being well defined as, on the one hand, for all $g \in G$,

$$
\begin{aligned}
\partial(m r \otimes 1) & =(\partial(m) r+m \partial r) \otimes a_{g}=\partial(m) \otimes a_{g} g(r)+m \otimes a_{g} g(\partial r) \\
& =\partial(m) \otimes a_{g} g(r)+m \otimes \partial(g(r))
\end{aligned}
$$

and, on the other hand,

$$
\partial(m r \otimes 1)=\partial(m \otimes g(r))=\partial(m) \otimes a_{g} g(r)+m \otimes \partial(g(r)) .
$$

Moreover, $\partial: T(g)(M) \rightarrow T(g)(M)$ is a differential module structure. Indeed, for all $m \in M$ and $r, s \in K$, we have by (3.3)

$$
\begin{aligned}
\partial(s(m \otimes r)) & =\partial(m \otimes r s)=\partial(m) \otimes\left(a_{g} r s\right)+m \otimes \partial(r s) \\
& =s\left(\partial(m) \otimes a_{g} r\right)+s(m \otimes \partial(r))+\partial(s)(m \otimes r) \\
& =s \partial(m \otimes r)+\partial(s)(m \otimes r) .
\end{aligned}
$$

For all $g, h \in G$, condition (3.8) implies that $c_{g, h}(M): T(g) T(h)(M) \rightarrow T(g h)(M)$ is a morphism of differential modules. Indeed, for all $m \in M, r, s \in K$, using (3.4), we have

$$
\begin{aligned}
\partial\left(c_{g, h}(M)\right. & (m \otimes r \otimes s))=\partial(m \otimes g(r) s)=\partial(m) \otimes a_{g h} g(r) s+m \otimes \partial(g(r) s) \\
& =\partial(m) \otimes a_{g h} g(r) s+m \otimes g(\partial(r)) a_{g} s+m \otimes g(r) \partial(s) \\
& =\partial(m) \otimes g\left(a_{h} r\right) a_{g} s+m \otimes g(\partial(r)) a_{g} s+m \otimes g(r) \partial(s) \\
& =c_{g, h}(M)\left(\partial(m) \otimes a_{h} r \otimes a_{g} s+m \otimes \partial(r) \otimes a_{g} s+m \otimes r \otimes \partial(s)\right) \\
& =c_{g, h}(M)\left(\partial(m \otimes r) \otimes a_{g} s+m \otimes r \otimes \partial(s)\right)=c_{g, h}(M)(\partial(m \otimes r \otimes s)) .
\end{aligned}
$$

From Example 3.7, we now conclude that $c_{g, h}$ is an isomorphism of tensor functors $T(g) T(h) \rightarrow T(g h)$.

Moreover, we have $a_{e}=a_{e e}=a_{e} g\left(a_{e}\right)$. Hence, since $a_{e} \neq 0, g\left(a_{e}\right)=1$. Since $g: K \rightarrow K$ is injective, we conclude that $a_{e}=1$. The condition $a_{e}=1$ implies that $\iota(M): T(e)(M) \rightarrow M$ is a morphism of differential modules. Indeed, for all $m \in M$ and $r \in K$,

$$
\begin{aligned}
\iota(M)(\partial(m \otimes r)) & =\iota(M)\left(\partial(m) \otimes a_{e} r+m \otimes \partial r\right)=\partial(m) \cdot 1 \cdot r+m \partial r \\
& =\partial(m r)=\partial(\iota(M)(m \otimes r)) .
\end{aligned}
$$

By Example 3.7, $\iota: T(e) \rightarrow \mathrm{id}$ is an isomorphism of tensor functors.
On the level of explicit computation (by considering $M$ with a choice of a basis, as in the differential Galois theory [25, Section 1.2]), given a matrix differential equation $\partial Y=A Y$, the action of $T(g)$ on it is given by $(c f .[6, \$ 1.1])$

$$
\partial(g(Y))=a_{g} g(\partial(Y))=a_{g} g(A Y)=a_{g} g(A) g(Y)
$$

In other words, if $\partial Y=A Y$ is the matrix differential equation of $M$ with respect to a basis $e_{1}, \ldots, e_{n}$, then $\partial Z=a_{g} g(A) Z$ is the matrix differential equation of $T(g)(M)$ with respect to the basis $e_{1} \otimes 1, \ldots, e_{n} \otimes 1$.

Example 3.15 For instance, let $K=\mathbb{Q}(x), \partial=\partial / \partial x, G=\mathbb{Z}$, and $T(1)(f(x))=$ $f(2 x)$. Then $\partial \circ T(1)=2 T(1) \circ \partial$, and therefore, the differential equation $\partial(y)=y$ is sent by $T(1)$ to the differential equation $\partial(y)=2 y$, which can also be seen on the level of solutions: $e^{x}$ is sent to $e^{2 x}$.

Let $k$ be a $G$-field, $C$ a neutral $G$-Tannakian category over $k$, and $\omega: C \rightarrow \operatorname{Vect}_{k}$ a $G$-fibre functor. For every $k$ - $G$-algebra $R$, composing $\omega$ with the $G-\otimes$-functor

$$
\operatorname{Vect}_{k} \rightarrow \operatorname{Mod}_{R}, V \leadsto V \otimes_{k} R,
$$

yields a $G-\otimes$-functor $\omega \otimes R: C \rightarrow \operatorname{Mod}_{R}$. Let $\operatorname{Aut}^{G, \otimes}(\omega)(R)$ denote the group of all automorphisms of $\omega \otimes R$, i.e., invertible morphisms $\omega \otimes R \rightarrow \omega \otimes R$ of $G$ - $\otimes$-functors. Then Aut ${ }^{G, \otimes}(\omega)$ is naturally a functor from $k-G$-Alg to Groups.

If $C=\operatorname{Rep}(H)$ and $\omega$ are as in Example 3.12, we have a canonical morphism

$$
H \rightarrow \operatorname{Aut}^{G, \otimes}(\omega)
$$

of group functors on $k$ - $G$-Alg. (The statement that $h \in H(R)$, when considered as a morphism of functors $h: \omega \otimes R \rightarrow \omega \otimes R$, respects $G$, is precisely identity (2.1).)

For a $k$ - $G$-algebra $R$, let $R^{\sharp}$ denote the $k$-algebra obtained from $R$ by forgetting the $G$-action. Similarly, for a group $k$ - $G$-scheme $H$, let $H^{\sharp}$ denote the group scheme obtained from $H$, by forgetting the $G$-action, i.e., $H^{\sharp}$ is the affine group scheme represented by the Hopf algebra $k\{H\}^{\sharp}$.

Proposition 3.16 Let $k$ be a $G$-field, H a group $k$ - $G$-scheme, and $\omega: \operatorname{Rep}(H) \rightarrow \operatorname{Vect}_{k}$ the forgetful $G-\otimes$-functor. Then the canonical morphism $H \rightarrow \operatorname{Aut}^{G, \otimes}(\omega)$ is an isomorphism.

Proof Let $R$ be a $k$ - $G$-algebra. By forgetting the $G$-structure, we can interpret $\omega$ as a fibre functor for a Tannakian category. Then [5, Proposition 2.8] says that the natural map $H^{\sharp}\left(R^{\sharp}\right) \rightarrow \operatorname{Aut}^{\otimes}(\omega)\left(R^{\sharp}\right)$ is bijective. It therefore suffices to see that,
under this bijection, $H(R) \subset H^{\sharp}\left(R^{\sharp}\right)$ corresponds to Aut ${ }^{G, \otimes}(\omega)(R) \subset \operatorname{Aut}^{\otimes}(\omega)\left(R^{\sharp}\right)$. Thus, we must show that, for an isomorphism of $G-\otimes$-functors $\beta: \omega \otimes R \rightarrow \omega \otimes R$, the corresponding morphism $h \in \operatorname{Hom}_{k}\left(k\{H\}^{\sharp}, R^{\sharp}\right)=H^{\sharp}\left(R^{\sharp}\right)$ is a morphism of difference rings. Let $\varphi \in k\{H\}$. We have to show that $h(g(\varphi))=g(h(\varphi)), g \in G$. Using Sweedler's notation, we may write

$$
\begin{equation*}
\Delta(\varphi)=\sum \varphi_{(1)} \otimes \varphi_{(2)} \in V \otimes_{k} k\{H\} . \tag{3.10}
\end{equation*}
$$

Then $V:=\operatorname{span}_{k}\left\{\varphi_{(1)}\right\}$ is a finite-dimensional $H$-stable $k$-subspace of $k\{H\}$ containing $\varphi$, as $(\mathrm{id} \otimes \varepsilon) \circ \Delta(\varphi)=1 \otimes \varphi$. By assumption, for all $g \in G$,

commutes. By (3.10), $\beta_{V}(\varphi \otimes 1)=h(\varphi \otimes 1)=\sum \varphi_{(1)} \otimes h\left(\varphi_{(2)}\right) \in V \otimes_{k} R$. Chasing $(\varphi \otimes 1) \otimes 1 \epsilon^{g} V \otimes_{k} R$ through diagram (3.11), we see that

$$
\sum \varphi_{(1)} \otimes h\left(g\left(\varphi_{(2)}\right)\right)=\sum \varphi_{(1)} \otimes g\left(h\left(\varphi_{(2)}\right)\right) \in V \otimes_{k} R,
$$

where the latter tensor product is formed by using $k \xrightarrow{g} k \rightarrow R$ on the right-hand side. Applying the counit $\varepsilon: k\{H\} \rightarrow k$ to this identity, we conclude that

$$
\sum g\left(\varepsilon\left(\varphi_{(1)}\right)\right) h\left(g\left(\varphi_{(2)}\right)\right)=h\left(\sum g\left(\varepsilon\left(\varphi_{(1)}\right) g\left(\varphi_{(2)}\right)\right)\right)=h(g(\varphi))
$$

and

$$
\sum g\left(\varepsilon\left(\varphi_{(1)}\right)\right) g\left(h\left(\varphi_{(2)}\right)\right)=g\left(\sum \varepsilon\left(\varphi_{(1)}\right) h\left(\varphi_{(2)}\right)\right)=g(h(\varphi))
$$

are equal. So, as claimed, $h$ is a morphism of $G$-rings.
Theorem 3.17 Let $k$ be a $G$-field and $(C, \omega)$ a neutral $G$-Tannakian category over $k$. Then $H=\operatorname{Aut}^{G, \otimes}(\omega)$ is a group $k-G$-scheme and $\omega$ induces an equivalence of $G-\otimes$-categories over $k$ between C and $\operatorname{Rep}(H)$.

Proof Let $C^{\sharp}$ denote the tensor category obtained from $C$ by forgetting $G$. Similarly, let $\omega^{\sharp}: \mathrm{C}^{\sharp} \rightarrow \operatorname{Vect}_{k}$ denote the tensor functor obtained from $\omega$ by forgetting the $G$-structure. Then $\left(\mathrm{C}^{\sharp}, \omega^{\sharp}\right)$ is a neutral Tannakian category over $k$. By Theorem 3.1,

$$
\mathcal{H}:=\operatorname{Aut}^{\otimes}\left(\omega^{\sharp}\right)
$$

is an affine group scheme over $k$. The crucial step now is to use the $G$-structure on $C$ to put a $G$-structure on $\mathcal{H}$, i.e., to turn the $k$-Hopf-algebra $k[\mathcal{H}]$ into a $k$ - $G$-Hopf algebra. To put a $G$-structure on $\mathcal{H}$ is equivalent to defining, for every $g \in G$, a morphism of $k$-groups $\widetilde{g}: \mathcal{H} \rightarrow{ }^{g \mathcal{H}}$ such that
(i) $\widetilde{f g}: \mathcal{H} \rightarrow{ }^{(f g)} \mathcal{H}$ is equal to $\mathcal{H} \xrightarrow{\widetilde{f}}{ }^{f} \mathcal{H} \xrightarrow{f^{f}(\widetilde{g})} f(g \mathcal{H})={ }^{(f g)} \mathcal{H}$ for all $f, g \in G$ and (ii) $\widetilde{e}=\mathrm{id}$.

For a $k$-algebra $R$, let ${ }_{g} R$ denote the $k$-algebra obtained from $R$ by restriction of scalars via $g: k \rightarrow k$. So ${ }_{g} R$ equals $R$ as a ring but the $k$-algebra structure is given by $k \rightarrow R$, $a \mapsto g(a)$. For every object $X$ of C, we have

$$
{ }^{g}(\omega(X)) \otimes_{k} R=\left(\omega(X) \otimes_{k} k\right) \otimes_{k} R \simeq \omega(X) \otimes_{k} g_{g} R
$$

It follows that $(T(g) \circ \omega) \otimes R$ and $\omega \otimes{ }_{g} R$ are isomorphic as tensor functors from C to $\operatorname{Mod}_{R}$, and we find that $\operatorname{Aut}^{\otimes}(T(g) \circ \omega)(R) \simeq \mathcal{H}\left({ }_{g} R\right)=g_{\mathcal{H}} \mathcal{H}(R)$. Since the construction is functorial in $R$, we see that $\operatorname{Aut}^{\otimes}(T(g) \circ \omega) \simeq g^{\mathcal{H}}$.

We define a morphism of $k$-groups $\phi: \mathcal{H}=\operatorname{Aut}^{\otimes}(\omega) \rightarrow \operatorname{Aut}^{\otimes}\left(\omega \circ T_{\mathrm{C}}(g)\right)$ as follows. If $R$ is a $k$-algebra and $\lambda \in \mathcal{H}(R)$, in particular $\lambda_{X}: \omega(X) \otimes_{k} R \rightarrow \omega(X) \otimes_{k} R$ for every object $X$ of C , then we have

$$
\phi_{R}(\lambda)_{X}=\lambda_{T_{\mathrm{C}}(g)(X)}: \omega\left(T_{\mathrm{C}}(g)(X)\right) \otimes_{k} R \rightarrow \omega\left(T_{\mathrm{C}(g)}(X)\right) \otimes_{k} R
$$

The isomorphism $\alpha_{g}: \omega \circ T_{\mathrm{C}}(g) \simeq T(g) \circ \omega$ of tensor functors yields an isomorphism

$$
\operatorname{Aut}^{\otimes}\left(\omega \circ T_{\mathrm{C}}(g)\right) \rightarrow \operatorname{Aut}^{\otimes}(T(g) \circ \omega) .
$$

In summary, we have a morphism of $k$-groups

$$
\widetilde{g}: \mathcal{H}=\operatorname{Aut}^{\otimes}(\omega) \rightarrow \operatorname{Aut}^{\otimes}\left(\omega \circ T_{\mathrm{C}}(g)\right) \simeq \operatorname{Aut}^{\otimes}(T(g) \circ \omega) \simeq g^{g} \mathcal{H} .
$$

In detail, if $\lambda \in \mathcal{H}(R)$, then $\widetilde{g}_{R}(\lambda) \in g_{\mathcal{H}}(R)=\mathcal{H}\left({ }_{g} R\right)$ is given, for each object $X$ in $C$, by $\left(\widetilde{g}_{R}(\lambda)\right)_{X}$ being the morphism making

commutative.
Let us show that (i) above is satisfied for any $f, g \in G$. So, for a $k$-algebra $R$ and $\lambda \in \mathcal{H}(R)$ we need to show that

$$
{ }^{f}(\widetilde{g})_{R}\left(\widetilde{f}_{R}(\lambda)\right)=(\widetilde{f g})_{R}(\lambda) \in{ }^{(f g)} \mathcal{H}(R)=\mathcal{H}\left({ }_{f g} R\right)
$$

For an object $X$ of $C$, the automorphism

$$
{ }^{f}(\widetilde{g})_{R}\left(\widetilde{f}_{R}(\lambda)\right)_{X}: \omega(X) \otimes_{k f g} R \rightarrow \omega(X) \otimes_{k f g} R
$$

corresponds to the automorphism

$$
\lambda_{T_{\mathrm{C}}(f)\left(T_{\mathrm{C}}(g)(X)\right)}: \omega\left(T_{\mathrm{C}}(f)\left(T_{\mathrm{C}}(g)(X)\right)\right) \otimes_{k} R \rightarrow \omega\left(T_{\mathrm{C}}(f)\left(T_{\mathrm{C}}(g)(X)\right)\right) \otimes_{k} R
$$

under the chain of isomorphisms

$$
\begin{aligned}
\psi_{1}: \omega(X) \otimes_{k f g} R & \simeq T(g)(\omega(X)) \otimes_{k f} R \simeq \omega\left(T_{\mathrm{C}}(g)(X)\right) \otimes_{k f} R \\
& \simeq T(f)\left(\omega\left(T_{\mathrm{C}}(g)(X)\right)\right) \otimes_{k} R \simeq \omega\left(T_{\mathrm{C}}(f)\left(T_{\mathrm{C}}(g)(X)\right)\right) \otimes_{k} R .
\end{aligned}
$$

On the other hand, the automorphism

$$
(\widetilde{f g})_{R}(\lambda)_{X}: \omega(X) \otimes_{k f g} R \rightarrow \omega(X) \otimes_{k f g} R
$$

also corresponds to the automorphism

$$
\lambda_{T_{\mathrm{C}}(f)\left(T_{\mathrm{c}}(g)\right)(X)}: \omega\left(T_{\mathrm{C}}(f)\left(T_{\mathrm{C}}(g)(X)\right)\right) \otimes_{k} R \rightarrow \omega\left(T_{\mathrm{C}}(f)\left(T_{\mathrm{C}}(g)(X)\right)\right) \otimes_{k} R
$$

under the chain of isomorphisms

$$
\begin{aligned}
\psi_{2}: \omega(X) \otimes_{k f g} R & \simeq T(f g)(\omega(X)) \otimes_{k} R \simeq \omega\left(T_{\mathrm{C}}(f g)(X)\right) \otimes_{k} R \\
& \simeq \omega\left(T_{\mathrm{C}}(f)\left(T_{\mathrm{C}}(g)(X)\right)\right) \otimes_{k} R .
\end{aligned}
$$

To prove (i), it therefore suffices to see that $\psi_{1}=\psi_{2}$. But this is guaranteed by (3.6).
To prove (ii), let $R$ be a $k$-algebra and $\lambda \in \mathscr{H}(R)$. For an object $X$ of C , the automorphism $\widetilde{e}_{R}(\lambda)_{X}$ of $\omega(X) \otimes_{k} R$ corresponds to the automorphism $\lambda_{T_{C}(e)(X)}$ of $\omega\left(T_{\mathrm{C}}(e)(X)\right) \otimes_{k} R$ under the isomorphisms

$$
\omega(X) \otimes_{k} R \simeq T(e)(\omega(X)) \otimes_{k} R \simeq \omega\left(T_{\mathrm{C}}(e)(X)\right) \otimes_{k} R .
$$

As

commutes and $\omega \simeq \omega \circ T_{\mathrm{C}}(e) \simeq T(e) \circ \omega \simeq \omega$ is the identity transformation by (3.5), it follows that $\widetilde{R}_{R}(\lambda)_{X}=\lambda_{X}$. So $\widetilde{e}_{R}(\lambda)=\lambda$ as required.

Let $H$ be the group $k$ - $G$-scheme defined by the $G$-structure on $\mathcal{H}$, i.e., $H$ is represented by the $k$ - $G$-Hopf-algebra $k[\mathcal{H}]$. We will next show that

$$
H(R)=\operatorname{Aut}^{G, \otimes}(\omega)(R) \subset \operatorname{Aut}^{\otimes}(\omega)(R)=\mathcal{H}(R)
$$

for any $k$ - $G$-algebra $R$.
Note that if $H$ is a group $k$ - $G$-scheme, $\mathcal{H}$ the group $k$-scheme obtained from $H$ by forgetting the difference structure, and $R$ a $k$ - $G$-algebra, then $H(R) \subset \mathcal{H}(R)$ can be described as follows. For every $g \in G$, we have two maps from $\mathcal{H}(R)$ to ${ }^{g} \mathcal{H}(R)$ : $\widetilde{g}_{R}: \mathcal{H}(R) \rightarrow \mathcal{F}_{\mathcal{H}}(R)$ and the map $\mathcal{H}(g): \mathcal{H}(R) \rightarrow \mathcal{H}\left({ }_{g} R\right)=g_{\mathcal{H}}(R)$ obtained from the $k$-algebra morphism $g: R \rightarrow{ }_{g} R$ by the functor property of $\mathcal{H}$. One immediately checks on the coordinate rings that a morphism of $k$-algebras $k\{H\}=k[\mathcal{H}] \rightarrow R$ commutes with the action of $g$ if and only if it lies in the equalizer of $\widetilde{g}_{R}$ and $\mathcal{H}(g)$. Thus, $H(R) \subset \mathcal{H}(R)$ is equal to the intersection of all these equalizers.

So $\lambda \in \mathcal{H}(R)$ lies in $H(R)$ if and only if the outer rectangle in

commutes for all $g \in G$ and all objects $X$ of $C$. But this is just (3.7) spelled out in detail. Therefore, $H(R)=\operatorname{Aut}^{G, \otimes}(\omega)(R)$ and $H=\operatorname{Aut}^{G, \otimes}(\omega)$ is a group $k$ - $G$-scheme.

For every object $X$ of $C$, the vector space $\omega(X)$ is a representation of $H$ and $\omega$ can be interpreted as a $G-\otimes$-functor from $C$ to $\operatorname{Rep}(H)$. Since $C \rightarrow \operatorname{Rep}(\mathcal{H})$ (Theorem 3.1) and $\operatorname{Rep}(\mathcal{H}) \rightarrow \operatorname{Rep}(H)$ are equivalences of categories, $\mathrm{C} \rightarrow \operatorname{Rep}(H)$ is also an equivalence of categories.

### 3.5 More on Representations

In this section, we will give a more explicit presentation of $G$-Hopf algebras and categories of representations of difference algebraic groups.

### 3.5.1 Explicit Formula for Semigroup Action

More explicitly, to obtain the $G$-Hopf algebra representing Aut ${ }^{G, \otimes}(\omega)$, similarly to [19, Section 6.3] and [10, pp. 370-371], one can take the Hopf algebra $A$ that represents Aut ${ }^{\otimes}(\omega)$ :

$$
A=\bigoplus_{V \in \mathcal{O b}(\mathrm{C})} \omega(V) \otimes_{k} \omega(V)^{\vee} / U,
$$

where $U$ is the $k$-subspace spanned by
$\left\{\left(\mathrm{id} \otimes \omega(\phi)^{\vee}-\omega(\phi) \otimes \mathrm{id}\right)(z) \mid V, W \in \mathcal{O b}(\mathrm{C}), \phi \in \operatorname{Mor}(V, W), z \in \omega(V) \otimes \omega(W)^{\vee}\right\}$, and define the action of $G$ on $A$ as follows. For $V \in \mathcal{O b}(\mathrm{C})$, let $v \in \omega(V)$ and $u \in$ $\omega(V)^{\vee}$. For all $g \in G$, we define $T(g)(v \otimes u) \in \omega(T(g)(V)) \otimes_{k} \omega(T(g)(V))^{\vee}$ by:

$$
T(g)(v \otimes u):=(v \otimes 1) \otimes T(g)(u), \quad T(g)(u)(w \otimes a):=a T(g)(u(w))
$$

for all $w \in \omega(V), a \in k$. For $A$ defined as in [10, pp. 370-371], one uses the same formula, but conjugated by the isomorphism

$$
\begin{gathered}
\varphi: \eta(V) \otimes_{k} \omega(V)^{\vee} \rightarrow \operatorname{Hom}_{k}(\omega(V), \eta(V)), \\
\varphi(v \otimes u)(w):=u(w) v, \quad v \in \eta(V), u \in \omega(V)^{\vee}, w \in \omega(V),
\end{gathered}
$$

where, for our purposes, $\eta=\omega$.

### 3.5.2 Characterization of Difference Algebraic Groups

In this section, we will show how to recognize categories of representation of $G$-algebraic groups among those of group $G$-schemes.

Let $G$ be generated by $S \subset G$. Recall that, for all $g \in G, l_{S}(g)$ is defined to be the length of a shortest presentation of $g$ as a product of the generators. For all sloppy $f \in k\left\{y_{1}, \ldots, y_{n}\right\}_{G}$, we define

$$
\operatorname{ord}_{S}(f):=\max _{g\left(y_{i}\right) \text { appears in } f} l_{S}(g) .
$$

For simplicity, in what follows, we assume that $S$ is fixed and drop the subscript $S$ from ord.

Definition 3.18 We say that an object $V$ of a $G-\otimes$-category $C$ is a $G-\otimes$-generator of C if the set of objects $\{T(g)(V) \mid g \in G\}$ generates $C$ as an abelian tensor category.

A representation $\phi: H \rightarrow \mathrm{GL}(V)$ is called faithful if $\phi^{*}: k\{\mathrm{GL}(V)\} \rightarrow k\{H\}$ is surjective.

Theorem 3.19 Let H be a G-algebraic group. Then every faithful representation of $H$ $G-\otimes$-generates $\operatorname{Rep}(H)$.

Proof This proof closely follows the proof of [19, Proposition 1]. Let $U$ be an $A:=$ $k\{H\}$-comodule. By [27, Lemma 3.5], $U$ is an $A$-subcomodule of $U \otimes_{k} A \cong A^{m}$, $\rho_{U \otimes A}:=\operatorname{id}_{U} \otimes \Delta$. The canonical projections $\pi_{i}: A^{m} \rightarrow A$ are $H$-equivariant (with respect to the comultiplication $\Delta: A \rightarrow A \otimes A$ ). Since $U \subset A^{m}$, we have

$$
U \subset \bigoplus_{i=1}^{m} \pi_{i}(U)
$$

and each $\pi_{i}(U)$ is an $A$-comodule. Let $(V, \phi)$ be a faithful representation of $H$ and fix a basis $v_{1}, \ldots, v_{n}$ of $V$. Let $\pi=\phi^{*}: B:=k\left\{x_{11}, \ldots, x_{n n}, 1 / \operatorname{det}\right\}_{G} \rightarrow A$ be the corresponding surjection of $k$ - $G$-Hopf algebras. Since $\pi_{i}(U)$ is a finite-dimensional $A$-subcomodule of $A$, there exist $r, s, p \in \mathbb{Z}_{\geq 0}$ and a finite subset $S \subset G$ such that $\pi_{i}(U)$ is contained in $\pi\left(L_{r, s, p}\right)$, where

$$
L_{S, r, s, p}:=\prod_{g \in S}(g \operatorname{det})^{-r}\left\{f\left(x_{i j}\right) \mid \operatorname{deg}(f) \leq s, \operatorname{ord}(f) \leq p\right\} .
$$

The comultiplication of $B$ is given by $\Delta\left(x_{i j, g}\right)=\sum_{l=1}^{n} x_{i l, g} \otimes x_{l j, g}, g \in G$, for all $i, j$, $1 \leq i, j \leq n$, and $L_{s, r, s, p}$ is a $B$-subcomodule of $B$, because

$$
\Delta\left(x_{i j} x_{p q}\right)=\sum_{l, r=1}^{n} x_{i l} x_{p r} \otimes x_{l j} x_{r q} \quad \text { and } \quad \operatorname{ord}\left(f_{1} f_{2}\right)=\max \left\{\operatorname{ord}\left(f_{1}\right), \operatorname{ord}\left(f_{2}\right)\right\}
$$

Hence, $L_{S, r, s, p}$ is also an $A$-subcomodule of $B$. Therefore, each $\pi_{i}(U)$ is a subquotient of some $L_{S, r, s, p}$. Thus, we only need to show how to construct these $L_{S, r, s, p}$ from $V$. For each $i, 1 \leq i \leq n$, the $\operatorname{map} \varphi_{i}: V \rightarrow B, v_{j} \mapsto x_{i j}$ is $\mathrm{GL}_{n}$ (hence, $H$ )-equivariant, because

$$
\left(\varphi_{i} \otimes \mathrm{id}\right)\left(\rho_{V}\left(v_{j}\right)\right)=\left(\varphi_{i} \otimes \mathrm{id}\right)\left(\sum_{l=1}^{n} v_{l} \otimes x_{l j}\right)=\sum_{l=1}^{n} x_{i l} \otimes x_{l j}=\Delta\left(x_{i j}\right)=\rho_{B}\left(\varphi_{i}\left(v_{j}\right)\right) .
$$

Every $f \in L_{\varnothing, 0,1, p}$ is of the form

$$
f=\sum_{i, j=1}^{n} \sum_{g \in S_{f}} c_{i j} x_{i j, g}, \quad c_{i j} \in k
$$

for some finite $S_{f} \subset G$ such that, for all $h \in S_{f}$, ord $(h) \leq p$. As noted above, this space is an $A$-subcomodule of $B$. The map $\left(\varphi_{1}, \ldots, \varphi_{n}\right)$ induces

$$
\left(T_{p}(V)\right)^{n} \cong L_{0,1, p}, \quad T_{p}(V):=\bigoplus_{\substack{g \in G \\ l_{R, S}(g) \leq p}} T(g)(V)
$$

as $A$-comodules, not necessarily finite-dimensional. Hence, one can construct $L_{\varnothing, 0,1, p}$.

Let $s \in \mathbb{Z}_{\geq 2}$. The $A$-comodule $L_{\varnothing, 0, s, p}$ is the quotient of $\left(L_{\varnothing, 0,1, p}\right)^{\otimes s}$ by the symmetric relations. So we have all $L_{\varnothing, 0, s, p}$. Now let $s=n=\operatorname{dim}_{k} V$. Then the onedimensional representation det: $H \rightarrow \mathrm{GL}_{1}$ with $h \mapsto \operatorname{det}(h)$ is in $L_{\varnothing, 0, n, p}$. For $f \in k^{\vee}$, we have $\operatorname{det}(h)(f)(x)=f(x / \operatorname{det}(h))=\frac{1}{\operatorname{det}(h)} f(x)$. Thus,

$$
L_{S, r, s, p}=\left(\otimes_{g \in S}^{g} \operatorname{det}^{*}\right)^{\otimes r} \otimes L_{\varnothing, 0, s, p},
$$

which is what we wanted to construct.
Corollary 3.20 Let H be a group $k$ - $G$-scheme. Then $H$ is $G$-algebraic if and only if $\operatorname{Rep}(H)$ has a $G-\otimes$-generator.

Proof This follows from Theorem 3.19 using [10, Proposition A.2] and Section 3.5.1.

## 4 Defining Actions Using Generators and Relations

It is natural to ask for which classes of semigroups can their actions on small categories be defined using only finitely many data. For instance, can one find a restriction functor $R$ from $C_{G}$ to the category of actions of a particular finite subset of $G$ (or some other finite subset of some other semigroup associated with $G$, as done in [4, Théorème 1.5]) so that $R$ is an equivalence of categories? In Theorem 4.2, we will show that this is the case for finite free products of semigroups of the form

$$
\mathbb{N}^{n} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}
$$

which is the main result of this section. By Lemma 4.1, this also implies that actions of finite free products of such groups on categories can be described using finite sets of diagrams.

### 4.1 Actions of Free Products of Semigroups

In this section, we will show how to describe actions of free products of semigroups on a small category C in terms of actions of each of the semigroups.

For every pair of semigroups $G_{1}$ and $G_{2}$, we have the category $\mathrm{C}_{G_{1}} \times \mathrm{C}_{G_{2}}$ [15, §II.3]. We will define the restriction functor $R: \mathrm{C}_{G_{1} \notin G_{2}} \rightarrow \mathrm{C}_{G_{1}} \times \mathrm{C}_{G_{2}}$ as follows:

- for an object $T=\left(\left\{T(g): C \rightarrow C \mid g \in G_{1} * G_{2}\right\},\left\{c_{f, g} \mid f, g \in G_{1} * G_{2}\right\}\right)$, we let

$$
\begin{aligned}
& R(T):=\left(\left(\left\{T(g): C \rightarrow C \mid g \in G_{1}\right\},\left\{c_{f, g} \mid f, g \in G_{1}\right\}\right)\right. \\
&\left.\left(\left\{T(g): C \rightarrow C \mid g \in G_{2}\right\},\left\{c_{f, g} \mid f, g \in G_{2}\right\}\right)\right)
\end{aligned}
$$

- for objects $T_{1}$ and $T_{2}$ and a morphism $m=\left\{m_{f}: T_{1}(f) \rightarrow T_{2}(f), f \in G_{1} * G_{2}\right\}$, we let

$$
R(m):=\left(\left\{m_{f}: T_{1}(f) \rightarrow T_{2}(f), f \in G_{1}\right\},\left\{m_{f}: T_{1}(f) \rightarrow T_{2}(f), f \in G_{2}\right\}\right) .
$$

Lemma 4.1 For semigroups $G_{1}$ and $G_{2}$, the restriction functor $R: C_{G_{1} * G_{2}} \rightarrow C_{G_{1}} \times C_{G_{2}}$ is an equivalence of categories.

Proof We will show this by constructing a quasi-inverse functor $E$ to $R$. For every object

$$
\begin{aligned}
\left(\left(\left\{T(g): C \rightarrow C \mid g \in G_{1}\right\},\{ \right.\right. & \left.\left.c_{f, g} \mid f, g \in G_{1}\right\}\right) \\
& \left.\left(\left\{T(g): C \rightarrow C \mid g \in G_{2}\right\},\left\{c_{f, g} \mid f, g \in G_{2}\right\}\right)\right)
\end{aligned}
$$

define

$$
\begin{array}{r}
E(T)=\left(\left\{T\left(u_{1}\right) \circ T\left(v_{1}\right) \circ \cdots \circ T\left(u_{q}\right) \circ T\left(v_{q}\right) \mid u_{i} \in G_{1}, v_{i} \in G_{2}, 1 \leq i \leq q, q \geq 1\right\},\right. \\
\left.\left\{c_{f, g} \mid f, g \in G_{1} * G_{2}\right\}\right),
\end{array}
$$

where, for all presentations of the shortest length

$$
f=u_{1} v_{1} \cdots u_{r} v_{r}, g=u_{1}^{\prime} v_{1}^{\prime} \cdots u_{s}^{\prime} v_{s}^{\prime}, u_{i}, u_{j}^{\prime} \in G_{1}, v_{i}, v_{j}^{\prime} \in G_{2}, 1 \leq i \leq r, 1 \leq j \leq s
$$

define

$$
\begin{equation*}
c_{f, g}=\mathrm{id}: T(f) \circ T(g) \rightarrow T(f g) \tag{4.1}
\end{equation*}
$$

if $v_{r}, u_{1}^{\prime} \neq e$ or $v_{r} u_{1}^{\prime}=e$. Otherwise, if $v_{r}=e$, define

$$
\begin{equation*}
c_{f, g}=\mathrm{id}_{T\left(u_{1}\right) \circ T\left(v_{1}\right) \circ \ldots \circ T\left(u_{r-1}\right) \circ T\left(v_{r-1}\right)} \circ \mathcal{C}_{u_{r}, u_{1}^{\prime}} \circ \mathrm{id}_{T\left(v_{1}^{\prime}\right) \ldots \ldots \circ T\left(u_{s}^{\prime}\right) \circ T\left(v_{s}^{\prime}\right)} . \tag{4.2}
\end{equation*}
$$

The case $u_{1}^{\prime}=e$ is similar. The required associativity for $c_{\text {., }}$ follows from (4.1) and (4.2) and the associativity for $c_{.,}$. in each of $G_{1}$ and $G_{2}$.

Now let $m \in \operatorname{Mor}_{C_{G_{1}} \times \mathrm{C}_{G_{2}}}\left(T_{1}, T_{2}\right)$ and $f=u_{1} v_{1} \cdots u_{r} v_{r}$ with $u_{i} \in G_{1}, v_{i} \in G_{2}$, $1 \leq i \leq r$, being a presentation of the shortest length. Define

$$
m_{f}:=m_{u_{1}} \circ m_{v_{1}} \circ \cdots \circ m_{u_{r}} \circ m_{v_{r}}
$$

which satisfies (3.2) by construction. By construction as well, $R \circ E=\operatorname{id}_{C_{G_{1}} \times C_{G_{2}}}$. We will show that $E \circ R \cong \operatorname{id}_{\mathrm{C}_{G_{1} * G_{2}}}$. Indeed, let

$$
T_{1}, T_{2} \in \mathcal{O b}\left(\mathrm{C}_{G_{1} \not G_{2}}\right) \quad \text { and } \quad m \in \operatorname{Mor}_{C_{G_{1} * G_{2}}}\left(T_{1}, T_{2}\right)
$$

Then the diagram

is commutative, where, for each $T \in \mathcal{O b}\left(\mathrm{C}_{G_{1} \not G_{2}}\right)$, the set of isomorphisms of functors $I_{T}:(E \circ R)(T) \rightarrow T$ is defined by, for each $u_{1} v_{1} \cdots u_{r} v_{r} \in G_{1} * G_{2}$, successively composing isomorphisms of functors of the form

$$
c_{u_{1} v_{1} \cdots u_{i} v_{i}, u_{i+1} v_{i+1} \cdots u_{r} v_{r}} \quad \text { and } \quad c_{u_{1} v_{1} \cdots u_{i}, v_{i} u_{i+1} v_{i+1} \cdots u_{r} v_{r}}
$$

which finishes the proof.

### 4.2 Actions of Finitely Generated Abelian Semigroups

In this section, we will discuss actions of a category $C$ of finitely generated abelian semigroups of a special form:

$$
\begin{equation*}
G=\mathbb{N}^{n} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}, \quad n_{j} \geq 1,1 \leq j \leq r \tag{4.3}
\end{equation*}
$$

(for simplicity, let $m=n+r$ ) with a selected set $A=\left\{a_{1}, \ldots, a_{m}\right\}$ of generators that correspond to the decomposition (4.3). Let the category $\mathrm{C}_{A}$ consist of

- objects of the form

$$
\begin{aligned}
\left(\{T(a) \mid a \in A\},\left\{i_{a_{i}, a_{j}}: T\left(a_{i}\right) \circ T\left(a_{j}\right) \xrightarrow{\sim}\right.\right. & \left.T\left(a_{j}\right) \circ T\left(a_{i}\right) \mid 1 \leq j<i \leq m\right\} \\
& \left.\left\{I_{j}: T\left(a_{n+j}\right)^{\circ n_{j}} \xrightarrow{\sim} \mathrm{id} \mid 1 \leq j \leq r\right\}\right)
\end{aligned}
$$

such that, for all $i_{1}, i_{2}, i_{3}, 1 \leq i_{1}<i_{2}<i_{3} \leq m$, the following diagram is commutative (the hexagon axiom):

as well as, for all $j, 1 \leq j \leq r$,


- morphisms between two objects $T$ and $T^{\prime}$ consist of morphisms of functors $\left\{m_{a}: T(a) \rightarrow T^{\prime}(a) \mid a \in A\right\}$ such that, for all $i, j, i<j, 1 \leq i, j \leq m$, the following diagram is commutative:

$$
\begin{align*}
& T\left(a_{i}\right) \circ T\left(a_{j}\right) \xrightarrow{i_{a_{i}, a_{j}}} T\left(a_{j}\right) \circ T\left(a_{i}\right)  \tag{4.6}\\
& \begin{array}{l}
m_{a_{i} \circ m_{a_{j}}} \downarrow \\
T^{\prime}\left(a_{i}\right) \circ T^{\prime}\left(a_{j}\right) \xrightarrow{i_{a_{i}, a_{j}}^{\prime}} T^{\prime}\left(a_{j}\right) \circ T^{\prime}\left(a_{i}\right) .
\end{array}
\end{align*}
$$

And for all $j, 1 \leq j \leq r$, the following diagram is commutative:


The restriction functor $R: C_{G} \rightarrow C_{A}$ is defined as follows:

$$
\begin{align*}
& R\left(\{T(g) \mid g \in G\},\left\{c_{f, g} \mid f, g \in G\right\}\right)  \tag{4.8}\\
& =\left(\{T(a) \mid a \in A\},\left\{i_{a_{i}, a_{j}}:=c_{a_{j}, a_{i}}^{-1} \circ c_{a_{i}, a_{j}}, i>j\right\}\right. \\
& \left.\quad\left\{I_{j}:=\iota \circ c_{a_{n+j}, a_{n+j}^{n_{j-j}-1}} \circ \cdots \circ c_{a_{n+j}, a_{n+j}}, 1 \leq j \leq r\right\}\right),
\end{align*}
$$

$$
\begin{equation*}
R\left(\left\{m_{g} \mid g \in G\right\}\right)=\left\{m_{a} \mid a \in A\right\}, \tag{4.9}
\end{equation*}
$$

where one shows that the latter satisfies (4.6) and (4.7) by combining several diagrams (3.2), for $c_{a_{i}, a_{j}}, c_{a_{j}, a_{i}}$, and $c_{a_{i}, a_{i}}$. Moreover, (4.4) is satisfied. Indeed, we denote $T_{i}:=T\left(a_{i}\right), T_{i j}:=T\left(a_{i} a_{j}\right), T_{i j k}:=T\left(a_{i} a_{j} a_{k}\right), i, j, k=1,2,3$, and, for simplicity,
omit the composition sign. Note that $T_{i j}=T_{j i}$ and $T_{i j k}=\cdots=T_{k j i}$. We have


We then have

$$
\begin{aligned}
c_{a_{2}, a_{1}} \circ \mathrm{id} & =c_{a_{1} a 2, a_{3}}^{-1} \circ c_{a_{2}, a_{1} a_{3}} \circ\left(\mathrm{id} \circ c_{a_{1}, a_{3}}\right), \\
\left(\mathrm{id} \circ c_{a_{2}, a_{3}}^{-1}\right)\left(\mathrm{id} \circ c_{a_{3}, a_{2}}\right) & =\left(c_{a_{1}, a_{2}}^{-1} \circ \mathrm{id}\right) \circ c_{a_{1} a_{2}, a_{3}}^{-1} \circ c_{a_{1} a 3, a_{2}} \circ\left(c_{a_{1}, a_{3}} \circ \mathrm{id}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left(\mathrm{id} \circ c_{a_{2}, a_{3}}^{-1}\right)\left(\mathrm{id} \circ c_{a_{3}, a_{2}}\right) \\
& \quad=\left(c_{a_{1}, a_{2}}^{-1} \circ \mathrm{id}\right) \circ\left(c_{a_{2}, a_{1}} \circ \mathrm{id}\right)\left(\mathrm{id} \circ c_{a_{1}, a_{3}}^{-1}\right) \circ c_{a_{2}, a_{1} a_{3}}^{-1} \circ c_{a_{1} a 3, a_{2}} \circ\left(c_{a_{1}, a_{3}} \circ \mathrm{id}\right)
\end{aligned}
$$

which finally shows the required equality of the two paths of isomorphisms of functors with arrows marked " "" starting at $T_{3} T_{2} T_{1}$ and ending at $T_{1} T_{2} T_{3}$.

Finally, (4.5) is a direct consequence of iterated applications of (3.1).
Theorem 4.2 The functor of restriction $R: C_{G} \rightarrow C_{A}$ defined above is an equivalence of categories.

Proof First note that, by Lemma 3.4, we may assume that $\iota=\mathrm{id}$. We will construct a quasi-inverse functor $E$ to $R$. For this, let $T \in \mathcal{O b}\left(\mathrm{C}_{A}\right)$. We define

$$
\begin{aligned}
& E(T)=\left(\left\{T\left(a_{1}^{d_{1}} \cdots a_{m}^{d_{m}}\right) \mid d_{i} \geq 0,1 \leq i \leq m, d_{i}<n_{i}, n<i \leq m\right\}\right. \\
& \left.\quad\left\{c_{a_{1}^{s_{1}} \ldots a_{m}^{s_{m}}, a_{1}^{q_{1} \ldots} a_{m}^{q_{m}}} \mid s_{i}, q_{i} \geq 0,1 \leq i \leq m, s_{i}, q_{i}<n_{i}, n<i \leq m\right\}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
T\left(a_{1}^{d_{1}} \cdots a_{m}^{d_{m}}\right):=T\left(a_{1}\right)^{\circ d_{1}} \circ \cdots \circ T\left(a_{m}\right)^{\circ d_{m}}, \quad T(e):=\operatorname{id}_{C}, \tag{4.10}
\end{equation*}
$$

 priate composition of isomorphisms of functors

$$
\begin{equation*}
\mathrm{id}_{T\left(a_{p}\right)^{\circ d},}, \quad i_{a_{i}, a_{j}}, \quad I_{s}, \quad 1 \leq i, j, p \leq m, i>j, d>0,1 \leq s \leq r, \tag{4.11}
\end{equation*}
$$

that corresponds to turning $a_{1}^{s_{1}} \cdots a_{m}^{s_{m}} \cdot a_{1}^{q_{1}} \cdots a_{m}^{q_{m}}$ into $a_{1}^{s_{1}+q_{1}} \cdots a_{m}^{s_{m}+q_{m}}$ by successively exchanging the adjacent powers of $a_{i}$ 's in this product starting with moving $a_{m}^{s_{m}}$ to the position next to $a_{m}^{q_{m}}$, then similarly continuing with $a_{m-1}^{s_{m-1}}$, and so on, and computing
modulo the $n_{j}$ 's whenever needed. Note that we have fixed the above particular way of the successive exchanges, and it will be used later. Finally,

$$
E\left(\left\{m_{a} \mid a \in A\right\}\right):=\left\{m_{g} \mid g \in G\right\}
$$

where each $m_{g}$ is defined as the appropriate composition of the $m_{a}$ 's following (4.10).
To show that the associativity condition (3.1) holds, first note that (4.4) implies (3.1) for all triples

$$
\begin{equation*}
\left(a_{i_{1}}, a_{i_{2}}, a_{i_{3}}\right), \quad 1 \leq i_{1}, i_{2}, i_{3} \leq m \tag{4.12}
\end{equation*}
$$

Indeed, if $i_{1}=i_{2}=i_{3}>n$ and $n_{i_{1}}=2$, then (3.1) follows from (4.5). Now if $i<j$, then $c_{a_{i}, a_{j}}=\mathrm{id}$, so it is sufficient to deal with the triples (4.12) with $i_{1}>i_{2}>i_{3}$, which is done in (4.4), taking into account that, by (4.10) and (4.11), we have

$$
\begin{aligned}
& T\left(a_{i_{2}}\right) T\left(a_{i_{3}}\right) T\left(a_{i_{1}}\right)=T\left(a_{i_{2}} a_{i_{3}}\right) T\left(a_{i_{1}}\right)=T\left(a_{i_{3}} a_{i_{2}}\right) T\left(a_{i_{1}}\right), \\
& T\left(a_{i_{3}}\right) T\left(a_{i_{1}}\right) T\left(a_{i_{2}}\right)=T\left(a_{i_{3}}\right) T\left(a_{i_{1}} a_{i_{2}}\right)=T\left(a_{i_{3}}\right) T\left(a_{i_{2}} a_{i_{1}}\right), \\
& T\left(a_{i_{1}}\right) T\left(a_{i_{2}}\right) T\left(a_{i_{3}}\right)=T\left(a_{i_{1}} a_{i_{2}} a_{i_{3}}\right)=T\left(a_{i_{3}} a_{i_{2}} a_{i_{1}}\right), \\
& c_{a_{i_{3}}, a_{i_{2}}}=i_{a_{i_{3}}, a_{i_{2}}}, \quad c_{a_{i_{3}} a_{i_{2}}, a_{i_{1}}}=\left(i_{a_{i_{2}}, a_{i_{1}}} \circ \mathrm{id}\right) \circ\left(\mathrm{id} \circ i_{a_{i_{3}}, a_{i_{1}}}\right), \\
& c_{a_{i_{2}}, a_{i_{1}}}=i_{a_{i_{2}}, a_{i_{1}}}, \quad c_{a_{i_{3}}, a_{i_{2}} a_{i_{1}}}=\left(\mathrm{id} \circ i_{a_{i_{3}}, a_{i_{2}}}\right) \circ\left(i_{a_{i_{3}}, a_{i_{1}}} \circ \mathrm{id}\right) .
\end{aligned}
$$

For each $f=a_{1}^{d_{1}} \cdots a_{m}^{d_{m}}$, we let $\operatorname{deg}(f)=d_{1}+\cdots+d_{m}$. For every $g=a_{1}^{b_{1}} \cdots a_{m}^{b_{m}}$, we say that $f>_{\operatorname{deglex}} g$ if $\operatorname{deg} f>\operatorname{deg} g$ or if $\operatorname{deg} f=\operatorname{deg} g$ and $\left(d_{1}, \ldots, d_{m}\right)>_{\text {lex }}\left(b_{1}, \ldots, b_{m}\right)$, where $>_{\text {lex }}$ is defined by

$$
\left(d_{1}, \ldots, d_{m}\right)>_{\operatorname{lex}}\left(b_{1}, \ldots, b_{m}\right) \Longleftrightarrow \exists i \forall j<i\left(d_{j}=b_{j}\right) \text { and }\left(d_{i}>b_{i}\right)
$$

We further extend this order to the set $\{(f, g, h) \mid f, g, h \in G\}$ by specifying that $(f, g, h)>_{\operatorname{deglex}}\left(f^{\prime}, g^{\prime}, h^{\prime}\right)$ if $\operatorname{deg} f+\operatorname{deg} g+\operatorname{deg} h>\operatorname{deg} f^{\prime}+\operatorname{deg} g^{\prime}+\operatorname{deg} h^{\prime}$ or if

$$
\operatorname{deg} f+\operatorname{deg} g+\operatorname{deg} h=\operatorname{deg} f^{\prime}+\operatorname{deg} g^{\prime}+\operatorname{deg} h^{\prime} \quad \text { and } \quad(f, g, h)>_{\operatorname{lex}}\left(f^{\prime}, g^{\prime}, h^{\prime}\right)
$$

This can be viewed as a degree-lexicographical well-ordering on $\mathbb{N}^{3 m}$. The general case will be shown by induction on the triples $(f, g, h)$ well ordered by $>_{\text {deglex }}$. The base case, in which $(f, g, h)=\left(a_{i_{1}}, a_{i_{2}}, a_{i_{3}}\right)$, has been done above. Moreover, note that, if $f=e$, or $g=e$, or $h=e$, then the statement is a tautology. Let us show (3.1) for a triple $(f, g, h)$ with $f \neq e$. Let $=a_{i} f^{\prime}$, where $f^{\prime}$ does not have $a_{1}, \ldots, a_{i-1}$ in it. Then, by (4.10), T( $\left.a_{i}\right) T\left(f^{\prime}\right)=T\left(a_{i} f^{\prime}\right)$, and therefore,

$$
T(f) T(g) T(h)=T\left(a_{i}\right) T\left(f^{\prime}\right) T(g) T(h)
$$

If $f^{\prime} \neq e$, then by the inductive hypothesis, all squares in the diagram below are commutative:


And, by the diagram for the triple $\left(a_{i}, f^{\prime}, g\right), c_{a_{i}, f^{\prime} g} \circ\left(\mathrm{id} \circ c_{f^{\prime}, g}\right)=c_{a_{i} f^{\prime}, g^{\prime}} \circ\left(c_{a_{i}, f^{\prime}} \circ \mathrm{id}\right)=$ $c_{a_{i} f^{\prime}, g} \circ(\mathrm{id} \circ \mathrm{id})=c_{f, g}$, which shows (3.1) for $(f, g, h)$ in the case $f \neq a_{i}$.

We now continue with the case of triples of the form $\left(a_{i}, g, h\right)$ as above by representing $g=a_{j} g^{\prime}$ if $g \neq e$. So $c_{a_{j}, g^{\prime}}=$ id. If $g^{\prime} \neq e$ and $i>j$, then $c_{a_{j}, a_{i}}=\mathrm{id}$, and the commutativity (by the inductive hypothesis) of the square diagrams below.

shows that

$$
\begin{aligned}
c_{a_{i} g, h}\left(c_{a_{i}, g} \circ \mathrm{id}\right) & =c_{a_{j}, a_{i} g^{\prime} h}\left(\operatorname{id} \circ c_{a_{i} g^{\prime}, h}\right)\left(c_{a_{i}, g} \circ \mathrm{id}\right)=c_{a_{j} a_{i}, g^{\prime} h}\left(c_{a_{i}, a_{j}} \circ c_{g^{\prime}, h}\right) \\
& =c_{a_{i}, g h}\left(\mathrm{id} \circ c_{a_{j}, g^{\prime} h}\right)\left(\mathrm{id} \circ \mathrm{id} \circ c_{g^{\prime}, h}\right)=c_{a_{i}, g h}\left(\mathrm{id} \circ c_{g, h}\right)\left(\mathrm{id} \circ c_{a_{j}, g^{\prime}} \circ \mathrm{id}\right) \\
& =c_{a_{i}, g h}\left(\mathrm{id} \circ c_{g, h}\right) .
\end{aligned}
$$

This implies (3.1) in this case as well. If $g^{\prime} \neq e$ and $i \leq j$, then the following square diagrams are commutative by the inductive hypothesis:

and

with the latter following directly from the definition of the isomorphisms $c$ (4.11) and from (4.5) if $i>n, j=i, g=a_{i}^{n_{i}-1} g^{\prime \prime}$, and $h$ contains $a_{i}$. This implies (3.1) in this case, too.

Therefore, it remains to treat the case of a triple of the form $\left(a_{i}, a_{j}, h\right)$. As before, let $h=a_{l} h^{\prime}$, with $h^{\prime}$ containing no $a_{l^{\prime}}$ with $l^{\prime}<l$, and suppose that $h^{\prime} \neq e$. If $l \geq \max \{i, j\}$, then (3.1) holds by the definition of the isomorphisms $c$ (4.11), and additionally, if $i=j=l>n$ and $n_{i}=2$, it follows from (4.5). If $l<j<i$, then, by definition and the inductive hypothesis, we have the commutativity of the diagrams

and

$$
\begin{aligned}
& T\left(a_{j}\right) T\left(a_{i}\right) T(h) \xrightarrow{\text { id }{ }_{a_{a_{i}, h}}} T\left(a_{j}\right) T\left(a_{i} h\right)
\end{aligned}
$$

which show that

$$
\begin{aligned}
c_{a_{i} a_{j}, h}\left(c_{a_{i}, a_{j}} \circ \mathrm{id}\right) & =c_{a_{j}, a_{i} h}\left(\operatorname{id} \circ c_{a_{i}, h}\right)\left(c_{a_{i}, a_{j}} \circ \mathrm{id}\right) \\
& =\left(\operatorname{id} \circ c_{a_{j} a_{i}, h^{\prime}}\right)\left(\mathrm{id} \circ c_{a_{i}, a_{j}} \circ \mathrm{id}\right)\left(c_{a_{i}, a_{l}} \circ \mathrm{id}\right)\left(\mathrm{id} \circ c_{a_{j}, a_{l}} \circ \mathrm{id}\right) \\
& =\left(\operatorname{id} \circ c_{a_{i}, a_{j} h^{\prime}}\right)\left(\mathrm{id} \circ c_{a_{j}, h^{\prime}}\right)\left(c_{a_{i}, a_{l}} \circ \mathrm{id}\right)\left(\mathrm{id} \circ c_{a_{j}, a_{l}} \circ \mathrm{id}\right) \\
& =\left(\operatorname{id} \circ c_{a_{i}, a_{j} h^{\prime}}\right)\left(c_{a_{i}, a_{l}} \circ \mathrm{id}\right)\left(\mathrm{id} \circ c_{a_{j}, h^{\prime}}\right)\left(\operatorname{id} \circ c_{a_{j}, a_{l}} \circ \mathrm{id}\right) \\
& =c_{a_{i}, a_{j} h} h\left(\operatorname{id} \circ c_{a_{j}, h}\right) .
\end{aligned}
$$

Hence, we have shown (3.1) in this case. If $j<l<i$, then, by definition, the following diagram is commutative

$c_{a_{j}, h}=\mathrm{id}$, and $c_{a_{j} a_{i}, h}=\operatorname{id} \circ c_{a_{i}, h}=\operatorname{id} \circ c_{a_{i}, a_{l}} \circ \mathrm{id}=\operatorname{id} \circ c_{a_{i}, h^{\prime}}$ Hence, we have shown (3.1) in this case as well. Finally, if $i<j$, the, by definition,

is commutative, showing (3.1) in this case, too. Therefore, we have reduced showing (3.1) to the case of a triple $\left(a_{i}, a_{j}, a_{l}\right)$, which is the base of the induction. This completes our induction, showing (3.1) for all triples $(f, g, h)$.

For all $T_{1}, T_{2} \in \mathcal{O b}\left(\mathrm{C}_{A}\right)$ and $m \in \operatorname{Mor}_{C_{A}}\left(T_{1}, T_{2}\right)$, we define $E(m):=\left\{m_{g} \mid g \in G\right\}$, where $m_{a_{1}^{d_{1} \ldots a_{m}} a_{m}}:=m_{a_{1}}^{\circ d_{1}} \circ \cdots \circ m_{a_{m}}^{\circ d_{m}}$. By (4.6) and (4.11), for all $f, g \in G$, diagram (3.2) is commutative.

By construction (4.8) and (4.9), $R \circ E=\mathrm{id}_{\mathrm{C}_{A}}$. It remains to show that $E \circ R \cong \mathrm{id}_{\mathrm{C}_{G}}$. Indeed, let $T_{1}, T_{2} \in \mathcal{O b}\left(\mathrm{C}_{G}\right), m \in \operatorname{Mor}_{G}\left(T_{1}, T_{2}\right)$, and $g \in G$. Then the diagram of
morphisms of functors

is commutative, where, for each $T \in \mathcal{O b}\left(\mathrm{C}_{G}\right)$, the isomorphism of functors

$$
I_{T, g}:(E \circ R)(T)(g) \rightarrow T(g)
$$

is defined by successively composing isomorphisms of functors of the form

$$
c_{a_{1} \ldots a_{i}^{d_{1}}, a_{i+1}^{d_{i} \ldots} \ldots a_{m}^{d_{i+1}},}^{d_{m}}
$$

which completes the proof.

### 4.3 Examples

Example 4.3 If one does not require that (4.4) hold, one can obtain a non-associative semigroup action. Indeed, let $\mathbb{C}=\operatorname{Vect}_{\mathbb{Q}}, G=\mathbb{N}^{3}$, and $A=\left\{a_{1}, a_{2}, a_{3}\right\}$. Define

$$
T\left(a_{i}\right)(V)=\mathbb{Q} \oplus V, T\left(a_{i}\right)(\varphi)=\operatorname{id}_{\mathbb{Q}} \oplus \varphi, V, W \in \mathcal{O} \mathrm{~b}(\mathrm{C}), \varphi \in \operatorname{Hom}(V, W)
$$ for $i=1,2,3$. For all $M \in \mathrm{GL}_{2}(\mathbb{Q})$ and $1 \leq i, j \leq 3, \phi_{M} \oplus \mathrm{id}$ defines an isomorphism

$$
T\left(a_{i}\right) \circ T\left(a_{j}\right) \rightarrow T\left(a_{j}\right) \circ T\left(a_{i}\right)
$$

where $\phi_{M}: \mathbb{Q}^{2} \rightarrow \mathbb{Q}^{2}$ is multiplication by $M$. Then for all $M_{1}, M_{2}, M_{3} \in \mathrm{GL}_{2}(\mathbb{Q})$ such that

$$
\left(\begin{array}{cc}
M_{1} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & M_{2}
\end{array}\right)\left(\begin{array}{cc}
M_{3} & 0 \\
0 & 1
\end{array}\right) \neq\left(\begin{array}{cc}
1 & 0 \\
0 & M_{3}
\end{array}\right)\left(\begin{array}{cc}
M_{2} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & M_{1}
\end{array}\right)
$$

diagram (4.4) is not commutative if we set $i_{a_{3}, a_{2}}=\phi_{M_{1}} \oplus \mathrm{id}, i_{a_{3}, a_{1}}=\phi_{M_{2}} \oplus \mathrm{id}$, and $i_{a_{2}, a_{1}}=\phi_{M_{3}} \oplus \mathrm{id}$. For instance, we can take

$$
M_{1}=\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right), \quad M_{2}=\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right), \quad \text { and } \quad M_{3}=\left(\begin{array}{cc}
-1 & 1 \\
0 & 1
\end{array}\right) .
$$

Example 4.4 Let $\mathrm{C}=\operatorname{Vect}_{\overline{\mathbb{Q}}(t)}, n \geq 2$, and $a$ be a primitive $n$-th root of unity. Then $\sigma: \overline{\mathbb{Q}}(t) \rightarrow \overline{\mathbb{Q}}(t), t \mapsto a t$, defines a field automorphism of $\overline{\mathbb{Q}}(t)$ of order $n$. Define an action $T$ of $\mathbb{Z} / n \mathbb{Z}$ on $C$ by

$$
T(1): V \mapsto{ }^{\sigma} V:=V \otimes_{\overline{\mathbb{Q}}(t)} \overline{\mathbb{Q}}(t), \quad f v \otimes 1=v \otimes \sigma(f), \quad v \in V, f \in \overline{\mathbb{Q}}(t),
$$

as in Section 2.3.2. Note that for every $b \in \overline{\mathbb{Q}}(t)$ and the isomorphisms

$$
I: T(1)^{n}(V) \rightarrow V, v \otimes 1 \otimes \cdots \otimes 1 \mapsto b v, \quad V \in \mathcal{O b}(\mathrm{C}), v \in V
$$

the diagram (4.5) is commutative (and the action, therefore, satisfies (3.1)) if and only if $\sigma(b)=b$. For example, for $b=t, \sigma(b) \neq b$. This shows that, in general, one cannot avoid the requirement (4.5).

We will now see how the classical contiguity relations for the hypergeometric functions are reflected in our Tannakian approach.

Example 4.5 Let $K=\mathbb{C}(a, b, c, z)$, and consider it as a $\mathbb{N}^{3}$-field, with the action of the generators $\sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ defined as $\sigma_{1}(a)=a+1, \sigma_{2}(b)=b+1$, and $\sigma_{3}(c)=c+1$. Let $M$ be the differential module corresponding to the hypergeometric differential equation

$$
\begin{equation*}
z(1-z) y^{\prime \prime}+(c-(a+b+1) z) y^{\prime}-a b y=0 \tag{4.13}
\end{equation*}
$$

whose companion matrix is

$$
A:=\left(\begin{array}{cc}
0 & 1 \\
\frac{a b}{z(1-z)} & \frac{(a+b+1) z-c}{z(1-z)}
\end{array}\right) .
$$

By a computation in MAPLE using the dsolve procedure, the field $K\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$, where

$$
\begin{aligned}
& f_{1}={ }_{2} F_{1}(a, b ; c ; z), \quad f_{2}=\partial_{z}\left({ }_{2} F_{1}(a, b ; c ; z)\right) \\
& f_{3}=z^{1-c}{ }_{2} F_{1}(a-c+1, b-c+1 ; 2-c ; z) \\
& f_{4}=z^{1-c} \partial_{z}\left({ }_{2} F_{1}(a-c+1, b-c+1 ; 2-c ; z)\right)
\end{aligned}
$$

is a Picard-Vessiot field containing a complete set of solutions of (4.13). Its transcendence degree over $K$ is 4 , because its differential Galois group over $K$ is $\mathrm{GL}_{2}$, whose dimension is 4 . The classical contiguity relations for ${ }_{2} F_{1}$, that is, linear in $K$ expressions of $g\left({ }_{2} F_{1}\right), g \in \mathbb{N}^{3}$, via ${ }_{2} F_{1}$ and $\partial_{z}\left({ }_{2} F_{1}\right)$, can be seen in Tannakian terms by observing that the differential module $M$ is isomorphic to the differential modules $T\left(\sigma_{i}\right)(M)$ over $K$ via the gauge transformations $C_{i}^{-1} A C_{i}-C_{i}^{-1} \partial_{z}\left(C_{i}\right), 1 \leq i \leq 3$, where

$$
\begin{gathered}
C_{1}:=\left(\begin{array}{cc}
\frac{c-z b-a-1}{a} & \frac{z(z-1)}{a} \\
b & z-1
\end{array}\right), \quad C_{2}:=\left(\begin{array}{cc}
\frac{c-z a-b-1}{b} & \frac{z(z-1)}{b} \\
a & z-1
\end{array}\right), \\
C_{3}:=\left(\begin{array}{cc}
c & z \\
\frac{a b}{1-z} & \frac{z(a+b-c)}{1-z}
\end{array}\right),
\end{gathered}
$$

respectively, which can be found, for instance, using the dsolve procedure of Maple.
More generally, (non-linear) relations between solutions of parameterized differential and difference equations and their orbits under the action of a monoid $G$ can be exhibited in the Tannakian terms by comparing the tensor categories generated by $T(g)(M), g \in G$. Developing general algorithms to attack this problem, including efficient termination criteria, is left for future research (cf. [17, \$3.2.1 and Proposition 3.2] for the case of differential parameters). See also [22, Examples 2.2 and 3.2] for the $q$-difference analogue of the hypergeometric functions, where its isomonodromy properties are explicitly computed.

### 4.4 Corollaries for Tensor and Tannakian Categories

In this section, we will explain how semigroup actions on tensor and Tannakian categories can be defined using finitely many data for semigroups of the type considered above.

Proposition 4.6 Let $G \cong \mathbb{N}^{n} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}, n_{j} \geq 1,1 \leq j \leq r$, with a selected set $\left\{a_{1}, \ldots, a_{m}\right\}, m=n+r$, of generators corresponding to the decomposition.

Then defining a $G-\otimes$ category structure on an abelian tensor category $C$ is equivalent to defining:
(i) tensor functors $T\left(a_{i}\right): \mathrm{C} \rightarrow \mathrm{C}, 1 \leq i \leq m$,
(ii) isomorphisms of tensor functors

$$
i_{a_{i}, a_{j}}: T\left(a_{i}\right) \circ T\left(a_{j}\right) \xrightarrow{\sim} T\left(a_{j}\right) \circ T\left(a_{i}\right), \quad 1 \leq i, j \leq m,
$$

that satisfy the hexagon axiom (4.4),
(iii) isomorphisms of tensor functors $I_{j}: T\left(a_{n+j}\right)^{\circ n_{j}} \rightarrow \mathrm{id}_{\mathrm{C}}, 1 \leq j \leq r$, that satisfy (4.5).

Proof This follows from Theorem 4.2 and the discussion that directly precedes it.

Corollary 4.7 Moreover, we have the following.
(i) If $m=n=1$, that is $G \cong \mathbb{N}$, then a defining $G-\otimes$ category structure on an abelian tensor category C is equivalent to defining a tensor functor $T\left(a_{1}\right): C \rightarrow C$.
(ii) If $m=2$, then the hexagon axiom (4.4) is not needed, because it becomes nontrivial only for $m \geq 3$.

Proposition 4.8 Let $G \cong \mathbb{N}^{n} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}, n_{j} \geq 1,1 \leq j \leq r$, with a selected set $\left\{a_{1}, \ldots, a_{m}\right\}, m=n+r$, of generators corresponding to the decomposition. Then the set $\alpha$ can be replaced with its finite subset

$$
\left\{\alpha_{a_{i}}: F \circ T_{\mathrm{C}}\left(a_{i}\right) \rightarrow T_{\mathrm{D}}\left(a_{i}\right) \circ F: \mathrm{C} \rightarrow \mathrm{D} \mid 1 \leq i \leq m\right\}
$$

and the former of the sets of commutative diagrams in (3.6) can be replaced with the following finite set of commutative diagrams, for all $i>j, 1 \leq i, j \leq m$ :

and for all $i, n<i \leq m$,


Proof This can be proved as in Proposition 4.6.

Lemma 4.9 Let $G$ be a semigroup with a selected set $S$ of generators. Let $(F, \alpha)$, $\left(F^{\prime}, \alpha^{\prime}\right): \mathrm{C} \rightarrow \mathrm{D}$ be $G-\otimes$-functors. Then a morphism of $\otimes$-functors $\beta: F \rightarrow F^{\prime}$ is a morphism of $G-\otimes$-functors if and only if

commutes for every object $X$ of $C$ and $s \in S$.
Proof Let $g \in G$ and $s_{1}, \ldots, s_{m} \in S$ be such that $g=s_{1} \cdots s_{m}$. For all $X \in \mathcal{O b}(\mathrm{C})$, since $\beta$ is a morphism of functors $F \rightarrow F^{\prime}$ and by (4.14), the following diagram is commutative:

where $c$ is the appropriate isomorphism of functors $T(g) \rightarrow T\left(s_{1}\right) \circ \cdots \circ T\left(s_{m}\right)$ obtained as a composition of various $c_{., .}$; similarly for $\alpha_{X}$ and $\alpha_{X}^{\prime}$. Commutativity of (4.14) now follows from an iterative application of (3.6).

Remark 4.10 Let $G=\mathbb{N}^{n} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{r} \mathbb{Z}, n_{j} \geq 1,1 \leq j \leq r$, with a selected set $\left\{a_{1}, \ldots, a_{m}\right\}, m=n+r$, of generators corresponding to the decomposition. Then Theorem 3.17 remains verbatim valid if we replace the definition of $G$ - $\otimes$-tensor category as in Proposition 4.6, the definition of $G-\otimes$-functor as in Proposition 4.8 and the definition of morphism of $G-\otimes$-functors as in Lemma 4.9.
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