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Tannakian Categories With Semigroup
Actions

Alexey Ovchinnikov andMichael Wibmer

Abstract. A theorem ofOstrowski implies that log(x), log(x + 1), . . . are algebraically independent
overC(x). More generally, for a linear diòerential or diòerence equation, it is an important problem
to ûnd all algebraic dependencies among a non-zero solution y and particular transformations of
y, such as derivatives of y with respect to parameters, shi�s of the arguments, rescaling, etc. In this
paper, we develop a theory of Tannakian categories with semigroup actions, which will be used to
attack such questions in full generality, as each linear diòerential equation gives rise to a Tannakian
category. Deligne studied actions of braid groups on categories and obtained a ûnite collection of
axioms that characterizes such actions to apply them to various geometric constructions. In this
paper, we ûnd a ûnite set of axioms that characterizes actions of semigroups that are ûnite free
products of semigroups of the form Nn

×Z/n1Z× ⋅ ⋅ ⋅ ×Z/nrZ on Tannakian categories. _is is the
class of semigroups that appear in many applications.

1 Introduction

It is an important problem for a linear diòerential or diòerence equation to ûnd all al-
gebraic dependencies among a non-zero solution y and particular transformations of
y, such as derivatives of y with respect to parameters, shi�s of the arguments, rescal-
ing, etc. _e simplest example that illustrates this is log(x) satisûes y′ = 1/x, while
it follows from Ostrowski’s theorem [18] that log(x), log(x + 1), . . . are algebraically
independent over C(x). It turns out that this information is contained in the Galois
group associated with this diòerential equation [6, 7], which is a diòerence algebraic
group, that is, a subgroup of GLn deûned by a system of polynomial diòerence equa-
tions. Other important natural examples include the following:
● _e Chebyshev polynomials Tn(x). _ey are solutions of linear diòerential equa-

tions (1 − x2) y′′ − xy′ + n2 y = 0. In addition, they satisfy the following diòerence
algebraic relations (with respect to the endomorphisms σ , σ1, and σ2 speciûed be-
low):

Tn+1 = 2xTn(x) − Tn−1(x), σ(n) = n + 1,
T2n+1(x) = 2Tn+1(x)Tn(x) − x , σ1(n) = 2n, σ2(n) = n + 1,

T2n(x) = Tn(2x2 − 1), σ1(n) = 2n, σ2(x) = 2x2 − 1,
Tn(Tm(x)) = Tnm(x), σ1(x) = Tm(x), σ2(n) = mn.

Received by the editors September 30, 2015; revisedMarch 16, 2016.
Published electronically September 16, 2016.
_is work was partially supported by NSF grants CCF-0952591 and DMS-1413859.
AMS subject classiûcation: 18D10, 12H10, 20G05, 33C05, 33C80, 34K06.
Keywords: semigroup actions on categories, Tannakian categories, diòerence algebraic groups, dif-

ferential and diòerence equations with parameters.

https://doi.org/10.4153/CJM-2016-011-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2016-011-0


688 A. Ovchinnikov andM. Wibmer

● _e hypergeometric function 2F1(a, b, c; z) is a solution of the parameterized linear
diòerential equation

z(1 − z)y′′ + (c − (a + b + 1)z)y′ − aby = 0.

It also satisûes (among others) the diòerence algebraic relation

2F1(a, b, c; z) = (1 − z)−a2F1(a, c − b, c; z/(z − 1)),

where σ1(b) = c − b, σ2(z) = z/(z − 1). _e above relation is called the Pfaò trans-
formation.

● Kummer’s (con�uent hypergeometric) function of the ûrst kind, 1F1(a; b; z), is a
solution of zy′′ + (b − z)y′ − ay = 0. It satisûes the diòerence algebraic relation

ex 1F1(a; b;−z) = 1F1(b − a; b; z), σ1(z) = −z, σ2(a) = b − a.
● _e Bessel function Jα(x) is a solution of the parameterized linear diòerential equa-

tion x2 y′′(x) + xy′(x) + (x2 − α2)y(x) = 0. It also satisûes, for example,

x Jα+2(x) = 2(α + 1)Jα+1(x) − x Jα(x), σ(α) = α + 1
Jα(−x) = (−1)α Jα(x), σ(x) = −x .

In all these cases, semigroups arise as the semigroups generated by the given endo-
morphisms (they are not always automorphisms). _e resulting semigroups in all but
one case are free commutative and ûnitely generated, with the exception of one ex-
ample of the pair of automorphisms σ1(n) = 2n and σ2(n) = n + 1, which generates
a Baumslag–Solitar group [1]. In addition, we show in Example 4.5 how the classical
contiguity relations for the hypergeometric functions are re�ected in our Tannkian
approach. _e q-diòerence analogue of the hypergeometric functions studied in this
framework can be found in [22].

Moreover, such recurrence relations are not only of interest from the point of view
of analysis and special functions, but, as emphasized in [13, 26], they also appear in
the representation theory of Lie groups: they are encoded in the properties of tensor
products of representations, including decompositions of tensor products into the
irreducible components, e.g., Clebsch–Gordan coeõcients.

In this paper,we develop a theory ofTannakian categorieswith semigroup actions,
which will be used in the future to attack such questions as ûnding such relations in
their full generality using the Galois theory of linear diòerential and diòerence equa-
tions with semigroup actions. In this approach, given a linear diòerential or diòer-
ence equation and a semigroup G, one constructs a particular Tannakian category
with an action of G. _eorem 3.17 shows that if such a Tannakian category has a neu-
tralG-ûber functor, then this category is equivalent to the category of representations
of a diòerence algebraic group. _is group is the one that will measure the algebraic
dependencies mentioned above.

In practice, the semigroup G is usually inûnite, and therefore, its action on a cate-
gory (see Deûnition 3.3) is deûned by inûnitely many functors and commutative di-
agrams, which is inconvenient in applications. However, Deligne [4] studied actions
of braid groups on categories and obtained a ûnite collection of axioms that charac-
terizes such actions. Tannakian categories with group actions (among other things)
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were ûrst introduced in [11], but the ûniteness questions were not considered there,
because a diòerent kind of applications was studied.

In this paper,we ûnd a ûnite set of axioms that characterizes actions of semigroups
that are free products of semigroups of the form

Nn ×Z/n1Z × ⋅ ⋅ ⋅ ×Z/nrZ

on Tannakian categories. Even if G is given by a ûnite set of generators and relations,
as in [4, Section 1.3], in our case it is not suõcient just to deûne actions of generators
of G and impose the constraints corresponding to the relations (see Example 4.3).
Our hexagon axiom (4.4) provides necessary and suõcient extra constraints, as we
show in _eorem 4.2. _is is the ûrst time that such a scenario has been proposed.
_e main application of our result will be to ûnd all algebraic dependencies among
the elements of orbits of solutions of linear diòerence and diòerential equations under
actions of chosen semigroups.

_is application will be possible a�er the parameterized Galois theories of linear
diòerential and diòerence equations with semigroup actions are fully developed. So
far, this has been done for the simplest case of the semigroup N [6, 7, 23], i.e., in the
case of one diòerence parameter. _e main method used in those papers was dif-
ference parameterized Picard–Vessiot rings (which correspond to neutral diòerence
ûber functors for Tannakian categories [12]) thatwere constructed in a particularway,
which does not directly generalize to arbitrary semigroups. _is motivates the new
approach to the problem that we take up in this paper.

In the case of diòerential Galois theory with diòerential parameters,Wibmer [28]
used constructions similar to thosementioned above to construct Picard–Vessiot ex-
tensions with one diòerential parameter. However, there were obstacles to generaliz-
ing this particular construction to several diòerential parameters as well. Such diõ-
culties have recently been overcome [10] by introducing actions of Lie rings on Tan-
nakian categories (these ûrst appeared as diòerential tensor and Tannakian categories
for one derivation [12, 20, 21] and several commuting derivations [16]) and applying
geometric arguments to the constructions from [3] to constructPicard–Vessiot exten-
sions for several (not necessarily commuting) diòerential parameters under assump-
tions that aremost practical for applications. _e authors expect that the results of this
paper on actions of semigroups (instead ofLie rings) onTannakian categorieswill lead
to a construction of Picard–Vessiot ringswith semigroup actions (that is,with several
diòerence parameters, not necessarily commuting)with immediate practical applica-
tions in the near future. _is includes the problem of diòerence isomonodromy [22],
which awaits the full development of the Picard–Vessiot theory with semigroup ac-
tions.

_e paper is organized as follows. In Section 2.1 we give an overview of the con-
structions thatwe use from diòerence algebra. In Section 2.2we recall diòerence alge-
braic groups and the basic constructions from their representation theory. Section 3
contains a brief review of Tannakian categories in Section 3.1, followed by Section 3.2,
containing an introduction to semigroup actions on categories. Semigroup actions on
tensor categories are described in Section 3.3, which is followed in Section 3.4 by our
ûrst main result on Tannakian categories with semigroup actions,_eorem 3.17. We
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continue with Section 3.5, in which we give a representation theoretic characteriza-
tion of a diòerence group scheme being a linear diòerence algebraic group. Section 4
contains our second main result, _eorem 4.2, showing how actions of semigroups
coming from applications can be deûned using ûnitely many data.

2 Basic Definitions

2.1 Difference Algebra

In this section, we will introduce the generalization of the standard diòerence alge-
bra with one and several endo- or automorphisms [2, 14] that we need. Let G be a
semigroup. In what follows, we will assume that G has an identity element, which we
will denote by e. If G and G′ are semigroups, e and e′ are their identity elements, and
φ∶G → G′ is a semigroup homomorphism, we will assume that φ(e) = e′. In what
follows, we use the standard notation for the semigroups N = ({0, 1, 2, . . .},+) and
Z/rZ = ({0, 1, . . . , r − 1},+ (mod r)), r ≥ 1. _e semigroup of ring endomorphisms
of a ring k is denoted by End(k).

Deûnition 2.1 AG-ring (resp.,G-ûeld) is a commutative ring (resp., ûeld) k together
with a semigroup homomorphism Tk ∶G → End(k). For each g ∈ G, we also call the
pair (k, Tk(g)) a g-ring (resp., g-ûeld) and write g∶ k → k instead of Tk(g)∶ k → k,
both for simplicity and to follow the general convention in diòerence algebra.

Example 2.2 Let G = N and k = C(x). _en for each a ∈ N, T1(a)(x) ∶= x + a,
T2(a)(x) = 2ax, T3(a)(x) ∶= πax, and T4(a)(x) ∶= x(2

a
) induce homomorphisms

T1, T2, T3, and T4 from G to End(k). Note that T1 and T3 also induce a homomor-
phismN∗N→ End(k), where ∗ denotes the free product of semigroups, and T2 and
T3 induce a homomorphism N ×N→ End(k).

Deûnition 2.3 Amorphism of twoG-rings (R, TR) and (S , TS) is a ring homomor-
phism φ∶R → S such that, for all g ∈ G, φ ○ TR(g) = TS(g) ○ φ.

Let k be a G-ûeld.

Deûnition 2.4 A k-G-algebra is a k-algebra R such that R is a G-ring and k → R is
amorphism of G-rings.

A morphism of k-G-algebras is a morphism of k-algebras that is a morphism of
G-rings. _e category of k-G-algebras is denoted by k-G-Alg.

Deûnition 2.5 A k-G-algebra (R, TR) is called ûnitely generated if there exists a
ûnite set S ⊂ R such that R is generated by the set {T(g)(s) ∣ g ∈ G , s ∈ S}.

_e ring of G-polynomials with coeõcients in k in G-indeterminates y1 , . . . , yn is
the ring k{y1 , . . . , yn}G ∶= k[y i ,g ∶ g ∈ G , 1 ≤ i ≤ n] (here, y i ,e = y i , 1 ≤ i ≤ n), with
the G-structure given by h(y i ,g) ∶= y i ,hg , g , h ∈ G , 1 ≤ i ≤ n.
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2.2 Difference Algebraic Groups and Their Representations

Let G be a semigroup and k be a G-ûeld. In this section, we will introduce group
k-G-schemes and their representations, followed by the basic constructions with the
latter in Section 2.3. _is is a straightforward but important generalization of diòer-
ence algebraic groups (see [6, Appendix], [11, Section 4.1] and the references therein).

Deûnition 2.6 An aõne group k-G-scheme H is a functor from the category
of k-G-algebras to the category of groups that is representable. An aõne group
k-G-scheme H is called a G-algebraic group if the k-G-algebra that represents H is
ûnitely generated.

In what follows, we will simply say “group k-G-scheme” instead of “aõne group
k-G-scheme”. If H is a group k-G-scheme, the k-G-algebra that represents H is de-
noted by k{H}. A morphism of group k-G-schemes is a morphism of functors. If
ϕ∶H → H′ is amorphism of group k-G-schemes, then the dual morphism is denoted
by ϕ∗∶ k{H′}→ k{H}.

Remark 2.7 _e category of group k-G-schemes is anti-equivalent to the category
of k-G-Hopf-algebras, which are k-Hopf algebras such that all structure homomor-
phisms commute with T(g), g ∈ G.

Alternatively, a k-G-vector space is a k-vector spacewith a semi-linear action ofG,
i.e., g(cv) = g(c)g(v), g ∈ G , c ∈ k, v ∈ V . Such k-G-vector spaces form a symmetric
tensor category (with the usual tensor product over k), and a k-G(-Hopf) algebra is
precisely a commutative (Hopf) algebra object in this category.

Let k be a G-ûeld and H a group k-G-scheme (similarly for a k-g-scheme with
g ∈ G).

Deûnition 2.8 A representation of H is a pair (V , ϕ) comprising a ûnite-dimen-
sional k-vector space V and amorphism ϕ∶H → GL(V) of group k-G-schemes.

Here GL(V) is the functor that associates with a k-G-algebra R, the group of all
R-linear automorphisms of V ⊗k R. It is represented by the k-G-algebra

k{x11 , . . . , xnn , 1/det(x i j)}G ,

which is the localization of the k-G-algebra k{x11 , . . . , xnn}G by the multiplicative
subset generated by g det(x i j), g ∈ G, and where n = dimV . We will o�en omit ϕ
from the notation.

Deûnition 2.9 Amorphism (V , ϕ) → (V ′ , ϕ′) of representations of H is a k-linear
map f ∶V → V ′ that is H-equivariant, i.e.,

V ⊗k R
f⊗R //

ϕ(h)
��

V ′ ⊗k R

ϕ′(h)
��

V ⊗k R
f⊗R // V ′ ⊗k R
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commutes for every h ∈ H(R) and any k-G-algebra R.

_e resulting category is denoted by Rep(H).

Remark 2.10 Rep(H) is equivalent to the category of ûnite-dimensional comodules
over k{H}.

2.3 Constructions With Representations

2.3.1 Basic Constructions

We will now recall several basic constructions that one can perform with representa-
tions.
● A k-sub-vector spaceW of a representation V of H is called a subrepresentation of
V if it is stable under H, i.e., h(W ⊗k R) ⊂ W ⊗k R for every h ∈ H(R) and any
k-G-algebra R. _en W itself is a representation of H, and the quotient V/W is
naturally a representation of H.

● If V andW are representations of H, then the tensor product V ⊗k W is a repre-
sentation of H via

(V ⊗k W)⊗k R ≃ (V ⊗k R)⊗R (W ⊗k R) h⊗hÐÐ→ (V ⊗k R)⊗R (W ⊗k R)
≃ (V ⊗k W)⊗k R

for h ∈ H(R).
● Similarly, the direct sum V ⊕W is naturally a representation of H.
● _e representation of H consisting of k as a k-vector space and the trivial H-action

is denoted by 1.
● If V and W are representations of H, then the k-vector space Homk(V ,W) of

k-linear maps from V to W is a representation of H. For any k-G-algebra R, h ∈
H(R), and φ ∈ Homk(V ,W) ⊗k R ≅ HomR(V ⊗k R,W ⊗k R), we deûne h(φ) ∈
Homk(V ,W)⊗k R as the unique R-linear map such that

V ⊗k R
φ //

h
��

W ⊗k R

h
��

V ⊗k R
h(φ) // W ⊗k R

commutes, that is, h(φ) = h ○ φ ○ h−1. In particular, if V is a representation of H,
the dual vector space V∨ = Homk(V , k) = Homk(V ,1) is a representation of H.

2.3.2 Semigroup Action

_e above constructions with representations are familiar from the representation
theory of algebraic groups. _e following construction, however, is unique to dif-
ference algebraic groups and, in a certain sense, which will be made precise in Sec-
tion 3, is suõcient to characterize categories of representations of diòerence algebraic
groups. Let (V , ϕ) be a representation of H and g ∈ G and let gV = V ⊗k k be the
k-vector space obtained from V by base extension via g∶ k → k. A similar notation
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will be adopted for other objects: if X is some object over k, then gX denotes the ob-
ject obtained by base extension via g∶ k → k. _ere is a canonical morphism of group
k-G-schemes g∶GL(V)→ GL(gV) given by associating, for any k-G-algebra R, with
an R-linear automorphism h∶V ⊗k R → V ⊗k R the R-linear automorphism

(2.1) g(h)∶gV ⊗k R ≃ (V ⊗k R)⊗R R h⊗idRÐÐÐ→ (V ⊗k R)⊗R R ≃ gV ⊗k R.

Here, the former and latter isomorphisms are given by

v⊗a⊗ r ↦ v⊗ 1⊗ar and v⊗ r1⊗ r2 ↦ v⊗ 1⊗ g(r1)r2 , v ∈ V , a ∈ k, r, r1 , r2 ∈ R,

respectively, and the tensor product (V ⊗k R) ⊗R R is formed by using g∶R → R
on the right-hand side. In terms of matrices, if e = (e1 , . . . , en) is a basis of V and
A ∈ GLn(R) represents the action of h on V ⊗k R, i.e., h(e) = eA, then with respect
to the basis e⊗1 of gV , the action of g(h) on gV⊗kR is represented by g(A) ∈ GLn(R).

We can deûne a new representation (gV , g(ϕ)) of H as the composition

g(ϕ)∶H ϕÐ→ GL(V) gÐ→ GL(gV).
If f ∶V →W is amorphism of representations of H, then also gf ∶gV →g W is amor-
phismof representations ofH. _usV ↝ gV is a functor fromRep(H) toRep(H). In
terms of comodules, this functor can be described as follows. Let ρ∶V → V ⊗k k{H}
be the comodule structure corresponding to the representation V and let

R∗g ∶ g(k{H}) = k{H}⊗k k → k{H}, a ⊗ b ↦ g(a) ⋅ b.
_en the comodule structure corresponding to the representation gV is

g(ρ)∶ gV
gρÐ→ gV ⊗k

g(k{H})
id⊗R∗gÐÐÐ→ gV ⊗k k{H}.

3 Tannakian Categories With Semigroup Actions

Let H be aG-algebraic group andH♯ the group scheme obtained fromH by forgetting
the diòerence structure. _en the category of representations of H (as a G-algebraic
group) is equivalent to the category of representations of H♯ (as a group scheme).
However, intuitively it is clear that the representation theory of H (as a G-algebraic
group) is much richer than the representation theory of H♯ (as a group scheme). _e
main point of this section is to identify, in a rather formal manner, an additional “dif-
ference structure” on the category of representations of H that accounts for this pur-
ported richness. One can recover H (as a G-algebraic group) from its (Tannakian)
category of representations and this additional diòerence structure.

_e main result in this section (_eorem 3.17) is a purely categorical characteri-
zation of those categories that are categories of representations of group G-schemes.
_is is an analogue of the Tannaka duality theorem for group schemes. In the general
context of ûelds with operators, a Tannaka duality theorem was proven in [11]. How-
ever, in the situation that we are considering here (the case of a semigroup action),
it is possible to give a very simple deûnition of diòerence Tannakian categories and
a rather direct proof of the corresponding Tannaka duality theorem. We have, there-
fore, chosen to include an independent self-contained proof of the Tannaka duality
theorem for diòerence group schemes.
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In practice, the use of_eorem 3.17 warrants an eòective description of actions of
a particular class of groups on categories. Lemma 4.1 and _eorem 4.2 contain such
a description for free products of free ûnitely generated abelian semigroups, themost
popular class of semigroups that appear in the applications.

3.1 Review of Tannakian Categories

We start by recalling the usual Tannakian formalism. Basic references for Tannakian
categories are [3, 5,24]. Wemostly follow [5] in the nomenclature:
● A tensor category is a categoryC togetherwith a functorC×C→ C, (X ,Y)↝ X⊗Y
and compatible associativity and commutativity constraints

X ⊗ (Y ⊗ Z) ≃ (X ⊗ Y)⊗ Z , X ⊗ Y ≃ Y ⊗ X ,

such that there exists an identity object (1, e). _e identity object is unique up to
unique isomorphism and induces a functorial isomorphism X ≃ 1⊗ X.

● If C is abelian and ⊗ is bi-additive, we speak of an abelian tensor category. In this
case R ∶= End(1) is a (commutative) ring, C is R-linear (via X ≃ 1 ⊗ X), and ⊗ is
R-bilinear.

● Let R be a ring. An abelian tensor category over R is an abelian tensor category
together with an isomorphism of rings R ≃ End(1).

● LetC andD be tensor categories. A tensor functor C→ D is a pair (F , α) comprising
a functor F∶C→ D and a functorial isomorphism αX ,Y ∶ F(X)⊗ F(Y) ≃ F(X ⊗ Y)
such that some natural properties are satisûed. If C andD are abelian, F is required
to be additive. We will o�en omit α from the notation and speak of F as a tensor
functor. A morphism of tensor functors is a morphism of functors also satisfying
some natural properties.

● A tensor category is called rigid if every object X has a dual X∨ (cf. [5, Deûnition 1.7]
and [3, 2.1.2].)

● Let k be a ûeld. AneutralTannakian category over k is a rigid abelian tensor category
C over k, such that there exists an exact faithful k-linear tensor functor ω∶C →
Vectk . Any such functor is said to be a ûbre functor for C.

● For every k-algebra R, composing ω with the canonical tensor functor Vectk →
ModR , V ↝ V ⊗k R yields a tensor functor ω ⊗ R∶C → ModR . We can deûne a
functor Aut⊗(ω)∶Algk → Groups by associating to every k-algebra R the group of
automorphisms of ω ⊗ R (as tensor functor).
_emain result about Tannakian categories is the following theorem.

_eorem 3.1 ([5,_eorem 2.11]) Let C be a neutral Tannakian category over k and
ω∶C → Vectk a ûbre functor. _en H = Aut⊗(ω) is an aõne group scheme over k
and ω induces an equivalence of tensor categories between C and the category of ûnite-
dimensional representations of H.

For later use, we record a corollary.

Corollary 3.2 Let k be a ûeld and C, C′ neutral Tannakian categories over k with
ûbre functors ω and ω′, respectively. _ere is a canonical bijection between the set of
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morphisms of group k-schemes from H = Aut⊗(ω) to H′ = Aut⊗(ω′) and the set of
equivalence classes of pairs (F , α), where F∶C′ → C is a tensor functor and α∶ωF → ω′
an isomorphism of tensor functors. Another such pair (F1 , α1) is equivalent to (F , α) if
there exists an isomorphism of tensor functors F → F1 such that

ωF //

α
  

ωF1

α1}}
ω′

commutes.

Proof _is follows from _eorem 3.1 and [5, Corollary 2.9]

3.2 Actions of Semigroups on Categories

Let G be a semigroup. We will start with themain deûnition, which contains inûnite
data if and only if G is inûnite.

Deûnition 3.3 (see also [4, §0], [9, §1.3.3 and 1.3.4], and [8, §4.1]) A G-category is a
category C together with a set of functors T(g)∶C → C, g ∈ G, and isomorphisms of
functors

c f ,g ∶T( f ) ○ T(g)→ T( f g), f , g ∈ G , ι∶T(e) ∼Ð→ idC ,

such that the following diagram is commutative.

(3.1) T( f ) ○ T(g) ○ T(h)

id ○cg ,h
��

c f ,g○id // T( f g) ○ T(h)
c f g ,h
��

T( f ) ○ T(gh)
c f g ,h // T( f gh)

If C is a small category, G-actions on C form a category CG , in which
(i) an object is a set of functors and isomorphisms

({T(g) ∣ g ∈ G}, {c f ,g ∣ f , g ∈ G})

as above, and
(ii) a morphism between two objects, T and T ′, is a set of morphisms of functors

{m f ∶T( f ) → T ′( f ) ∣ f ∈ G} such that ι = ι′ ○me and the following diagram is
commutative.

(3.2) T( f ) ○ T(g)
m f ○mg

��

c f ,g // T( f g)
m f g

��
T ′( f ) ○ T ′(g)

c′f ,g // T ′( f g)
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Lemma 3.4 Let F∶C → C be a functor, g ∈ G, and I∶ F → T(g), an isomorphism of
functors. _en (T , {c f ,g}, ι) ≅ (T ′ , {c′f ,g}, ι′), where

T ′(h) ∶= T(h), h ∈ G ∖ {g}, T ′(g) ∶= F ,
c′f ,h = c f ,h , f , h ∈ G ∖ {g}, c′g ,h ∶= cg ,h(I ○ id), c′h ,g ∶= ch ,g(id ○I), h ∈ G ,

and ι′ = ι if g /= e and ι′ ∶= ιI if g = e. In particular, (T , {c f ,h}, ι) ≅ (T ′ , {c′f ,h}, id),
where

T ′(h) ∶= T(h), h ∈ G ∖ {e}, T ′(e) ∶= idC ,

c′f ,h = c f ,h , f , h ∈ G ∖ {e}, c′e ,h ∶= ce ,h(ι−1 ○ id), c′h ,e ∶= ch ,e(id ○ι−1), h ∈ G .

In other words, for a given element of the semigroup, one obtains an isomorphic action
of the semigroup by replacing the action of this element by a functor that is isomorphic
to it.

Proof Let mh = id∶T(h)→ T ′(h), h ∈ G ∖{g} andmg = I−1∶T(g)→ F. _en (3.1)
and (3.2) are commutative by the construction.

3.3 Semigroup Actions on Tensor Categories

Deûnition 3.5 A G-⊗-category is an abelian tensor category C together with an
action T of G on C such that
(i) for all g ∈ G, T(g)∶C→ C is a tensor functor,
(ii) for all f , g ∈ G, c f ,g ∶T( f )○T(g)→ T( f g) and ι∶T(e)→ idC are isomorphisms

of tensor functors.

If C is a G-⊗-category, then R ∶= End(1) is naturally a diòerence ring via

T(g)∶End(1)→ End(T(g)(1)) ≃ End(1), g ∈ G .

_e latter isomorphism is derived from the uniqueness of the identity object and the
fact that a tensor functor respects identity objects. Note that for all g ∈ G, T(g)∶C→ C
is T(g)-linear, i.e., T(g)(rφ) = T(g)(r)T(g)(φ) for every morphism φ in C and
r ∈ R.

Deûnition 3.6 Let R be a G-ring. An R-linear G-⊗-category is a G-⊗-category that
is R-linear and such that the canonical ring morphism l ∶R → End(1) is amorphism
of G-rings. An R-linear G-⊗-category is said to be over R if l is an isomorphism of
G-rings.

_e following is a prototypical example of a diòerence tensor category.

Example 3.7 Let R be a G-ring. _e category ModR of R-modules is naturally a
G-⊗-category over R.
● _e tensor product is the usual tensor product of R-modules.
● For all g ∈ G the tensor functor T(g)∶ModR → ModR , M ↝ gM is given by base
extension via g∶R → R, i.e., T(g)(M) = gM = M ⊗R R. _e R-module structure
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of gM comes from the right factor. So, explicitly for m ∈ M and r, s ∈ R we have

(3.3) s ⋅ (m ⊗ r) = m ⊗ sr and sm ⊗ r = m ⊗ g(s)r.

In particular, for g = e, we have a functorial in M isomorphism T(e)(M) ≅ M.
Moreover, for all R-modules M and N and f ∈ Hom(M ,N), we deûne

T(g)( f )(m ⊗ r) = f (m)⊗ r,

as usual for base extensions, and T(g)( f ) ∈ Hom(T(g)(M), T(g)(N)).
● For all g, h ∈ G, and an R-module M, the isomorphism

(3.4) cg ,h ∶T(g)T(h)(M)→ T(gh)(M), m ⊗ r ⊗ s ↦ m ⊗ g(r)s, m ∈ M , r, s ∈ R,

is functorial in M.
● _e functorial isomorphism, which is part of the data of a tensor functor, is the

natural one: gM ⊗ gN ≃ g(M ⊗ N).
● _e identity object (1, e) is the free R-module 1 = Rb of rank one with basis b

together with e∶1→ 1⊗ 1 determined by e(b) = b ⊗ b.
Note that by identifying R with End(1), we recover the original T(g)∶R → R from
T(g)∶End(1)→ End(1).

In what follows, we will always consider the category of modules over a G-ring
with the above described G-⊗-structure. In particular, if k is a G-ûeld, then Vectk is
naturally a G-⊗-category (over k).

Deûnition 3.8 Let C and D be G-⊗-categories via TC and TD, respectively. A
G-⊗-functor C → D is a pair (F , α) comprising a tensor functor F∶C → D and a set
of isomorphisms of tensor functors α = {αg ∶ F ○ TC(g)→ TD(g) ○ F∶C→ D ∣ g ∈ G}
such that the diagram

(3.5) F ○ TC(e)
αe //

ιC
##

TD(e) ○ F

ιD
{{

F

is commutative, and for all f , g ∈ G, the following diagram is commutative.

(3.6) F ○ TC( f ) ○ TC(g)

(id ○αg)(α f ○id)
��

id ○cC f ,g // F ○ TC( f g)
α f g
��

TD( f ) ○ TD(g) ○ F
cD f ,g○id // TD( f g) ○ F

Example 3.9 Let R be a G-ring and S an R-G-algebra. _enModR →ModS where
M ↝ M ⊗R S, together with the functorial isomorphisms

αg ,M ∶ gM ⊗R S = (M ⊗R R)⊗R S ≃ M ⊗R S ≃ (M ⊗R S)⊗S S = g(M ⊗R S), g ∈ G ,
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derived from the commutativity of

R //

g
��

S
g
��

R // S

is a G-⊗-functor.

_e composition of G-⊗-functors is a G-⊗-functor in a natural way.

Deûnition 3.10 Let (F , α), (F′ , α′)∶C → D be G-⊗-functors. A morphism of
G-⊗-functors (F , α) → (F′ , α′) is a morphisms of ⊗-functors β∶ F → F′ such that
the diagram

(3.7) F ○ TC(g)
αg

��

β○id // F′ ○ TC(g)

α′g
��

TD(g) ○ F
id ○β // TD(g) ○ F′

commutes for all g ∈ G.

3.4 Semigroup Actions on Tannakian Categories

Deûnition 3.11 Let k be a G-ûeld. A neutral G-Tannakian category over k is a
G-⊗-category C over k that is rigid (as a tensor category) and such that there ex-
ists a G-ûbre functor C→ Vectk , i.e., a G-⊗-functor (F , α) with F exact, faithful, and
k-linear.

Example 3.12 Let k be aG-ûeld andH a group k-G-scheme. _e category Rep(H)
of representations of H is a neutral G-Tannakian category over k in a natural way.
● _e tensor product and dual are as described in Section 2.3.
● _e tensor functors T(g)∶Rep(H) → Rep(H), V ↝ gV , g ∈ G, are also described

in Section 2.2.
● For all g, h ∈ G, and V ∈ Ob(Rep(H)),

cg ,h ∶T(g)T(h)(V)→ T(gh)(V), v ⊗ r ⊗ s ↦ v ⊗ g(r)s, v ∈ V , r, s ∈ k.

● _eG-⊗-functor ω∶Rep(H)→ Vectk that forgets the action ofH is aG-ûbre func-
tor for Rep(H).

_eorem 3.17 asserts that Example 3.12 is “essentially” the only example of a neutral
G-Tannakian category. However, there are natural examples of neutral G-Tannakian
categories for which the determination of the corresponding group G-scheme is a
highly nontrivial problem.

Deûnition 3.13 We will deûne the G-⊗-category of diòerential modules. Let K be a
G-ûeld and a ∂-ûeld (that is, ∂∶K → K is a derivation) such that, for all g ∈ G, there
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exists a non-zero ag ∈ K such that g∶K → K satisûes ∂ ○ g = ag g ○ ∂, and for all
g , h ∈ G,
(3.8) agh = ag g(ah).
For example, if the G-action commutes with ∂, all the ags can be chosen to equal 1.
As in [25, Deûnition 1.6 and Section 2.2],
● the objects are ûnite-dimensional K-vector spaces M with an additive map

∂∶M → M satisfying ∂(am) = ∂(a)m + a∂(m), a ∈ K, m ∈ M;
● the morphisms are K-linear maps that commute with ∂; the tensor structure is as

in the vector spaces, with ∂(m ⊗ n) = ∂(m)⊗ n +m ⊗ ∂(n), m ∈ M, n ∈ N ;
● the G-action is given as in Example 3.7 with the diòerential module structure de-
ûned on T(g)(M), for all g ∈ G, by

(3.9) ∂(m ⊗ r) ∶= ∂(m)⊗ (agr) +m ⊗ ∂(r)
and extended to sums by additivity.

Proposition 3.14 _e category of diòerential modules deûned above is aG-⊗-category
over the G-ûeld K∂ = {a ∈ K ∣ ∂(a) = 0} ≅ End(1).

Proof Recall that T(g)(M) = M⊗K K,where the tensor product is consideredwith
respect to the ûeld homomorphism g∶K → K. As in [25], the above is a ⊗-category,
with (3.9) being well deûned as, on the one hand, for all g ∈ G,

∂(mr ⊗ 1) = (∂(m)r +m∂r)⊗ ag = ∂(m)⊗ ag g(r) +m ⊗ ag g(∂r)
= ∂(m)⊗ ag g(r) +m ⊗ ∂(g(r))

and, on the other hand,
∂(mr ⊗ 1) = ∂(m ⊗ g(r)) = ∂(m)⊗ ag g(r) +m ⊗ ∂(g(r)).

Moreover, ∂∶T(g)(M)→ T(g)(M) is a diòerential module structure. Indeed, for all
m ∈ M and r, s ∈ K, we have by (3.3)

∂(s(m ⊗ r)) = ∂(m ⊗ rs) = ∂(m)⊗ (agrs) +m ⊗ ∂(rs)
= s(∂(m)⊗ agr) + s(m ⊗ ∂(r)) + ∂(s)(m ⊗ r)
= s∂(m ⊗ r) + ∂(s)(m ⊗ r).

For all g , h ∈ G, condition (3.8) implies that cg ,h(M)∶T(g)T(h)(M) → T(gh)(M)
is amorphism of diòerential modules. Indeed, for all m ∈ M, r, s ∈ K, using (3.4), we
have
∂(cg ,h(M)(m ⊗ r ⊗ s)) = ∂(m ⊗ g(r)s) = ∂(m)⊗ agh g(r)s +m ⊗ ∂(g(r)s)

= ∂(m)⊗ agh g(r)s +m ⊗ g(∂(r))ags +m ⊗ g(r)∂(s)
= ∂(m)⊗ g(ahr)ags +m ⊗ g(∂(r))ags +m ⊗ g(r)∂(s)
= cg ,h(M)(∂(m)⊗ ahr ⊗ ags +m ⊗ ∂(r)⊗ ags +m ⊗ r ⊗ ∂(s))
= cg ,h(M)(∂(m ⊗ r)⊗ ags +m ⊗ r ⊗ ∂(s)) = cg ,h(M)(∂(m ⊗ r ⊗ s)).

From Example 3.7, we now conclude that cg ,h is an isomorphism of tensor functors
T(g)T(h)→ T(gh).
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Moreover, we have ae = aee = ae g(ae). Hence, since ae /= 0, g(ae) = 1. Since
g∶K → K is injective, we conclude that ae = 1. _e condition ae = 1 implies that
ι(M)∶T(e)(M) → M is a morphism of diòerential modules. Indeed, for all m ∈ M
and r ∈ K,

ι(M)(∂(m ⊗ r)) = ι(M)(∂(m)⊗ aer +m ⊗ ∂r) = ∂(m) ⋅ 1 ⋅ r +m∂r
= ∂(mr) = ∂(ι(M)(m ⊗ r)).

By Example 3.7, ι∶T(e)→ id is an isomorphism of tensor functors.

On the level of explicit computation (by considering M with a choice of a basis, as
in the diòerential Galois theory [25, Section 1.2]), given amatrix diòerential equation
∂Y = AY , the action of T(g) on it is given by (cf. [6, §1.1])

∂(g(Y)) = ag g(∂(Y)) = ag g(AY) = ag g(A)g(Y).
In other words, if ∂Y = AY is thematrix diòerential equation of M with respect to a
basis e1 , . . . , en , then ∂Z = ag g(A)Z is the matrix diòerential equation of T(g)(M)
with respect to the basis e1 ⊗ 1, . . . , en ⊗ 1.

Example 3.15 For instance, let K = Q(x), ∂ = ∂/∂x, G = Z, and T(1)( f (x)) =
f (2x). _en ∂ ○ T(1) = 2T(1) ○ ∂, and therefore, the diòerential equation ∂(y) = y
is sent by T(1) to the diòerential equation ∂(y) = 2y, which can also be seen on the
level of solutions: ex is sent to e2x .

Let k be a G-ûeld, C a neutral G-Tannakian category over k, and ω∶C → Vectk a
G-ûbre functor. For every k-G-algebra R, composing ω with the G-⊗-functor

Vectk →ModR , V ↝ V ⊗k R,

yields a G-⊗-functor ω ⊗ R∶C → ModR . Let AutG ,⊗(ω)(R) denote the group of all
automorphisms of ω⊗R, i.e., invertiblemorphisms ω⊗R → ω⊗R of G-⊗-functors.
_en AutG ,⊗(ω) is naturally a functor from k-G-Alg to Groups.

If C = Rep(H) and ω are as in Example 3.12, we have a canonical morphism

H → AutG ,⊗(ω)
of group functors on k-G-Alg. (_e statement that h ∈ H(R), when considered as a
morphism of functors h∶ω ⊗ R → ω ⊗ R, respects G, is precisely identity (2.1).)
For a k-G-algebra R, let R♯ denote the k-algebra obtained from R by forgetting

the G-action. Similarly, for a group k-G-scheme H, let H♯ denote the group scheme
obtained from H, by forgetting the G-action, i.e., H♯ is the aõne group scheme rep-
resented by theHopf algebra k{H}♯.

Proposition 3.16 Let k be aG-ûeld,H a group k-G-scheme, andω∶Rep(H)→ Vectk
the forgetful G-⊗-functor. _en the canonical morphism H → AutG ,⊗(ω) is an isomor-
phism.

Proof Let R be a k-G-algebra. By forgetting the G-structure, we can interpret ω
as a ûbre functor for a Tannakian category. _en [5, Proposition 2.8] says that the
natural map H♯(R♯) → Aut⊗(ω)(R♯) is bijective. It therefore suõces to see that,
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under this bijection,H(R) ⊂ H♯(R♯) corresponds toAutG ,⊗(ω)(R) ⊂ Aut⊗(ω)(R♯).
_us, we must show that, for an isomorphism of G-⊗-functors β∶ω ⊗ R → ω ⊗ R,
the corresponding morphism h ∈ Homk ( k{H}♯ , R♯) = H♯(R♯) is a morphism of
diòerence rings. Let φ ∈ k{H}. We have to show that h(g(φ)) = g(h(φ)), g ∈ G.
Using Sweedler’s notation, wemay write

(3.10) ∆(φ) =∑φ(1) ⊗ φ(2) ∈ V ⊗k k{H}.

_enV ∶= spank{φ(1)} is a ûnite-dimensional H-stable k-subspace of k{H} contain-
ing φ, as (id⊗ε) ○ ∆(φ) = 1⊗ φ. By assumption, for all g ∈ G,

(3.11) gV ⊗k R
βgV //

≃

��

gV ⊗k R

≃

��
g(V ⊗k R)

g(βV) // g(V ⊗k R)

commutes. By (3.10), βV(φ ⊗ 1) = h(φ ⊗ 1) = ∑φ(1) ⊗ h(φ(2)) ∈ V ⊗k R. Chasing
(φ ⊗ 1)⊗ 1 ∈ gV ⊗k R through diagram (3.11), we see that

∑φ(1) ⊗ h(g(φ(2))) =∑φ(1) ⊗ g(h(φ(2))) ∈ V ⊗k R,

where the latter tensor product is formed by using k
gÐ→ k → R on the right-hand side.

Applying the counit ε∶ k{H}→ k to this identity, we conclude that

∑ g(ε(φ(1)))h(g(φ(2))) = h(∑ g(ε(φ(1))g(φ(2)))) = h(g(φ))

and
∑ g(ε(φ(1)))g(h(φ(2))) = g(∑ ε(φ(1))h(φ(2))) = g(h(φ))

are equal. So, as claimed, h is amorphism of G-rings.

_eorem 3.17 Let k be a G-ûeld and (C,ω) a neutral G-Tannakian category over k.
_enH = AutG ,⊗(ω) is a group k-G-scheme andω induces an equivalence ofG-⊗-cate-
gories over k between C and Rep(H).

Proof Let C♯ denote the tensor category obtained from C by forgetting G. Simi-
larly, let ω♯∶C♯ → Vectk denote the tensor functor obtained from ω by forgetting the
G-structure. _en (C♯ ,ω♯) is a neutral Tannakian category over k. By _eorem 3.1,

H ∶= Aut⊗(ω♯)

is an aõne group scheme over k. _e crucial step now is to use theG-structure onC to
put a G-structure on H, i.e., to turn the k-Hopf-algebra k[H] into a k-G-Hopf alge-
bra. To put aG-structure onH is equivalent to deûning, for every g ∈ G, amorphism
of k-groups g̃∶H → gH such that

(i) f̃ g∶H → ( f g)H is equal to H
̃fÐ→ fH

f
( g̃)ÐÐ→ f (gH) = ( f g)H for all f , g ∈ G and

(ii) ẽ = id.
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For a k-algebra R, let gR denote the k-algebra obtained from R by restriction of scalars
via g∶ k → k. So gR equals R as a ring but the k-algebra structure is given by k → R,
a ↦ g(a). For every object X of C, we have

g(ω(X))⊗k R = (ω(X)⊗k k)⊗k R ≃ ω(X)⊗k gR.
It follows that (T(g) ○ ω) ⊗ R and ω ⊗ gR are isomorphic as tensor functors from
C to ModR , and we ûnd that Aut⊗(T(g) ○ ω)(R) ≃ H(gR) = gH(R). Since the
construction is functorial in R, we see that Aut⊗(T(g) ○ ω) ≃ gH.

We deûne a morphism of k-groups ϕ∶H = Aut⊗(ω) → Aut⊗(ω ○ TC(g)) as fol-
lows. If R is a k-algebra and λ ∈ H(R), in particular λX ∶ω(X) ⊗k R → ω(X) ⊗k R
for every object X of C, then we have

ϕR(λ)X = λTC(g)(X)∶ω(TC(g)(X))⊗k R → ω(TC(g)(X))⊗k R.
_e isomorphism αg ∶ ω○TC(g) ≃ T(g)○ω of tensor functors yields an isomorphism

Aut⊗(ω ○ TC(g))→ Aut⊗(T(g) ○ ω).
In summary, we have amorphism of k-groups

g̃∶H = Aut⊗(ω)→ Aut⊗(ω ○ TC(g)) ≃ Aut⊗(T(g) ○ ω) ≃ gH.
In detail, if λ ∈H(R), then g̃R(λ) ∈ gH(R) =H(gR) is given, for each object X in C,
by (g̃R(λ))X being themorphism making

ω(TC(g)(X))⊗k R
λTC(g)(X) //

(αg)X⊗id
��

ω(TC(g)(X))⊗k R

(αg)X⊗id
��

T(g)(ω(X))⊗k R

≃

��

T(g)(ω(X))⊗k R

≃

��
ω(X)⊗k gR

( g̃R(λ))X // ω(X)⊗k gR

commutative.
Let us show that (i) above is satisûed for any f , g ∈ G. So, for a k-algebra R and

λ ∈H(R) we need to show that
f(g̃)R( f̃R(λ)) = ( f̃ g)R(λ) ∈ ( f g)H(R) =H( f gR).

For an object X of C, the automorphism
f(g̃)R( f̃R(λ))X ∶ω(X)⊗k f gR → ω(X)⊗k f gR

corresponds to the automorphism
λTC( f )(TC(g)(X))∶ω(TC( f )(TC(g)(X)))⊗k R → ω(TC( f )(TC(g)(X)))⊗k R

under the chain of isomorphisms
ψ1∶ω(X)⊗k f gR ≃ T(g)(ω(X))⊗k f R ≃ ω(TC(g)(X))⊗k f R

≃ T( f )(ω(TC(g)(X)))⊗k R ≃ ω(TC( f )(TC(g)(X)))⊗k R.
On the other hand, the automorphism

( f̃ g)R(λ)X ∶ω(X)⊗k f gR → ω(X)⊗k f gR
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also corresponds to the automorphism

λTC( f )(TC(g))(X)∶ω(TC( f )(TC(g)(X)))⊗k R → ω(TC( f )(TC(g)(X)))⊗k R

under the chain of isomorphisms

ψ2∶ω(X)⊗k f gR ≃ T( f g)(ω(X))⊗k R ≃ ω(TC( f g)(X))⊗k R
≃ ω(TC( f )(TC(g)(X)))⊗k R.

To prove (i), it therefore suõces to see that ψ1 = ψ2. But this is guaranteed by (3.6).
To prove (ii), let R be a k-algebra and λ ∈ H(R). For an object X of C, the au-

tomorphism ẽR(λ)X of ω(X) ⊗k R corresponds to the automorphism λTC(e)(X) of
ω(TC(e)(X))⊗k R under the isomorphisms

ω(X)⊗k R ≃ T(e)(ω(X))⊗k R ≃ ω(TC(e)(X))⊗k R.

As

ω(X)⊗k R λX //

��

ω(X)⊗k R

��
ω(TC(e)(X))⊗k R

λTC(e)(X) // ω(TC(e)(X))⊗k R

commutes and ω ≃ ω ○ TC(e) ≃ T(e) ○ ω ≃ ω is the identity transformation by (3.5),
it follows that ẽR(λ)X = λX . So ẽR(λ) = λ as required.

Let H be the group k-G-scheme deûned by the G-structure on H, i.e., H is repre-
sented by the k-G-Hopf-algebra k[H]. We will next show that

H(R) = AutG ,⊗(ω)(R) ⊂ Aut⊗(ω)(R) =H(R)

for any k-G-algebra R.
Note that if H is a group k-G-scheme, H the group k-scheme obtained from H

by forgetting the diòerence structure, and R a k-G-algebra, then H(R) ⊂ H(R) can
be described as follows. For every g ∈ G, we have two maps from H(R) to gH(R):
g̃R ∶H(R) → gH(R) and the map H(g)∶H(R) → H(gR) = gH(R) obtained from
the k-algebra morphism g∶R → gR by the functor property ofH. One immediately
checks on the coordinate rings that a morphism of k-algebras k{H} = k[H] → R
commutes with the action of g if and only if it lies in the equalizer of g̃R andH(g).
_us, H(R) ⊂H(R) is equal to the intersection of all these equalizers.

https://doi.org/10.4153/CJM-2016-011-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2016-011-0


704 A. Ovchinnikov andM. Wibmer

So λ ∈H(R) lies in H(R) if and only if the outer rectangle in

ω(TC(g)(X))⊗k R
λTC(g)(X) //

≃

��

ω(TC(g)(X))⊗k R

≃

��
T(g)(ω(X))⊗k R

≃

��

T(g)(ω(X))⊗k R

≃

��
ω(X)⊗k gR

( g̃R(λ))X //

≃

��

ω(X)⊗k gR

≃

��
(ω(X)⊗k R)⊗R gR

λX⊗id // (ω(X)⊗k R)⊗R gR

commutes for all g ∈ G and all objects X ofC. But this is just (3.7) spelled out in detail.
_erefore, H(R) = AutG ,⊗(ω)(R) and H = AutG ,⊗(ω) is a group k-G-scheme.
For every object X of C, the vector space ω(X) is a representation of H and ω can

be interpreted as a G-⊗-functor from C to Rep(H). Since C → Rep(H) (_eorem
3.1) and Rep(H) → Rep(H) are equivalences of categories, C → Rep(H) is also an
equivalence of categories.

3.5 More on Representations

In this section, we will give amore explicit presentation of G-Hopf algebras and cat-
egories of representations of diòerence algebraic groups.

3.5.1 Explicit Formula for Semigroup Action

More explicitly, to obtain the G-Hopf algebra representing AutG ,⊗(ω), similarly to
[19, Section 6.3] and [10, pp. 370–371], one can take theHopf algebra A that represents
Aut⊗(ω):

A = ⊕
V∈Ob(C)

ω(V)⊗k ω(V)∨/U ,

where U is the k-subspace spanned by

{(id⊗ω(ϕ)∨−ω(ϕ)⊗id)(z) ∣ V ,W ∈ Ob(C), ϕ ∈ Mor(V ,W), z ∈ ω(V)⊗ω(W)∨} ,
and deûne the action of G on A as follows. For V ∈ Ob(C), let v ∈ ω(V) and u ∈
ω(V)∨. For all g ∈ G, we deûne T(g)(v ⊗ u) ∈ ω(T(g)(V)) ⊗k ω(T(g)(V))∨ by:

T(g)(v ⊗ u) ∶= (v ⊗ 1)⊗ T(g)(u), T(g)(u)(w ⊗ a) ∶= aT(g)(u(w)),
for all w ∈ ω(V), a ∈ k. For A deûned as in [10, pp. 370–371], one uses the same
formula, but conjugated by the isomorphism

φ∶ η(V)⊗k ω(V)∨ → Homk(ω(V), η(V)),
φ(v ⊗ u)(w) ∶= u(w)v , v ∈ η(V), u ∈ ω(V)∨ ,w ∈ ω(V),

where, for our purposes, η = ω.
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3.5.2 Characterization of Difference Algebraic Groups

In this section, we will show how to recognize categories of representation of G-alge-
braic groups among those of group G-schemes.

Let G be generated by S ⊂ G. Recall that, for all g ∈ G, lS(g) is deûned to be the
length of a shortest presentation of g as a product of the generators. For all sloppy
f ∈ k{y1 , . . . , yn}G , we deûne

ordS( f ) ∶= max
g(y i) appears in f

lS(g).

For simplicity, in what follows, we assume that S is ûxed and drop the subscript S
from ord.

Deûnition 3.18 We say that an object V of a G-⊗-category C is a G-⊗-generator of
C if the set of objects {T(g)(V) ∣ g ∈ G} generates C as an abelian tensor category.

A representation ϕ∶H → GL(V) is called faithful if ϕ∗∶ k{GL(V)} → k{H} is
surjective.

_eorem 3.19 Let H be a G-algebraic group. _en every faithful representation of H
G-⊗-generates Rep(H).

Proof _is proof closely follows the proof of [19, Proposition 1]. Let U be an A ∶=
k{H}-comodule. By [27, Lemma 3.5], U is an A-subcomodule of U ⊗k A ≅ Am ,
ρU⊗A ∶= idU ⊗∆. _e canonical projections π i ∶Am → A are H-equivariant (with
respect to the comultiplication ∆∶A→ A⊗ A). Since U ⊂ Am , we have

U ⊂
m
⊕
i=1

π i(U),

and each π i(U) is an A-comodule. Let (V , ϕ) be a faithful representation of H and
ûx a basis v1 , . . . , vn of V . Let π = ϕ∗∶B ∶= k{x11 , . . . , xnn , 1/det}G → A be the
corresponding surjection of k-G-Hopf algebras. Since π i(U) is a ûnite-dimensional
A-subcomodule ofA, there exist r, s, p ∈ Z≥0 and a ûnite subset S ⊂ G such that π i(U)
is contained in π(Lr ,s ,p), where

LS ,r ,s ,p ∶=∏
g∈S

(g det)−r{ f (x i j) ∣ deg( f ) ≤ s, ord( f ) ≤ p} .

_e comultiplication of B is given by ∆(x i j,g) = ∑n
l=1 x i l ,g ⊗ x l j,g , g ∈ G, for all i , j,

1 ≤ i , j ≤ n, and LS ,r ,s ,p is a B-subcomodule of B, because

∆(x i jxpq) =
n

∑
l ,r=1

x i l xpr ⊗ x l jxrq and ord( f1 f2) = max{ord( f1), ord( f2)} .

Hence, LS ,r ,s ,p is also an A-subcomodule of B. _erefore, each π i(U) is a subquotient
of some LS ,r ,s ,p . _us, we only need to show how to construct these LS ,r ,s ,p from V .
For each i , 1 ≤ i ≤ n, the map φ i ∶V → B, v j ↦ x i j is GLn (hence, H)-equivariant,
because

(φ i ⊗ id)(ρV(v j)) = (φ i ⊗ id)(
n

∑
l=1

v l ⊗ x l j) =
n

∑
l=1

x i l ⊗ x l j = ∆(x i j) = ρB(φ i(v j)).
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Every f ∈ L∅,0,1,p is of the form

f =
n

∑
i , j=1
∑
g∈S f

c i jx i j,g , c i j ∈ k,

for some ûnite S f ⊂ G such that, for all h ∈ S f , ord(h) ≤ p. As noted above, this space
is an A-subcomodule of B. _emap (φ1 , . . . , φn) induces

(Tp(V))n ≅ L0,1,p , Tp(V) ∶= ⊕
g∈G

lR ,S(g)≤p

T(g)(V),

as A-comodules, not necessarily ûnite-dimensional. Hence, one can construct
L∅,0,1,p .

Let s ∈ Z≥2. _e A-comodule L∅,0,s ,p is the quotient of (L∅,0,1,p)⊗s by the sym-
metric relations. So we have all L∅,0,s ,p . Now let s = n = dimk V . _en the one-
dimensional representation det∶H → GL1 with h ↦ det(h) is in L∅,0,n ,p . For f ∈ k∨,
we have det(h)( f )(x) = f (x/det(h)) = 1

det(h) f (x). _us,

LS ,r ,s ,p = (⊗
g∈S

gdet∗)⊗r ⊗ L∅,0,s ,p ,

which is what we wanted to construct.

Corollary 3.20 Let H be a group k-G-scheme. _en H is G-algebraic if and only if
Rep(H) has a G-⊗-generator.

Proof _is follows from _eorem 3.19 using [10, Proposition A.2] and Section 3.5.1.

4 Defining Actions Using Generators and Relations

It is natural to ask for which classes of semigroups can their actions on small cate-
gories be deûned using only ûnitely many data. For instance, can one ûnd a restric-
tion functor R from CG to the category of actions of a particular ûnite subset of G
(or some other ûnite subset of some other semigroup associated with G, as done in
[4,_éorème 1.5]) so that R is an equivalence of categories? In _eorem 4.2, we will
show that this is the case for ûnite free products of semigroups of the form

Nn ×Z/n1Z × ⋅ ⋅ ⋅ ×Z/nrZ,

which is the main result of this section. By Lemma 4.1, this also implies that actions
of ûnite free products of such groups on categories can be described using ûnite sets
of diagrams.

4.1 Actions of Free Products of Semigroups

In this section, we will show how to describe actions of free products of semigroups
on a small category C in terms of actions of each of the semigroups.
For every pair of semigroups G1 andG2,we have the category CG1 ×CG2 [15, §II.3].

We will deûne the restriction functor R∶CG1∗G2 → CG1 × CG2 as follows:

https://doi.org/10.4153/CJM-2016-011-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2016-011-0


Tannakian Categories With Semigroup Actions 707

● for an object T = ({T(g) ∶ C→ C ∣ g ∈ G1 ∗G2} , { c f ,g ∣ f , g ∈ G1 ∗G2}) , we let

R(T) ∶= (({T(g) ∶ C→ C ∣ g ∈ G1} , { c f ,g ∣ f , g ∈ G1}) ,

({T(g)∶C→ C ∣ g ∈ G2} , { c f ,g ∣ f , g ∈ G2})) ;

● for objects T1 and T2 and amorphism m = {m f ∶T1( f ) → T2( f ), f ∈ G1 ∗ G2}, we
let

R(m) ∶= ({m f ∶T1( f )→ T2( f ), f ∈ G1} , {m f ∶ T1( f )→ T2( f ), f ∈ G2}) .

Lemma 4.1 For semigroupsG1 andG2, the restriction functor R∶CG1∗G2 → CG1 × CG2

is an equivalence of categories.

Proof We will show this by constructing a quasi-inverse functor E to R. For every
object

(({T(g)∶C→ C ∣ g ∈ G1} , { c f ,g ∣ f , g ∈ G1}) ,

({T(g)∶C→ C ∣ g ∈ G2} , { c f ,g ∣ f , g ∈ G2})) ;

deûne

E(T) = ({T(u1) ○ T(v1) ○ ⋅ ⋅ ⋅ ○ T(uq) ○ T(vq) ∣ u i ∈ G1 , v i ∈ G2 , 1 ≤ i ≤ q, q ≥ 1} ,

{ c f ,g ∣ f , g ∈ G1 ∗G2}) ,

where, for all presentations of the shortest length

f = u1v1 ⋅ ⋅ ⋅urvr , g = u′1v′1 ⋅ ⋅ ⋅u′sv′s , u i , u′j ∈ G1 , v i , v′j ∈ G2 , 1 ≤ i ≤ r, 1 ≤ j ≤ s,

deûne

(4.1) c f ,g = id∶T( f ) ○ T(g)→ T( f g)

if vr , u′1 /= e or vru′1 = e. Otherwise, if vr = e, deûne

(4.2) c f ,g = idT(u1)○T(v1)○⋅⋅⋅○T(ur−1)○T(vr−1) ○cur ,u′1 ○ idT(v′1)○⋅⋅⋅○T(u′s)○T(v′s) .

_e case u′1 = e is similar. _e required associativity for c . , . follows from (4.1) and
(4.2) and the associativity for c . , . in each of G1 and G2.

Now let m ∈ MorCG1×CG2
(T1 , T2) and f = u1v1 ⋅ ⋅ ⋅urvr with u i ∈ G1, v i ∈ G2,

1 ≤ i ≤ r, being a presentation of the shortest length. Deûne

m f ∶= mu1 ○mv1 ○ ⋅ ⋅ ⋅ ○mur ○mvr ,

which satisûes (3.2) by construction. By construction as well, R ○ E = idCG1×CG2
. We

will show that E ○ R ≅ idCG1∗G2
. Indeed, let

T1 , T2 ∈ Ob(CG1∗G2) and m ∈ MorCG1∗G2
(T1 , T2).

https://doi.org/10.4153/CJM-2016-011-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2016-011-0


708 A. Ovchinnikov andM. Wibmer

_en the diagram

(E ○ R)(T1)

(E○R)(m)
��

IT1 // T1

m
��

(E ○ R)(T2)
IT2 // T2

is commutative, where, for each T ∈ Ob (CG1∗G2) , the set of isomorphisms of func-
tors IT ∶ (E ○ R)(T) → T is deûned by, for each u1v1 ⋅ ⋅ ⋅urvr ∈ G1 ∗ G2, successively
composing isomorphisms of functors of the form

cu1v1 ⋅⋅⋅u iv i ,u i+1v i+1 ⋅⋅⋅urvr and cu1v1 ⋅⋅⋅u i ,v iu i+1v i+1 ⋅⋅⋅urvr ,

which ûnishes the proof.

4.2 Actions of Finitely Generated Abelian Semigroups

In this section, we will discuss actions of a category C of ûnitely generated abelian
semigroups of a special form:

(4.3) G = Nn ×Z/n1Z × ⋅ ⋅ ⋅ ×Z/nrZ, n j ≥ 1, 1 ≤ j ≤ r,

(for simplicity, let m = n + r) with a selected set A = {a1 , . . . , am} of generators that
correspond to the decomposition (4.3). Let the category CA consist of
● objects of the form

({T(a) ∣ a ∈ A} , { ia i ,a j ∶T(a i) ○ T(a j)
∼Ð→ T(a j) ○ T(a i) ∣ 1 ≤ j < i ≤ m} ,

{ I j ∶T(an+ j)○n j ∼Ð→ id ∣ 1 ≤ j ≤ r})

such that, for all i1 , i2 , i3, 1 ≤ i1 < i2 < i3 ≤ m, the following diagram is commutative
(the hexagon axiom):

(4.4)

T(a i3) ○ T(a i2) ○ T(a i1)

T(a i2) ○ T(a i3) ○ T(a i1) T(a i2) ○ T(a i1) ○ T(a i3)

T(a i1) ○ T(a i2) ○ T(a i3)

T(a i1) ○ T(a i3) ○ T(a i2)T(a i3) ○ T(a i1) ○ T(a i2)

ia i3 ,a i2 ○id

id ○ia i3 ,a i1

ia i2 ,a i1
○id

id ○ia i2 ,a i1
ia i3 ,a i1

○id
id ○ia i3 ,a i2
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as well as, for all j, 1 ≤ j ≤ r,

(4.5) T(an+ j) ○ T(an+ j)○n j−1 ○ T(an+ j) //

��

T(an+ j)○n j ○ T(an+ j)

I j○id V

��
T(an+ j) ○ T(an+ j)○n j

id ○I j // T(an+ j).

● morphisms between two objects T and T ′ consist of morphisms of functors
{ma ∶T(a) → T ′(a) ∣ a ∈ A} such that, for all i , j, i < j, 1 ≤ i , j ≤ m, the fol-
lowing diagram is commutative:

(4.6) T(a i) ○ T(a j)
ia i ,a j //

ma i ○ma j

��

T(a j) ○ T(a i)
ma j ○ma i

��
T ′(a i) ○ T ′(a j)

i′a i ,a j // T ′(a j) ○ T ′(a i).

And for all j, 1 ≤ j ≤ r, the following diagram is commutative:

(4.7) T(an+ j)○n j

m
○n j
an+ j
��

I j // idC

T ′(an+ j)○n j
I′j // idC .

_e restriction functor R∶CG → CA is deûned as follows:

(4.8) R({T(g) ∣ g ∈ G}, { c f ,g ∣ f , g ∈ G})

= ({T(a) ∣ a ∈ A}, { ia i ,a j ∶= c−1
a j ,a i

○ ca i ,a j , i > j}

{ I j ∶= ι ○ c
an+ j ,a

n j−1
n+ j

○ ⋅ ⋅ ⋅ ○ can+ j ,an+ j , 1 ≤ j ≤ r}) ,

(4.9) R ({mg ∣ g ∈ G}) = {ma ∣ a ∈ A} ,

where one shows that the latter satisûes (4.6) and (4.7) by combining several dia-
grams (3.2), for ca i ,a j , ca j ,a i , and ca i ,a i . Moreover, (4.4) is satisûed. Indeed,we denote
Ti ∶= T(a i), Ti j ∶= T(a ia j), Ti jk ∶= T(a ia jak), i , j, k = 1, 2, 3, and, for simplicity,
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omit the composition sign. Note that Ti j = Tji and Ti jk = ⋅ ⋅ ⋅ = Tk ji . We have

T3T2T1
∗

ca3 ,a2○id//

∗id ○ca2 ,a1
��

T32T1
∗

c−1
a2 ,a3

○id
//

��

T2T3T1

∗id ○ca3 ,a1
��

T2T13
ca2 ,a1 a3 // T123

T3T21
ca3 ,a1 a2 //

∗id ○c−1
a1 ,a2
��

T321 T2T31
ca2 ,a1 a3oo

∗

id ○c−1
a1 ,a3// T2T1T3

∗

ca2 ,a1○id //

id ○ca1 ,a3

OO

T21T3

ca1 a2 ,a3

OO

∗ c−1
a1 ,a2

○id
��

T3T1T2
∗

ca3 ,a1○id // T31T2
∗

c−1
a1 ,a3

○id
//

ca1 a3 ,a2

OO

T1T3T2
∗

id ○ca3 ,a2 //

ca1 ,a3○id
��

T1T32
∗

id ○c−1
a2 ,a3//

ca1 ,a2 a3
��

T1T2T3

ca1 ,a2○id
��

T13T2
ca1 a3 ,a2 // T123 T21T3

ca1 a2 ,a3oo

We then have

ca2 ,a1 ○ id = c−1
a1a2,a3 ○ ca2 ,a1a3 ○ (id ○ca1 ,a3),

(id ○c−1
a2 ,a3)(id ○ca3 ,a2) = (c−1

a1 ,a2 ○ id) ○ c−1
a1a2 ,a3 ○ ca1a3,a2 ○ (ca1 ,a3 ○ id).

_erefore,

(id ○c−1
a2 ,a3)(id ○ca3 ,a2)
= (c−1

a1 ,a2 ○ id) ○ (ca2 ,a1 ○ id)(id ○c−1
a1 ,a3) ○ c

−1
a2 ,a1a3 ○ ca1a3,a2 ○ (ca1 ,a3 ○ id),

whichûnally shows the required equality of the two paths of isomorphisms of functors
with arrows marked “∗” starting at T3T2T1 and ending at T1T2T3.
Finally, (4.5) is a direct consequence of iterated applications of (3.1).

_eorem 4.2 _e functor of restriction R∶CG → CA deûned above is an equivalence
of categories.

Proof First note that, by Lemma 3.4, wemay assume that ι = idC. We will construct
a quasi-inverse functor E to R. For this, let T ∈ Ob(CA). We deûne

E(T) = ({T(ad1
1 ⋅ ⋅ ⋅ adm

m ) ∣ d i ≥ 0, 1 ≤ i ≤ m, d i < n i , n < i ≤ m },
{cas1

1 ⋅⋅⋅a
sm
m ,aq1

1 ⋅⋅⋅a
qm
m

∣ s i , q i ≥ 0, 1 ≤ i ≤ m, s i , q i < n i , n < i ≤ m}) ,

where

(4.10) T(ad1
1 ⋅ ⋅ ⋅ adm

m ) ∶= T(a1)○d1 ○ ⋅ ⋅ ⋅ ○ T(am)○dm , T(e) ∶= idC ,

dn+ j is taken modulo n j , 1 ≤ j ≤ r, and each cas1
1 ⋅⋅⋅a

sm
m ,aq1

1 ⋅⋅⋅a
qm
m

is deûned as the appro-
priate composition of isomorphisms of functors

(4.11) idT(ap)○d , ia i ,a j , Is , 1 ≤ i , j, p ≤ m, i > j, d > 0, 1 ≤ s ≤ r,

that corresponds to turning as1
1 ⋅ ⋅ ⋅ asm

m ⋅aq1
1 ⋅ ⋅ ⋅ aqm

m into as1+q1
1 ⋅ ⋅ ⋅ asm+qm

m by successively
exchanging the adjacent powers of a i ’s in this product startingwithmoving asm

m to the
position next to aqm

m , then similarly continuing with asm−1
m−1 , and so on, and computing
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modulo the n j ’s whenever needed. Note that we have ûxed the above particular way
of the successive exchanges, and it will be used later. Finally,

E({ma ∣ a ∈ A}) ∶= {mg ∣ g ∈ G},

where each mg is deûned as the appropriate composition of thema ’s following (4.10).
To show that the associativity condition (3.1) holds, ûrst note that (4.4) implies (3.1)

for all triples

(4.12) (a i1 , a i2 , a i3), 1 ≤ i1 , i2 , i3 ≤ m.

Indeed, if i1 = i2 = i3 > n and n i1 = 2, then (3.1) follows from (4.5). Now if i < j, then
ca i ,a j = id, so it is suõcient to deal with the triples (4.12) with i1 > i2 > i3, which is
done in (4.4), taking into account that, by (4.10) and (4.11), we have

T(a i2)T(a i3)T(a i1) = T(a i2a i3)T(a i1) = T(a i3a i2)T(a i1),
T(a i3)T(a i1)T(a i2) = T(a i3)T(a i1a i2) = T(a i3)T(a i2a i1),
T(a i1)T(a i2)T(a i3) = T(a i1a i2a i3) = T(a i3a i2a i1),
ca i3 ,a i2

= ia i3 ,a i2
, ca i3 a i2 ,a i1

= (ia i2 ,a i1
○ id) ○ (id ○ia i3 ,a i1

),
ca i2 ,a i1

= ia i2 ,a i1
, ca i3 ,a i2 a i1

= (id ○ia i3 ,a i2
) ○ (ia i3 ,a i1

○ id).

For each f = ad1
1 ⋅ ⋅ ⋅ adm

m ,we let deg( f ) = d1+⋅ ⋅ ⋅+dm . For every g = ab1
1 ⋅ ⋅ ⋅ abm

m ,we say
that f >deglex g if deg f > deg g or if deg f = deg g and (d1 , . . . , dm) >lex (b1 , . . . , bm),
where >lex is deûned by

(d1 , . . . , dm) >lex (b1 , . . . , bm) ⇐⇒ ∃i ∀ j < i (d j = b j) and (d i > b i).

We further extend this order to the set {( f , g , h) ∣ f , g , h ∈ G} by specifying that
( f , g , h) >deglex ( f ′ , g′ , h′) if deg f + deg g + deg h > deg f ′ + deg g′ + deg h′ or if

deg f + deg g + deg h = deg f ′ + deg g′ + deg h′ and ( f , g , h) >lex ( f ′ , g′ , h′).

_is can be viewed as a degree-lexicographical well-ordering on N3m . _e general
case will be shown by induction on the triples ( f , g , h) well ordered by >deglex. _e
base case, in which ( f , g , h) = (a i1 , a i2 , a i3), has been done above. Moreover, note
that, if f = e, or g = e, or h = e, then the statement is a tautology. Let us show (3.1)
for a triple ( f , g , h) with f /= e. Let = a i f ′, where f ′ does not have a1 , . . . , a i−1 in it.
_en, by (4.10), T(a i)T( f ′) = T(a i f ′), and therefore,

T( f )T(g)T(h) = T(a i)T( f ′)T(g)T(h).
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If f ′ /= e, then by the inductive hypothesis, all squares in the diagram below are com-
mutative:

T(a i)T( f ′)T(g)T(h)
id ○c f ′ ,g○id //

id ○ id ○cg ,h

��

T(a i)T( f ′g)T(h)
ca i , f ′ g○id //

id ○c f ′ g ,h

��

T(a i f ′g)T(h)

ca i f ′ g ,h=c f g ,h
��

T(a i)T( f ′)T(gh)
id ○c f ′ ,gh //

ca i , f ′○id=id ○ id

��

T(a i)T( f ′gh)
ca i , f ′ gh //

ca i , f ′ gh

��

T(a i f ′gh)
= T( f gh)

T(a i f ′)T(gh)
= T( f )T(gh)

ca i f ′ ,gh=c f ,gh// T(a i f ′gh) = T( f gh).

And, by the diagram for the triple (a i , f ′ , g), ca i , f ′ g○(id ○c f ′ ,g) = ca i f ′ ,g○(ca i , f ′○id) =
ca i f ′ ,g ○ (id ○ id) = c f ,g , which shows (3.1) for ( f , g , h) in the case f /= a i .

We now continue with the case of triples of the form (a i , g , h) as above by repre-
senting g = a j g′ if g /= e. So ca j ,g′ = id. If g′ /= e and i > j, then ca j ,a i = id, and the
commutativity (by the inductive hypothesis) of the square diagrams below.

T(a i)T(g)T(h)
= T(a i)T(a j)T(g′)T(h)

id ○ca j ,g′○id //

ca i ,a j ○id ○ id

��

T(a i)T(a j g′)T(h) = T(a i)T(g)T(h)

ca i ,g○id

��

T(a j)T(a i)T(g′)T(h)
id ○ca i ,g′○id //

id ○ id ○cg′ ,h

��

T(a ia j g′)T(h) = T(a i g)T(h)
= T(a j)T(a i g′)T(h)

id ○ca i g′ ,h

��
T(a j)T(a i)T(g′h)

id ○ca i ,g′h //

ca j ,a i ○id=id ○ id

��

T(a j)T(a i g′h)
ca j ,a i g′h

��
T(a ja i)T(g′h)

ca j a i ,g′h // T(a ja i g′h) = T(a i gh)

T(a j)T(a i g′)T(h)
ca j ,a i g′○id=id ○ id ○ id

��

id ○ca i g′ ,h // T(a j)T(a i g′h)
ca j ,a i g′h

��
T(a ja i g′)T(h)

ca i g ,h // T(a ja i g′h) = T(a i gh),

T(a i)T(a j)T(g′h)

id ○ca j ,g′h
��

ca i ,a j ○id // T(a ia j)T( g′h)
ca i a j ,g′h

��
T(a i)T(a j g′h)

ca i ,gh // T(a i gh),
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shows that

ca i g ,h(ca i ,g ○ id) = ca j ,a i g′h(id ○ca i g′ ,h)(ca i ,g ○ id) = ca ja i ,g′h(ca i ,a j ○ cg′ ,h)
= ca i ,gh(id ○ca j ,g′h)(id ○ id ○cg′ ,h) = ca i ,gh(id ○cg ,h)(id ○ca j ,g′ ○ id)
= ca i ,gh(id ○cg ,h).

_is implies (3.1) in this case as well. If g′ /= e and i ≤ j, then the following square
diagrams are commutative by the inductive hypothesis:

T(a i)T(a j)T(g′)T(h)
id ○ca j ,g′○id //

id ○ id ○cg′ ,h

��

T(a ia j g′)T(h) = T(a i g)T(h)
= T(a i)T(a j g′)T(h)

id ○ca j g′ ,h=id ○cg ,h

��
T(a i)T(a j)T(g′h)

id ○ca j ,g′h //

ca i ,a j ○id=id ○ id

��

T(a i)T(a j g′h)
ca i ,a j g′h=ca i ,gh

��
T(a ia j)T(g′h)

ca i a j ,g′h // T(a ia j g′h) = T(a i gh)

and

T(a i)T(g)T(h)
= T(a i)T(a j)T(g′)T(h)

id ○cg′ ,h //

ca i ,g○id=id ○ id

��

T(a ia j)T(g′h)

ca i a j ,g′h

��
T(a i g)T(h)

ca i g ,h // T(a i gh)

with the latter following directly from the deûnition of the isomorphisms c (4.11) and
from (4.5) if i > n, j = i, g = an i−1

i g′′, and h contains a i . _is implies (3.1) in this case,
too.

_erefore, it remains to treat the case of a triple of the form (a i , a j , h). As be-
fore, let h = a l h′, with h′ containing no a l ′ with l ′ < l , and suppose that h′ /= e.
If l ≥ max{i , j}, then (3.1) holds by the deûnition of the isomorphisms c (4.11), and
additionally, if i = j = l > n and n i = 2, it follows from (4.5). If l < j < i, then, by
deûnition and the inductive hypothesis, we have the commutativity of the diagrams

T(a i)T(a j)T(a l)T( h′)
id ○ca j ,a l ○id//

ca i ,a j ○id

��

T(a i)T(a l a j)T( h′)
ca i ,a l ○id// T(a l)T(a i)T(a j)T( h′)

id ○ca i ,a j ○id

��
T(a j)T(a i)T(a l)T( h′)

id ○ca i ,a l ○id// T(a j)T(a l a i)T( h′)
ca j ,a l ○id

=ca j ,a l a i ○id
//

id ○ca l a i ,h′

��

T(a l a ja i)T( h′)
id ○ca j a i ,h′

��
T(a j)T(a i)T(h)

id ○ca i ,h // T(a j)T(a ih)
ca j ,a i h // T(a ia jh)
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and

T(a j)T(a i)T(h)
id ○ca i ,h //

id
��

T(a j)T(a ih)
ca j ,a i h

��
T(a ja i)T(h)

ca i a j ,h // T(a ia jh),

T(a l)T(a i)T(a j)T(h′)
id ○ca j ,h′ //

id ○ca i ,a j ○id

��

T(a l)T(a i)T(a jh′)
id ○ca i ,a j h′

��
T(a l)T(a ja i)T(h′)

id ○ca j a i ,h′ // T(a ia jh),

which show that

ca i a j ,h(ca i ,a j ○ id) = ca j ,a i h(id ○ca i ,h)(ca i ,a j ○ id)
= (id ○ca ja i ,h′)(id ○ca i ,a j ○ id)(ca i ,a l ○ id)(id ○ca j ,a l ○ id)
= (id ○ca i ,a jh′)(id ○ca j ,h′)(ca i ,a l ○ id)(id ○ca j ,a l ○ id)
= (id ○ca i ,a jh′)(ca i ,a l ○ id)(id ○ca j ,h′)(id ○ca j ,a l ○ id)
= ca i ,a jh(id ○ca j ,h).

Hence, we have shown (3.1) in this case. If j < l < i, then, by deûnition, the following
diagram is commutative

T(a i)(a j)T(a l)T(h′)
ca i ,a j h //

ca i ,a j

��

T(a ia jh)

id ○ca i ,h′

��
T(a ia j)T(a l)T(h′)

id ○ca i ,a l ○id // T(a ja l a i)T(h′),

ca j ,h = id, and ca ja i ,h = id ○ca i ,h = id ○ca i ,a l ○id = id ○ca i ,h′ Hence,wehave shown (3.1)
in this case as well. Finally, if i < j, the, by deûnition,

T(a i)T(a j)T(h)
id ○ca j ,h //

id=ca i ,a j

��

T(a i)T(a jh)
ca i ,a j h

��
T(a ia j)T(h)

ca i a j ,h // T(a ia jh)

is commutative, showing (3.1) in this case, too. _erefore, we have reduced show-
ing (3.1) to the case of a triple (a i , a j , a l), which is the base of the induction. _is
completes our induction, showing (3.1) for all triples ( f , g , h).
For all T1 , T2 ∈ Ob(CA) and m ∈ MorCA(T1 , T2), we deûne E(m) ∶= {mg ∣ g ∈ G},

wheremad11 ⋅⋅⋅a
dm
m
∶= m○d1

a1
○ ⋅ ⋅ ⋅ ○m○dm

am
. By (4.6) and (4.11), for all f , g ∈ G, diagram (3.2)

is commutative.
By construction (4.8) and (4.9), R ○E = idCA . It remains to show that E ○R ≅ idCG .

Indeed, let T1 , T2 ∈ Ob (CG) , m ∈ MorCG (T1 , T2), and g ∈ G. _en the diagram of
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morphisms of functors

(E ○ R)(T1)(g)
IT1 ,g //

(E○R)(m)g
��

T1(g)
mg

��
(E ○ R)(T2)(g)

IT2 ,g // T2(g)

is commutative, where, for each T ∈ Ob (CG) , the isomorphism of functors
IT ,g ∶ (E ○ R)(T)(g)→ T(g)

is deûned by successively composing isomorphisms of functors of the form
cad11 ⋅⋅⋅a

d i
i ,ad i+1

i+1 ⋅⋅⋅a
dm
m
,

which completes the proof.

4.3 Examples

Example 4.3 If one does not require that (4.4) hold, one can obtain a non-associa-
tive semigroup action. Indeed, let C = VectQ, G = N3, and A = {a1 , a2 , a3}. Deûne

T(a i)(V) = Q⊕ V , T(a i)(φ) = idQ⊕φ, V ,W ∈ Ob(C), φ ∈ Hom(V ,W),
for i = 1, 2, 3. For all M ∈ GL2(Q) and 1 ≤ i , j ≤ 3, ϕM ⊕ id deûnes an isomorphism

T(a i) ○ T(a j)→ T(a j) ○ T(a i),
where ϕM ∶Q2 → Q2 is multiplication by M. _en for all M1 ,M2 ,M3 ∈ GL2(Q) such
that

(M1 0
0 1)(1 0

0 M2
)(M3 0

0 1) /= (1 0
0 M3

)(M2 0
0 1)(1 0

0 M1
) ,

diagram (4.4) is not commutative if we set ia3 ,a2 = ϕM1 ⊕ id, ia3 ,a1 = ϕM2 ⊕ id, and
ia2 ,a1 = ϕM3 ⊕ id. For instance, we can take

M1 = (1 1
0 −1) , M2 = (1 1

0 −1) , and M3 = (−1 1
0 1) .

Example 4.4 Let C = VectQ(t), n ≥ 2, and a be a primitive n-th root of unity. _en
σ ∶Q(t) → Q(t), t ↦ at, deûnes a ûeld automorphism of Q(t) of order n. Deûne an
action T of Z/nZ on C by

T(1)∶V ↦ σV ∶= V ⊗Q(t) Q(t), f v ⊗ 1 = v ⊗ σ( f ), v ∈ V , f ∈ Q(t),

as in Section 2.3.2. Note that for every b ∈ Q(t) and the isomorphisms
I∶T(1)n(V)→ V , v ⊗ 1⊗ ⋅ ⋅ ⋅ ⊗ 1↦ bv , V ∈ Ob(C), v ∈ V ,

the diagram (4.5) is commutative (and the action, therefore, satisûes (3.1)) if and only
if σ(b) = b. For example, for b = t, σ(b) /= b. _is shows that, in general, one cannot
avoid the requirement (4.5).

Wewill now see how the classical contiguity relations for the hypergeometric func-
tions are re�ected in our Tannakian approach.
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Example 4.5 Let K = C(a, b, c, z), and consider it as a N3-ûeld, with the action of
the generators σ1, σ2, and σ3 deûned as σ1(a) = a + 1, σ2(b) = b + 1, and σ3(c) = c + 1.
Let M be the diòerential module corresponding to the hypergeometric diòerential
equation

(4.13) z(1 − z)y′′ + ( c − (a + b + 1)z) y′ − aby = 0,

whose companion matrix is

A ∶= (
0 1
ab

z(1−z)
(a+b+1)z−c

z(1−z)
) .

By a computation in Maple using the dsolve procedure, the ûeld K( f1 , f2 , f3 , f4),
where

f1 = 2F1(a, b; c; z), f2 = ∂z( 2F1(a, b; c; z)) ,
f3 = z1−c 2F1(a − c + 1, b − c + 1; 2 − c; z),
f4 = z1−c∂z( 2F1(a − c + 1, b − c + 1; 2 − c; z)) ,

is a Picard–Vessiot ûeld containing a complete set of solutions of (4.13). Its transcen-
dence degree overK is 4, because its diòerential Galois group overK isGL2,whose di-
mension is 4. _e classical contiguity relations for 2F1, that is, linear in K expressions
of g(2F1), g ∈ N3, via 2F1 and ∂z(2F1), can be seen in Tannakian terms by observing
that the diòerential module M is isomorphic to the diòerential modules T(σi)(M)
over K via the gauge transformations C−1

i AC i − C−1
i ∂z(C i), 1 ≤ i ≤ 3, where

C1 ∶= (
c−zb−a−1

a
z(z−1)
a

b z − 1
) , C2 ∶= (

c−za−b−1
b

z(z−1)
b

a z − 1
) ,

C3 ∶= ( c z
ab
1−z

z(a+b−c)
1−z

) ,

respectively,which can be found, for instance, using the dsolve procedure ofMaple.
More generally, (non-linear) relations between solutions of parameterized diòer-

ential and diòerence equations and their orbits under the action of a monoid G can
be exhibited in the Tannakian terms by comparing the tensor categories generated by
T(g)(M), g ∈ G. Developing general algorithms to attack this problem, including
eõcient termination criteria, is le� for future research (cf. [17, §3.2.1 and Proposi-
tion 3.2] for the case of diòerential parameters). See also [22, Examples 2.2 and 3.2] for
the q-diòerence analogue of the hypergeometric functions, where its isomonodromy
properties are explicitly computed.

4.4 Corollaries for Tensor and Tannakian Categories

In this section, wewill explain how semigroup actions on tensor and Tannakian cate-
gories can be deûned using ûnitely many data for semigroups of the type considered
above.

Proposition 4.6 Let G ≅ Nn × Z/n1Z × ⋅ ⋅ ⋅ × Z/nrZ, n j ≥ 1, 1 ≤ j ≤ r, with a
selected set {a1 , . . . , am}, m = n + r, of generators corresponding to the decomposition.
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_en deûning a G-⊗ category structure on an abelian tensor category C is equivalent to
deûning:
(i) tensor functors T(a i)∶C→ C, 1 ≤ i ≤ m,
(ii) isomorphisms of tensor functors

ia i ,a j ∶T(a i) ○ T(a j)
∼Ð→ T(a j) ○ T(a i), 1 ≤ i , j ≤ m,

that satisfy the hexagon axiom (4.4),
(iii) isomorphisms of tensor functors I j ∶T(an+ j)○n j → idC, 1 ≤ j ≤ r, that satisfy (4.5).

Proof _is follows from _eorem 4.2 and the discussion that directly precedes it.

Corollary 4.7 Moreover, we have the following.
(i) If m = n = 1, that is G ≅ N, then a deûning G-⊗ category structure on an abelian

tensor category C is equivalent to deûning a tensor functor T(a1)∶C→ C.
(ii) If m = 2, then the hexagon axiom (4.4) is not needed, because it becomes non-

trivial only for m ≥ 3.

Proposition 4.8 Let G ≅ Nn ×Z/n1Z× ⋅ ⋅ ⋅ ×Z/nrZ, n j ≥ 1, 1 ≤ j ≤ r, with a selected
set {a1 , . . . , am},m = n+ r, of generators corresponding to the decomposition. _en the
set α can be replaced with its ûnite subset

{αa i ∶ F ○ TC(a i)→ TD(a i) ○ F∶C→ D ∣ 1 ≤ i ≤ m} ,

and the former of the sets of commutative diagrams in (3.6) can be replaced with the
following ûnite set of commutative diagrams, for all i > j, 1 ≤ i , j ≤ m:

F ○ TC(a i) ○ TC(a j)

F ○ TC(a j) ○ TC(a i) TD(a j) ○ F ○ TC(a i)

TD(a j) ○ TD(a i) ○ F

TD(a i) ○ TD(a j) ○ FTD(a i) ○ F ○ TC(a j)

id ○iCa i ,a j

αa j ○id

id ○αa i

αa i ○id

id ○αa j

iDa i ,a j
○id

and for all i, n < i ≤ m,

F ○ TC(a i)n i id ○I iC //

αni
a i
��

F

TD(a i)n i ○ FI iD ○ id // F .

Proof _is can be proved as in Proposition 4.6.
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Lemma 4.9 Let G be a semigroup with a selected set S of generators. Let (F , α),
(F′ , α′)∶C → D be G-⊗-functors. _en a morphism of ⊗-functors β∶ F → F′ is a mor-
phism of G-⊗-functors if and only if

(4.14) F(T(s)(X))
βT(s)(X) //

αs X

��

F′(T(s)(X))

α′s X
��

T(s)(F(X))
T(s)(βX)// T(s)(F′(X))

commutes for every object X of C and s ∈ S.

Proof Let g ∈ G and s1 , . . . , sm ∈ S be such that g = s1 ⋅ ⋅ ⋅ sm . For all X ∈ Ob(C),
since β is a morphism of functors F → F′ and by (4.14), the following diagram is
commutative:

F(T(g)(X))
F(cX) //

βT(g)(X)
��

F(T(s1) ○ ⋅ ⋅ ⋅ ○ T(sm)(X)) αX //

βT(s1)○⋅⋅⋅○T(sm)(X)
��

T(s1) ○ ⋅ ⋅ ⋅ ○ T(sm)F(X)

T(s1)○. . .○T(sm)(βX)
��

F′(T(g)(X))
F′(cX) // F′T(s1) ○ ⋅ ⋅ ⋅ ○ T(sm)(X))

α′X // T(s1) ○ ⋅ ⋅ ⋅ ○ T(sm)F′(X)

where c is the appropriate isomorphism of functors T(g) → T(s1) ○ ⋅ ⋅ ⋅ ○ T(sm) ob-
tained as a composition of various c. , . ; similarly for αX and α′X . Commutativity of
(4.14) now follows from an iterative application of (3.6).

Remark 4.10 Let G = Nn × Z/n1Z × ⋅ ⋅ ⋅ × Z/nrZ, n j ≥ 1, 1 ≤ j ≤ r, with a selected
set {a1 , . . . , am}, m = n + r, of generators corresponding to the decomposition. _en
_eorem 3.17 remains verbatim valid if we replace the deûnition of G-⊗-tensor cat-
egory as in Proposition 4.6, the deûnition of G-⊗-functor as in Proposition 4.8 and
the deûnition ofmorphism of G-⊗-functors as in Lemma 4.9.
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