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Abstract

We identify the class of smooth boundary conditions that yield an initial-boundary
value problem admitting a unique smooth solution for the case of a dispersive lin-
ear evolution PDE of arbitrary order, in one spatial dimension, defined on a finite
interval.
This result is obtained by an application of a spectral transform method, intro-

duced by Fokas, which allows us to reduce the problem to the study of the sin-
gularities of the set of functions arising as the unique solution of a certain linear
system.

1. Introduction

The Fokas transform method is a method for solving boundary value problems
for linear and for integrable nonlinear PDEs in two dimensions, see the review [3].
In a recent paper by Fokas and the author [5], this method has been applied to
solve a particular class of two-point boundary value problems for the general linear
dispersive evolution equation of the form(

∂t + i

n∑
j=0

αj(−i∂x)j
)

q(x, t) = 0, 0<x<L, 0<t<T, (1·1)

where q(x, t) is a real scalar function, αj are real constants with αn�0 and L, T are
positive constants. In this notation, the dispersion relation of equation (1·1) is given
by

ω(k) =
n∑

j=1

αjk
j . (1·2)

We assume throughout this paper that all given functions are sufficiently smooth
(e.g. of C∞ class); this is not necessary, but it allows us to simplify the exposition.
We also assume that q(x, t) satisfies the initial condition

q(x, 0) = q0(x), 0< x < L, q0(x)∈C∞[0, L]. (1·3)

The aim of the present work is to characterise the class of boundary conditions
that, prescribed at x = 0 and at x = L, give rise to an initial boundary value
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problem for equations (1·1)–(1·3) which admits a unique smooth solution, and is, in
this sense, well-posed. The result we prove is that well-posed problems are precisely
those obtained by prescribing N conditions at x=0 and n−N at x=L; N is equal
to n/2 when N is even, but can be equal to either (n + 1)/2 or (n− 1)/2 when n is
odd. Namely,

N =




n/2 n even,
(n+1)/2 n odd, αn > 0,
(n− 1)/2 n odd, αn < 0,

(1·4)

where αn is the highest degree coefficient of the dispersion relation (1·2) of the
equation. As a special case, when the prescribed boundary conditions are the values
for q(0, t), . . . , ∂N−1

x q(0, t), q(L, t), . . . , ∂n−N−1
x q(L, t), we obtain the result of [5].

We break the analysis up into three steps:

Step 1: prove that for any well-posed boundary value problem, the unique smooth
solution q(x, t) admits an integral representation with explicit exponential x
and t dependence; this representation involves certain functions – called the
spectral functions – defined only in terms of the initial and boundary values
of the solution and of its x-derivatives; see Proposition 2·1.

Step 2: prove the existence and uniqueness of the solution under a certain admiss-
ibility assumption for the boundary data; we define this notion in Section 3,
see Theorem 3·1.

Step 3: characterise the boundary conditions that yield a set of admissible functions,
hence a well-posed boundary value problem. This question is the heart of the
the present paper, and is addressed in Sections 4–6.

Step 1 and Step 2 can be found in [5]; the analysis of Step 3 yields the following
theorem.

Theorem 1·1. Consider the boundary value problem for equation (1·1) obtained when
there are prescribed:

(i) the initial condition (1·3);
(ii) the boundary conditions

(−i∂x)j1q(0, t) =uj1 (t), (−i∂x)j2q(L, t) = vj2 (t),

where (j1, j2)∈J1×J2, with J1, J2 subsets of the index set {0, . . . , n− 1}.
Assume that these initial and boundary conditions are of C∞ class and that they are

compatible, i.e. that (−i∂x)j1q0(0) =uj1 (0), j1 ∈J1 and (−i∂x)j2q0(L) = vj2 (0), j2 ∈J2.
This boundary value problem has a unique solution q(x, t) such that t→ q(·, t) is a C∞

map from [0, T ] into C∞[0, L] if and only if |J1|=N and |J2|=n−N , where | · | denotes
the cardinality of the index set, and N is given by (1·4).

The paper is organized as follows. In Section 2, we set the notation, give some
definitions and summarise the results that yield Step 1. In Section 3, we define the
admissibility condition and state the existence theorem, whose proof can be found
in [5]. In Section 4, we consider some preliminary results in view of the proof of
our main theorem. In Section 5 we illustrate the results by discussing two particular
examples, and finally in Section 5 we give the proof of Theorem 1·1. We end with
Section 6 and some concluding remarks.
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2. Step 1: the integral representation of the solution

We summarise in this and the next section the results of previous work, see [5], [7].
In order to describe these results, we start by defining certain contours and domains
in the complex k-plane.

Definition 2·1. Let D, D+ and D− be the domains in the complex k-plane defined
by

D= {k ∈ C : Imω(k)> 0}, D+ =D � C
+, D− =D � C

−, (2·1)

where C
+ and C

− indicate the upper and lower half plane, respectively.

∂D+, ∂D− are the oriented boundaries ofD+, D−, (2·2)

where the orientation is such thatD is on the left-hand side of the increasing direction
of ∂D.

Remark 2·1. The domain D is precisely the region of C where the function eiω(k)t

is a bounded function of k. Indeed,

Re(iω(k)t) = − Im(ω(k))t−→
∣∣eiω(k)t∣∣= ∣∣e−Im(ω(k))t∣∣

and as t � 0, the last term is bounded for any k such that Im(ω(k))> 0.
It is easily shown, by induction on the degree of the polynomial Im(ω(k)), that

Imω(k) = Im(k)p̃(k), where p̃(k) is a nonzero polynomial in Re(k), Im(k). Hence, for
k∈D (when Imω(k)> 0),

Im(k)−→ k→∞∞=⇒ Imω(k)−→ k→∞∞.

We shall use this fact implicitly when considering the behaviour of various func-
tions at infinity.

It is shown in [7] that the components of D are simply connected and unbounded,
and that there exists anR > 0 such that, outside the curve |ω(k)|=R, ∂D is the union
of smooth disjoint simple contours that approach asymptotically, as k→∞, the rays
of the variety Im(k + α)n =0, where α=αn−1/(nαn). Moreover, the following lemma
holds [7].

Lemma 2·1. Let DR be defined by

DR = {k ∈ D : |ω(k)| > R}. (2·3)

Let DR,+ and DR,− denote the part of DR in C
+ and C

− respectively, i.e.

DR,+ =DR � C
+, DR,− =DR � C

−.

If R is sufficiently large, DR has n components, DR,+ has N components, and DR,−
has n − N components, where N is given by (1·4).

In what follows, we denote by DR,1, DR,2, . . . ,DR,N the N components of DR,+,
and we denote by DR,N+1, DR,N+2, . . . ,DR,n the n−N components of DR,−.
The next proposition gives the integral representation of the solution q(x, t); its

proof can be found in [5].
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Proposition 2·1 (Representationof solutionsof equation(1·1)). Assume that q(x, t)
is a sufficiently smooth solution of (1·1). Then q(x, t) is given by

q(x, t) =
1
2π

{∫ ∞

−∞
eikx−iω(k)tq̂0(k) dk +

∫
∂D+

eikx−iω(k)tQ̂(0, k) dk

+
∫

∂D−

eik(x−L)−iω(k)tQ̂(L, k) dk

}
, (2·4)

where

q̂0(k) =
∫ L

0
e−ikxq0(x) dx, k ∈ C, (2·5)

the spectral functions Q̂(0, k), Q̂(L, k) are defined by

Q̂(α, k) =
n∑

j=1

αj(Q̂j−1(α, k) + kQ̂j−2(α, k) + · · · + kj−1Q̂0(α, k)) (2·6)

Q̂j(α, k) =
∫ T

0
eiω(k)t(−i∂x)jq(α, t) dt, j = 0, . . . , n − 1, k ∈ C,

with α=0 or α=L, and D+, D− the domains given in Definition 2·1.
Moreover, the boundary values of q(x, t) satisfy the global relation

Q̂(0, k)− e−ikLQ̂(L, k) = − q̂0(k) + eiω(k)T q̂T (k), (2·7)

where

q̂T (k) =
∫ L

0
e−ikxq(x, T ) dx. (2·8)

We stress the fact that to obtain the above representation, which involves the
initial condition as well as the values of the solution and of its derivatives at the
boundary points x=0 and x=L, one must assume that a solution with sufficient
differentiability exists. The question of when this existence can be estabilished is
addressed in the next section.

3. Step 2: admissible functions and the existence theorem

We start by defining the notion of a set of admissible functions. This notion is
important because, given such a set, it is possible to prove the existence theorem 3·1
stated below; the proof is given in [5].

Definition 3·1 (Admissible functions). Let q0(x) ∈ C∞[0, L], and let ω(k) be defined
by equation (1·2). Let {f0(t), . . . , fn−1(t), g0(t), . . , gn−1(t)} be a set of 2n functions in
C∞[0, T ] such that (−i∂x)jq0(0) = fj(0) and (−i∂x)jq0(L) = gj(0), j =0, . . . , n − 1.
Let q̂0(k) be given by equation (2·5), and define two functions F̂ (k) and Ĝ(k) by

F̂ (k) =
n∑

j=1

αj(f̂j−1(k) + kf̂j−2(k) + · · · + kj−1f̂0(k)), (3·1)

Ĝ(k) =
n∑

j=1

αj(ĝj−1(k) + kĝj−2(k) + · · · + kj−1ĝ0(k)), (3·2)
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where

f̂j(k) =
∫ T

0
eiω(k)tfj(t) dt, j =0, . . . , n − 1, k ∈ C, (3·3)

ĝj(k) =
∫ T

0
eiω(k)tgj(t) dt, j =0, . . . , n − 1, k ∈ C. (3·4)

The set of smooth functions {f0(t), . . . , fn−1(t), g0(t), . . gn−1(t)} is called admissible
with respect to q0(x) if and only if the functions F̂ (k) and Ĝ(k) satisfy the relation

F̂ (k)− e−ikLĜ(k) = − q̂0(k) + eiω(k)T γ̂(k), k ∈ C, (3·5)

where

γ̂(k) =
∫ L

0
e−ikxγ(x) dx,

and γ(x) is some function belonging to the space C∞[0, L].
The functions F̂ (k) and Ĝ(k) are called the spectral functions associated with the

set {f0, . . . , fn−1, g0, . . . , gn−1}.

Remark 3·1. It follows from equation (2·7), setting fj(t) = (−i∂x)jq(0, t), and
gj(t) = (−i∂x)jq(L, t), that the set of the boundary values of any smooth solution
q(x, t) of (1·1)–(1·3) is an admissible set with respect to the initial condition q0(x). In
this case, γ(x) = q(x, T ).

Remark 3·2. Equation (3·5) can be written in the equivalent form

eikLF̂ (k)− Ĝ(k) = − eikLq̂0(k) + eikL+iω(k)T γ̂(k). (3·6)

Although both relations are well defined for all k∈C, as Im(k)→∞ the functions
appearing in expression (3·5) are bounded only if k∈D−, while those in (3·6) are
bounded only if k∈D+. Indeed, the functions f̂j(k) and ĝj(k), hence the spectral
functions F̂ (k) and Ĝ(k), are holomorphic, and bounded as Im(k)→∞ only if k∈D
(see Remark 2·1); indeed, these functions vanish as Im(k)→∞ for all k ∈ D. The
exponential terms e±ikL further restrict the boundedness region to D � C

± =D±,
respectively.
These properties are a necessary condition for the functions f̂j(k) and ĝj(k) to

correspond to smooth functions fj(t), gj(t) via equations (3·3)–(3·4).

Remark 3·3. Multiplying the global relations (3·5) and (3·6) by the exponential
term e−iω(k)t and integrating the resulting expression along ∂D− and ∂D+ respect-
ively, we obtain∫

∂D−

e−iω(k)t[F̂ (k)− e−ikLĜ(k)] dk=−
∫

∂D−

e−iω(k)tq̂0(k) dk,

∫
∂D+

e−iω(k)t[eikLF̂ (k)− Ĝ(k)] dk=−
∫

∂D+

e−iω(k)teikLq̂0(k) dk.

Indeed, in both cases the integrand involving the term γ̂(k) is analytic and bounded
in D−, respectively D+, hence its integral along the closed contour ∂D−, respectively
D+, vanishes.
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Theorem 3·1 (Existence of solutions associated with an admissible set). Assume
that q0(x) ∈ C∞[0, L], and that the set of smooth functions {fj(t), gj(t)}, 0 � j � n − 1,
is admissible with respect to q0(x), see Definition 3·1.
Let q̂0(k) be defined by equation (2·5), and let F̂ (k) and Ĝ(k) be defined by equations

(3·1) and (3·2) respectively.
Define q(x, t) as follows:

q(x, t) =
1
2π

{∫ ∞

−∞
eikx−iω(k)tq̂0(k) dk+

∫
∂D+

eikx−iω(k)tF̂ (k) dk

+
∫

∂D−

eik(x−L)−iω(k)tĜ(k) dk

}
, (3·7)

where ω(k) is given by (1·2), and D+ and D− are defined by (2·1).
Then:
(1) q(x, t) is the unique solution of equation (1·1) such that t → q(·, t) is a C∞ map

from [0, T ] into C∞[0, L];
(2) q(x, 0) = q0(x);
(3) (−i∂x)jq(0, t) = fj(t), 0 � j � n − 1;
(4) (−i∂x)jq(L, t) = gj(t), 0 � j � n − 1.

The proof of the above theorem, given in [5], depends crucially on the relation
(3·5), and on Remark 3·3.

Remark 3·4. Although the smooth solution q(x, t) is unique, it is important to note
that the spectral functions F̂ (k) and Ĝ(k) appearing in its representation are not
unique. The function F̂ (k) is only defined modulo the class of holomorphic functions
f̃ (k) with the property that eikx−iω(k)tf̃ (k) is bounded for k ∈ D+; indeed, for any
such function, Cauchy’s theorem implies that∫

∂D+

eikx−iω(k)tf̃ (k) dk=0.

Similarly, Ĝ(k) is only defined modulo the class of holomorphic functions g̃(k) with
the property that eik(x−L)−iω(k)tg̃(k) is holomorphic and bounded in D−.

4. Step 3: well-posed boundary value problems

Theorem 3·1 implies that a boundary value problem is well posed if it is possible to
construct a set of admissible functions which includes the given boundary conditions.
On the other hand, if a problem is well posed, hence if it has a unique smooth
solution q(x, t) satisfying the given conditions, it follows from Proposition 2·1 that
the boundary values of the solution are a set of admissible functions (see Remark 3·1).
Hence Theorem 1·1 is a consequence of the following result.

Proposition 4·1. Let the assumptions of Theorem 1·1 be given. Then it is possible
to define a set of functions {f1, . . . , fn, g1, . . . , gn}, admissible with respect to q0(x), and
such that

fj1 (t) =uj1 (t), j1 ∈ J1, gj2 (t) = vj2 (t), j2 ∈ J2,

if and only if |J1|=N and |J2|=n − N.

https://doi.org/10.1017/S0305004103007205 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004103007205


Boundary value problems for linear evolution equations 367
In the present section we sketch the line of the proof of Proposition 4·1; the

complete proof is given in Section 6.
We start by giving some auxiliary definitions, and proving a preliminary lemma.

Definition 4·1. Let ω(k) be the dispersion relation of equation (1·1), given by (1·2).

(i) The polynomials ωn−j(k), j =1, . . . , n, are defined by

ωn−j(k) =αj + kαj+1 + · · · + αnkn−j . (4·1)

(ii) The map λl,m : DR,m → C is the biholomorphic map defined by

ω(λl,m(k)) =ω(k),∀ k ∈ DR,m. (4·2)

It is proved in [7] that λl,m(DR,m) =DR,l. Since DR,l ⊂D+ if 1� l � N , and
DR,l ⊂D− if N + 1� l � n, the map λl,m(k) satisfies the following:

1� m �N :
{

λl,m(k) ∈ D+ if 1� l � N,
λl,m(k) ∈ D− if N + 1� l � n.

(4·3)

In addition, the definition of λl,m implies

λl,m(λm,j(k)) =λl,j(k); λl,m(k) ∼ ei(l−m)2π/nk, k → ∞.

In particular, λ1,m(k)+ · · · +λn,m(k) ∼ k, as ζ1,m+ · · · +ζn,m =1, ζl,m =ei(l−m)2π/nk.

Remark 4·1. The maps λl,m are defined as the transformations of the complex
k plane into itself that leave the dispersion relation ω(k) invariant. In particular,
since the spectral functions F̂ and Ĝ depend on k only through the function ω(k),
F̂ (λl,m(k)) = F̂ (k) and Ĝ(λl,m(k)) = Ĝ(k). See also the proof of Lemma 4·1 below.

Using the definition (3·1)–(3·2) of the spectral functions, and the global relations
(3·6) for k∈DR,+ and (3·5) for k ∈ DR,−, we can prove the following lemma.

Lemma 4·1. Let q0(x) ∈ C∞[0, L] be given, and let the set of smooth functions
{fj(t), gj(t)}, 0� j � n − 1 be admissible with respect to q0(x).
For k ∈ D+, the functions {f̂j(k), ĝj(k)}, 0� j �n − 1, defined by (3·3)–(3·4), satisfy

for some m, 1�m �N , the system of equations


eiλl,m L
∑n

j=1 wn−j(λl,m)f̂j−1(k)−
∑n

j=1 wn−j(λl,m)ĝj−1(k)

= −eiλl,m Lq̂0(λl,m) + eiλl,m L+iw(k)T γ̂(λl,m), 1� l � N,∑n
j=1 wn−j(λl,m)f̂j−1(k)− e−iλl,m L

∑n
j=1 wn−j(λl,m)ĝj−1(k)

= −q̂0(λl,m) + eiw(k)T γ̂(λl,m), (N + 1)� l � n,

(4·4)

where the polynomials ωn−j(k) are defined by (4·1).

Proof. Assume that k ∈ DR,+, with DR,+ defined in Lemma 2·1, and R so large,
that DR,+ has N connected components. Since DR,+ =

⋃N
m=1 DR,m, there is an m,

1� m �N , such that k ∈ DR,m. We fix this value of m for the rest of the proof.
By definition of the maps λl,m, this implies that for 1 � l � N , λl,m(k) ∈ DR,+,

while for N + 1� l �n, λl,m(k) ∈ DR,−. Hence, when evaluated at λl,m(k), the global
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relation (3·6) holds and is bounded for 1� l � N , while the global relation (3·5) holds
and is bounded for N + 1� l � n. Note also that the definition λl,m implies

f̂j(k) = f̂j(λl,m(k)), ĝj(k) = ĝj(λl,m(k)).

Using the definition of ωn−j(k) we can write the spectral functions F̂ (k) and Ĝ(k)
given by (3·1)–(3·2) in the form

F̂ (k) =
n∑

j=1

wn−j(k)f̂j−1(k); Ĝ(k) =
n∑

j=1

wn−j(k)ĝj−1(k).

The evaluation of the global conditions (3·6) and (3·5) at the various λl,m(k) then
yields the system (4·4).
To end the proof, we only need to show that the restriction to the case that

k ∈ DR,+ entails no loss of generality. Indeed, note that both relations (3·5) and (3·6)
are bounded in any bounded subset of C. Thus it is sufficient to verify the validity
of the statement as k → ∞, or equivalently, for k ∈ DR,+, for any R > 0.

In what follows, we always assume k ∈ DR,m for some fixed value of m ∈ [1, N ];
by definition, this implies that DR,m ⊂ C

+. Without loss of generality, we take
m=1, and drop the relevant subscript; henceforth, λl will stand for λl,1, and DR for
DR,1.
Equations (4·4) relate the 2n functions f̂0(k), . . . , f̂n−1(k), ĝ0(k), . . . , ĝn−1(k); note

that they also contain the unspecified function γ̂(k); however, for the moment we
consider this function as known.
For 1� l � n, set

El =eiλl (k)L. (4·5)

In the limit as Im(k)→ ∞ in D+, El is bounded if 1� l � N while E−1
l is bounded

if N + 1� l � n.
We can write the system (4·4) in the matrix form

A(k)(f̂j1 , ĝj2 )j1,j2 = b(k) + eiw(k)T c(k), (4·6)

where

(i) (f̂j1 , ĝj2 )j1,j2 is the 2n-vector containing the functions {f̂j1} and {ĝj2}, 0� ji �
n− 1;

(ii) b(k) is the n-vector containing the values of the function q̂0(k) given in Defini-
tion 3·1, and defined by

b(k) = (−E1q̂0(λ1, . . . ,−EN q̂0(λN ),−q̂0(λN+1), . . . ,−q̂0(λn))
τ , (4·7)

where λl(k) is the map given by (4·2), with m=1;

(iii) c(k) is the n-vector containing the values of the function γ̂(k) given in Defini-
tion 3·1, and defined by

c(k) = (E1γ̂(λ1), . . . , EN γ̂(λN ), γ̂(λN+1), . . . , γ̂(λn))
τ ; (4·8)

(iv) A is the 2n × n matrix A= (A1|A2), where the n × n blocks A1 and A2 are
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defined by

A1 =




E1 ωn−1(λ1) . . . E1 ω0(λ1)
E2 ωn−1(λ2) . . . E2 ω0(λ2)

. . . . .

. . . . .
EN ωn−1(λN ) . . . EN ω0(λN )
ωn−1(λN+1) . . . ω0(λN+1)

. . . . .

. . . . .
ωn−1(λn) . . . ω0(λn)




(4·9)

A2 =




−ωn−1(λ1) . . . −ω0(λ1)
−ωn−1(λ2) . . . −ω0(λ2)

. . . . .

. . . . .
−ωn−1(λN ) . . . −ω0(λN )

−E−1
N+1 ωn−1(λN+1) . . . −E−1

N+1 ω0(λN+1)
. . . . .
. . . . .

−E−1
n ωn−1(λn) . . . −E−1

n ω0(λn)




(4·10)

Remark 4·2. In general, if p of the functions f̂0, . . . , f̂n−1, ĝ0, . . . , ĝn−1 are known,
from equation (4·6) we obtain a (2n− p) × n system for the remaining functions in
the set. Thus to be able to solve for the unknown functions in the generic case, p
should be equal to n, i.e. a total of n functions must be prescribed; in this case, we
obtain a n × n square system for the remaining n unknown functions.

In the context of boundary value problems, the set f0, . . . , fn−1, g0, . . . , gn−1 is
the set of boundary values of the solution q(x, t) and of its derivatives. As noted
previously (see Remark 3·2), the functions f̂j(k), ĝj(k), 0� j � n − 1, obtained via
the transformation (3·3) and (3·4), are holomorphic functions of k which vanish as
Im(k)→ ∞ for k ∈ DR (indeed, for k ∈ D, hence this is true for everym, 1�m �n,
see Remark 2·1). In view of this fact, when n boundary condition are prescribed, we
will only be interested in those solutions of the resulting n × n system which are a
set of holomorphic functions of k, vanishing as Im(k)→ ∞.
The proof of the main result relies on the following lemma.

Lemma 4·2. For fixed k∈DR, consider the linear system (4·12) obtained by a choice
of n − N0 columns of A1 and of N0 columns of A2. If N0 =N , this system has a unique
solution {hp(k), 0� p �n−1}, where each hp(k) is a meromorphic function inDR, such
that limIm(k)→∞ |hp(k)|=0, for k inside DR. In addition, there exists an appropriate
choice of the function γ(x) for which the singularity at the poles of the functions hp(k)
is removable; for this choice, it is hence possible to construct a solution of system (4·12)
which is a set of bounded holomorphic functions, vanishing as Im(k)→ ∞ in DR.
If N0�N , for any choice of γ(x) the unique solution of system (4·12) is a set of

functions of which at least one has an essential singularity as Im(k)→ ∞, k ∈ DR.

We prove this lemma in Section 5; however we show here how this result yields the
proof of Proposition 4·1.
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Proof of Proposition 4·1. Consider the boundary value problem obtained by pre-
scribing

(−i∂x)j1q(0, t) =uj1 (t), (−i∂x)j2q(L, t) = vj2 (t).

We assume that the indices (j1, j2) belong to some index set J1 × J2, with
Ji ⊂{0, . . . , n − 1}; motivated by Remark 4·2, we assume also that the cardinal-
ity of |J1|+ |J2| is equal to n. Let

f̂j1 (k) =
∫ T

0
eiω(k)tuj1 (t) dt, ĝj2 (k) =

∫ T

0
eiω(k)tvj2 (t) dt,

k ∈ C, (j1, j2) ∈ J1 × J2.
Moving to the right-hand side of the system (4·4) the terms containing the functions

f̂j1 and ĝj2 corresponding to (j1, j2) ∈ J1×J2, for k ∈ DR we obtain the n×n system


eiλl L
∑

j′
1∈J ′

1
wn−j′

1
(λl)f̂j′

1−1(k)−
∑

j′
2∈J ′

2
wn−j′

2
(λl)ĝj′

2−1(k)

= −eiλl L
∑

j1∈J1
wn−j1 (λl)f̂j1−1(k) +

∑
j2∈J2

wn−j2 (λl)ĝj2−1(k)

− eiλl Lq̂0(λl) + eiλl L+iw(k)T γ̂(λl), 1� l � N,∑
j′
1∈J ′

1
wn−j′

1
(λl)f̂j′

1−1(k)− e−iλl L
∑

j′
2∈J ′

2
wn−j′

2
(λl)ĝj′

2−1(k)

= −
∑

j1∈J1
wn−j1 (λl)f̂j1−1(k) + e

−iλl L
∑

j2∈J2
wn−j2 (λl)ĝj2−1(k)

− q̂0(λl) + eiw(k)T γ̂(λl), (N + 1)� l � n,

(4·11)

where J ′
i = {0, . . . , n − 1} \ Ji, i=1, 2. In matrix form, this can be written as

Ã(f̂j′
1
, ĝj′

2
) =K(f̂j1 , ĝj2 ) + b(k) + eiω(k)T c(k), (4·12)

where (f̂j′
1
, ĝj′

2
) is the n-vector containing the unknown functions f̂j′

1
, ĝj′

2
correspond-

ing to indices j′1 ∈ J ′
1 and j′2 ∈ J ′

2, the n × n matrix Ã is obtained by choosing the
columns of A1 indexed by the set of j′1s and the columns of A2 indexed by the set of
j′2s, and K(f̂j1 , ĝj2 ) is an n-vector constructed with the known functions f̂j1 , ĝj2 .
If we can prove that there exists a unique solution of this system, and that this

solution is a set of holomorphic functions which vanish as Im(k) → ∞ ∀ k ∈ DR, we
can use these functions to construct the spectral functions F̂ (k) and Ĝ(k) according
to the formulas (3·1)–(3·2). Using F̂ (k), and Ĝ(k), we define the function q(x, t) by
equation (3·7). The boundary values of this function and of its derivatives are then
by construction admissible, and the functions f̂j(k), ĝj(k) constructed from these
boundary values via the formulae (3·3) and (3·4) coincide with the solution of system
(4·4), up to holomorphic and decaying additive factors. This means that there exist
functions fj′

1
, gj′

2
such that the set of functions f0, . . . , fn−1, g0, . . . , gn−1 obtained

by considering this solution and its boundary values is by construction admissible1.
Hence, by Theorem 3·1, in the above case the given boundary value problem is well
posed. By Remark 3·3, this implies also that the term containing the function γ̂(k)
does not contribute to the representation (3·7) of the solution.
Conversely, if a problem is well posed, then its boundary values are a set of 2n

smooth functions; the transforms of these functions given by the formula (3·3) for the

1 These functions are given by fj′1
= (−i∂x)j

′
1q(0, t) and gj′2

= (−i∂x)j
′
2q(L, t).
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first n or (3·4) for the last n, are holomorphic functions of k, bounded and decaying
for k ∈ DR, which satisfy a system of the form (4·4) with γ(x) = q(x, T ).
Hence the identification of the boundary conditions which yield a set of admissible

functions, for a given equation (1·1) and initial condition (1·3), is reduced to finding
conditions which guarantee that, given a specific set of n holomorphic bounded
functions, the system (4·12) has as its unique solution a set of n bounded holomorphic
functions, vanishing as Im(k)→ ∞ in DR.
Assume that the result of Lemma 4·2 holds. Suppose that {f1, . . . , fn, g1, . . . , gn}

are a set of admissible functions with respect to the given initial condition q0(x), and
that

fj1 (t) =uj1 (t), j1 ∈ J1, gj2 (t) = vj2 (t), j2 ∈ J2.

By definition of admissibility, the functions f̂j(k), ĝj(k) defined by equations (3·3)
and (3·4) respectively, satisfy the global conditions (3·5) and (3·6), hence they satisfy
the system (4·6) constructed using these conditions. Moving to the right-hand side of
the system the terms corresponding to the given boundary conditions, we obtain a
n × n system of the form (4·12), which is satisfied by the functions f̂j , ĝj . Moreover,
by construction these functions have all the required properties. By Lemma 4·2, this
can be the case only if the matrix An defining the n × n system (4·6) is obtained
by a choice of n − N columns of A1 and of N columns of A2, so that the unknown
functions in the system are n − N of the f̂j ’s and N of the ĝj ’s; i.e. only if |J1|=N
and |J2|=n − N .
Conversely, let |J1|=N and |J2|=n − N . By the result of Lemma 4·2, the system

obtained by choosing theN columns ofA1 and n−N columns ofA2 corresponding to
the indices in J1 and J2, respectively, has as solution a set of n functions {ĥp(k)}n

p= 1,
obtained by specifying the function γ(x) in a such a way that these functions are
bounded and holomorphic in DR.
We then consider the set {f̂0, . . , f̂n−1, ĝ0, . . . , ĝn−1}, where

f̂j1 (k) =
∫ T

0
eiω(k)tuj1 (t) dt, if j1 ∈ J1,

ĝj2 (k) =
∫ T

0
eiω(k)tvj2 (t) dt, if j2 ∈ J2,

and the remaining n gaps in the sequence of functions are sequentially filled
by the functions ĥp(k), p=1, . . . , n. By construction, the corresponding set
{f0, . . . , fn−1, g0, . . . , gn−1} is admissible with respect to q0(x). Thus, assuming the
validity of Lemma 4·2, the proof is established.

5. Examples

Before proving Lemma 4·2, we consider in this section two examples, for a second
and a third order equation, which illustrate the ideas involved.

Example 5·1. The equation iqt + qxx =0.

In this case, ω(k) = k2; thus n=2, so that two boundary conditions must be pre-
scribed in general for a well-posed boundary value problem, and N =1, and one
condition must be prescribed at each end. The polynomials wj(k) are given by

ω0(k) = 1; ω1(k) = k.
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The domains D+ and D− have only one simply connected component, hence
D+ =D1 and D− =D2; explicitly, D1 is the first and D2 the third quadrant of the
complex k-plane. The map λ2,1 : D1 → D2 is given by λ2,1(k) =−k.
For the rest of this example, we fix k ∈ D1. The vectors b(k) and c(k) are

b(k) = (−eikLq̂0(k),−q̂0(−k))τ , (5·1)
c(k) = (eikLγ̂(k), γ̂(−k))τ , (5·2)

and the matrices A1 and A2 are given by

A1 =
(

keikL eikL

−k 1

)
(5·3)

A2 =
(

−k −1
keikL −eikL

)
. (5·4)

Thus

det(A1) = det(A2) = 2keikL.

The four possibilities of 2 × 2 matrix Ã obtained by choosing one column of A1

and one column of A2 are the following:

(i) Ãi =
(
eikL −1
1 −eikL

)
; det(Ãi) = 1− e2ikL;

(ii) Ãii =
(

keikL −k
−k keikL

)
; det(Ãii) = k2(e2ikL − 1);

(iii) Ãiii =
(
eikL −k
1 keikL

)
; det(Ãiii) = k(e2ikL + 1);

(iv) Ãiv =
(

keikL −1
−k −eikL

)
; det(Ãiv) =−k(1 + e2ikL).

We now consider all possibilities of prescribing two boundary conditions. Prescrib-
ing two conditions at x=0 corresponds to choosing the two columns of A2, thus in
this case Ã=A2; similarly, if both conditions are prescribed at x=L, then the matrix
Ã=A1.
If one condition is prescribed at both ends, then Ã is one of the four matrices Ãi,

Ãii, Ãiii or Ãiv given above. Explicitly, these matrices correspond to prescribing the
following boundary conditions:

(i) =⇒ −iqx(0, t) = f1(t), −iqx(L, t) = g1(t);
(ii) =⇒ q(0, t) = f0(t), q(L, t) = g0(t);
(iii) =⇒ −iqx(0, t) = f1(t), q(L, t) = g0(t);
(iv) =⇒ q(0, t) = f0(t), −iqx(L, t) = g1(t).

We now analyse the solution of the system arising in correspondence with each
one of these possibilities.

(a) Ã=Ai: in this case,

f̂1(k) =
∫ T

0
eik

2tf1(t) dt, ĝ1(k) =
∫ T

0
eik

2tg1(t) dt

are given, and the unknown functions to be determined through solving the
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system are f̂0(k) and ĝ0(k). The system they must satisfy is given explicitly by

Ã(k)(f̂0(k), ĝ0(k))τ =β(k) + eik
2T c(k), (5·5)

where the column vector β(k) is given by

β(k) ==
(
−eikL(q̂0(k) + f̂1(k)) + ĝ1(k)
−q̂0(−k)− f̂1(k) + eikLĝ1(k)

)
,

and c(k) is given by equation (5·2). Since det(Ã) = 1− e2ikL, by Cramer’s rule
the solution is given by

f̂0(k) =
1

1− e2ikL

(
detB1(k) + eik

2TdetC1(k)
)
, (5·6)

ĝ0(k) =
1

1− e2ikL

(
detB2(k) + eik

2TdetC2(k)
)
, (5·7)

where B1(k) and B2(k) are the 2×2 matrices obtained by substituting the first
and second column of Ã respectively by the column vector β(k) = (b1, b2)τ , and
C1(k) and C2(k) are the 2× 2 matrices obtained by substituting the first and
second column of Ã respectively by the column vector c(k) = (c1, c2)τ . Namely,

detB1(k) = ei2kL(q̂0(k)− f̂1(k))− q̂0(−k)− f̂1(k),

detB2(k) = (ei2kL − 1)ĝ1(k))− eikL(q̂0(−k)− q̂0(k))

detC1(k) = γ̂(−k)− ei2kLγ̂(k),

detC2(k) = eikLγ̂(−k)− eikLγ̂(k).

For k ∈ D1, all terms in the expressions above defining f̂0 and ĝ0 are bounded
except at the zeros {kh = hπ/L}h∈Z of det(Ã), and vanish when k → ∞.
Because of the pole singularities at the points kh, these functions are not

generically holomorphic; however, the terms c1 and c2, containing the arbitrary
function γ̂(k), can be specified in such a way that the contribution of these
poles is subtracted, and thus to define holomorphic functions. Indeed, choose
c1, c2 so that eik

2
h T ci(kh) = −bi(kh), i = 1, 2, h ∈ Z. Then equations (5·6)–(5·7)

can be rewritten as

f̂0(k) =
−eikL

(
b1(k) + eik

2T c1(k)
)
+

(
b2(k) + eik

2T c2(k)
)

1− e2ikL

−
∑

h

(
−eikh L

(
b1(kh) + eik

2
h T c1(kh)

)
+

(
b2(kh) + eik

2
h T c2(kh)

))
1− e2ikL

,

ĝ0(k) =
−eikL(b2(k) + eik

2T c2(k))− (b1(k) + eik
2T c1(k))

1− e2ikL

−
∑

h

(
−eikh L

(
b2(kh) + eik

2
h T c2(kh)

)
−

(
b1(kh) + eik

2
h T c1(kh)

))
1− e2ikL

.

The expressions above represent two holomorphic functions with the desired
asymptotic properties. Moreover, multiplying f̂0(k) by eikx−ik2t, and integrat-
ing along ∂D1, and similarly, multiplying ĝ0(k) by eik(L−x)−ik2t, and integrat-
ing along ∂D2, it is easy to show that the terms containing c1 and c2 give no
contribution, as the overall exponential term appearing in these functions is
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bounded in the whole of the region enclosed by the relevant integration con-
tour. Hence the solution q(x, t) given in terms of the spectral functions F̂ (k),
Ĝ(k) is uniquely defined.

(a’) Ã = Aii, Ã = Aiii, or Ã = Aiv: these cases are all analogous to case (a), and are
treated in the same way.

(b) Ã = A1: in this case, the unknown functions to be determined are f̂0(k) and
f̂1(k). We assume without loss of generality that the given initial condition
q0(x) is equal to zero. Hence q̂0(k) = 0, the vector β(k) is given by

β(k) =
(

kĝ0(k) + ĝ1(k)
−eikLkĝ0(k) + eikLĝ1(k)

)
,

and c(k) given by equation (5·2); det(Ã) = 2keikL. The solution is given by

f̂0(k) =
e−ikL

2k

(
detB1(k) + eik

2TdetC1(k)
)
,

f̂1(k) =
e−ikL

2k

(
detB2(k) + eik

2TdetC2(k)
)
,

where B1(k), B2(k), C1(k) and C2(k) are obtained as in case (a), and are given
by

detB1(k) = −eikL(kĝ0(k) + ĝ1(k) + ei2kL (kĝ0(k)− ĝ1(k))) ,

detB2(k) = k(−ei2kL(kĝ0(k) + ĝ1(k)) + kĝ0(k) + ĝ1(k)),

detC1(k) = eikL(γ̂(k)− γ̂(−k))

detC2(k) = keikL(γ̂(−k) + γ̂(k)).

Consider the term

eik
2Tdet(C1)

detÃ
=
eik

2T

2keikL
eikL(γ̂(k)− γ̂(−k)) = eik

2T γ̂(k)− γ̂(−k)
2k

.

(We can assume that γ̂(k)�γ̂(−k); if not, the argument that follows applies
to the term eik

2Tdet(C2)/detÃ.)
By its definition, the function eik

2T eikLγ̂(k) is bounded as k → ∞, k ∈ D+.
However, when the exponential eikL cancels out with the same term in the
denominator, the resulting function eik

2T γ̂(k)/2k has an essential singularity as
Im(k)→ ∞. Hence the function f̂0(k) is not a bounded holomorphic function,
and no admissible set can be constructed that contains f0(t) which transforms
to f̂0(k) by way of the formula (3·3). This implies that no problem obtained by
assigning two conditions at x = L and no condition at x = 0 can be well posed.

(b’) Ã = A2: this case is analogous to the previous one and does not yield a well-
posed boundary value problem.

Example 5·2. The equation qt + qxxx = 0.

In this case, ω(k) = −k3; thus n = 3 and three boundary conditions must be
prescribed. Also, a3 = −1 < 0, hence N = 1, and a boundary value problem is well
posed if and only if one condition is prescribed at x = 0 and two are prescribed at
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x = L. The polynomials wj(k) are given by

ω0(k) = −1; ω1(k) = −k; ω2(k) = −k2.

The domain D+ has only one simply connected component, D1, while D− has two
connected components, D2 and D3; namely,

D1 = {k :π/3 < arg(k) < 2π/3};

D2 = {k :π < arg(k) < 4π/3}; D3 = {k : 5π/3 < arg(k) < 2π}.

The maps λ2 : D1 → D2 and λ3 : D1 → D3 are given by

λ2(k) = ζk, λ3 = ζ2k; ζ = e2πi/3.

For the computations in this example, fix k ∈ D1. The matrices A1 and A2 are
given by

A1 =


−k2eikL −keikL −eikL

−ζ2k2 −ζk −1
−ζk2 −ζ2k −1


 (5·8)

A2 =


 k2 k 1

ζ2k2e−iζkL ζke−iζkL e−iζkL

ζk2e−iζ2kL ζ2ke−iζ2kL e−iζ2kL


 . (5·9)

Thus

det(A1) = −3k3eikL(ζ − ζ2); det(A2) = k3e−i(ζ+ζ2)kL(ζ − ζ2).

In view of the relation 1 + ζ + ζ2 = 0,

det(A2) = k3eikL(ζ − ζ2).

Hence, as in the previous case, the determinants of A1 and of A2 contain the same
exponential factor. Using the notation (see (4·5))

E1 = eikL; E2 = eiζkL; E3 = eiζ
2kL,

two other possibilities for the determinant of Ã are:

case 1: f̂0, f̂1, ĝ0 given
=⇒ det(Ã) = k

[
E−1
2 (ζ − 1) + E−1

3 (ζ
2 − 1)− E2

1 (ζ − ζ2)
]
;

case 2: f̂0, ĝ0, ĝ1 given
=⇒ det(Ã) = k

[
(ζ − ζ2) + E1

(
E−1
2 − E−1

3

)
+ ζE−1

2 − ζ2E−1
3

)]
.

By Theorem 1·1, the boundary value problem (1) is not well posed, while (2) is
well posed. Note that in the latter case, the determinant contains one term ζ − ζ2

which is not multiplied by any exponential factor. On the other hand for problem
(1) all terms of the determinant contain one of the exponentials E1, or E−1

i , i = 2, 3;
these exponentials all have vanishing limit, as k → ∞, k ∈ DR. Hence the term
1/det(A) has an essential singularity at infinity, for k ∈ DR. We will show that, as in
the previous example, this is the structure of all problems that are not well posed.
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Case 1. The matrix Ã is in this case given by

Ã =


−E1 k 1

−1 ζkE−1
2 E−1

2

−1 ζ2kE−1
3 E−1

3


 .

Assume, without loss of generality, that the given initial condition is q0(x) = 0.
Then the vector b(k) is given by (4·7), and c(k) is given by

c(k) = (E1γ̂(k), γ̂(ζk), γ̂(ζ2k))τ .

We note that

(i) The exponentials E1, E−1
2 and E−1

3 vanish exponentially in the limit when
Im(k) → ∞, k ∈ D1. Hence the term 1/det(Ã) has an essential singularity
at infinity.

(ii) By its definition, γ̂(ζk) and γ̂(ζ2k) are bounded when k ∈ D1. Indeed if k∈D1,
then ζ2k ∈ D2⊂C

−, ζ2k∈D3⊂C
−, hence in both cases the exponential term in

the definition of γ̂ vanishes as Im(k)→∞, k∈D1.
(iii) The term e−ik3T is bounded, as a function of k for all k ∈ D (indeed, this is the

property defining D), hence in particular it is bounded in D1.

The matrix C2 is in the present case given by

C2 =


−E1 E1γ̂(k) 1

−1 γ̂(ζk) E−1
2

−1 γ̂(ζ2k) E−1
3


 .

Hence the quotient e−ik3Tdet(C2)/det(Ã) contains the term

e−ik3T γ̂(ζk)

det(Ã)
.

As Im(k) → ∞, the behaviour of this term is O((eIm(ζk)L) in the numerator, and
O(e−Im(k)L)2) in the denominator. Since O((eIm(ζk)L) ∼ O(e−Im(k)L) in the interior
of D1, overall this ratio is of O(eIm(k)L), hence it has an essential singularity as
Im(k) → ∞, k ∈ D1. It follows that, in this particular case, the function ĝ2(k)
computed by solving this system cannot arise as the transform (via the formula (3·4))
of a function g2(t) ∈ C∞[0, T ].
Case 2. This case is considered in detail in [8, section 5·2·1]; see also [2]. As before

assume for simplicity that q0(x) = 0. The computation of f̂1, f̂2, ĝ2 follows the lines
of the previous 2 × 2 example. All terms defining these functions are bounded for
k ∈ D1, except possibly at the zeros of det(Ã). By specifying the arbitrary function
γ(x) in such way that the contribution of these poles can be subtracted, the functions
can be selected to be holomorphic.

6. Proof of Lemma 4·2 and Theorem 1·1
We now state and prove a series of lemmas on which the proof of our main

Lemma 4·2 relies. We continue to assume, without loss of generality, that m=1 is
fixed.
The first result characterises the determinant of the matrix Ã.
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Lemma 6·1. Let Ã be an n × n matrix constructed by choosing n − N0 columns of A1

and N0 columns of A2. Then the determinant of Ã has the form

P
(
E1, E2, . . . , EN , E−1

N+1, . . . , E
−1
n

)
where El = eiλl (k)L, and P is a polynomial expression in the indicated exponentials,
whose coefficients are polynomials in k. Let r0(k) be the zero degree coefficient of P , i.e.
the term that is not multiplied by any of the exponentials E±1

i . Then

(a) if N0 = N , r0(k)�0,
(b) if N0�N , r0(k) = 0,

where N is given by (1·4). In addition, in case (b), the term of highest degree of det(Ã) is
the product of the elements along the diagonal of (Ã).

Remark 6·1. In example 4, we showed the above lemma by a direct computation,
for a case when n = 2. Indeed, when Ã = A1 or Ã = A2, det(Ã) = e2ikL, hence
r0(k) = 0, while for case (i)–(iv), r0(k)� 0. Namely, for case (i), r0(k) = 1; for case (ii),
r0(k) = −k2, and for case (iii) and (iv), r0(k) = ±k respectively.

Proof. Suppose that N0 = N . Then Ã is obtained by n − N columns of A1, enu-
merated by n − j1, . . . , n − jN and N of A2, enumerated by l1, . . . , lN ; the structure
of A1 and A2 implies that the N × N minor at the top right corner of the matrix
contains no exponential factors. Expanding the determinant along the first row, we
find that det(Ã) contains the additive factor

±ωn−j1 (λ1)det(Ãn−1),

where Ãn−1 is an n−1 matrix, obtained by erasing the first row and the (n−N +1)th
column of Ã. Repeating the same argument to compute det(Ãn−1), we find the
additive factor

ωn−j1 (λ1)ωn−j2 (λ2)det(Ãn−2),

where Ãn−2 is the n−2 matrix, obtained by erasing the first row and the (n−N+1)th
column of Ãn−1. Repeating this process N times, we arrive at the additive factor

ωn−j1 (λ1) · · ·ωn−jN
(λN ) det




ωn−j1 (λN+1) . . . ωn−jN
(λN+1)

. . . . .

. . . . .
ωn−j1 (λn) . . . ωn−jN

(λn)


 ,

which contains no exponentials. Moreover, it is easy to verify that every other term
in this expansion of the determinant contains exponential factors. Hence r0(k)�0.
Conversely, let Ã be obtained by n−N0 columns of A1 and N0 of A2, with N0�N ;

assume to fix ideas that N0 > N . Expanding the determinant by the first row, we
obtain

det(Ã) = E1p1(k)det(Ã1) + · · · + E1pn−N0 (k)det(Ãn−N0 )

+ pn−N0+1(k)det(Ãn−N0+1) + · · · + pn(k)det(Ãn), (6·10)

where the pj(k) are polynomials in k, and the square matrices Ãj are of order (n−1).
The first n − N0 terms of this expression are multiplied by the exponential term E1,
thus they cannot contribute to the zero degree coefficient r0(k). The last N0 terms
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are all multiplied by the determinant of an (n−1)× (n−1) matrix. The determinant
of each of these matrices reduces by successive steps, taking as multipliers always
non-exponentials terms, to the computation of the determinant of a matrix of order
n − N , of the form

∗ . . . ∗ pN+1
1 (k)E−1

N+1 . . . pN+1
N0−N (k)E

−1
N+1

. . . ∗ . . . . . . . . .

. . . ∗ pn
1 (k)E

−1
n . . . pn

N0−N (k)E
−1
n


 ,

where in the first n−N0 columns, ∗ denotes an element with no exponential factors.
Expanding the determinant by the last column, we see that all its additive factors
contain exponentials. Hence r0(k) = 0.
To prove that indeed the term of highest degree (in the exponentials) in this

determinant is given by the product of the diagonal elements, consider the formula
(6·10), but now start with the first term, which multiplies a lower order matrix by
the first exponential E1. By induction, the conclusion easily follows.

Remark 6·2. The fact that det(Ã) has no zero degree coefficients means that every
additive term contains at least one of the exponentials E1, . . . , EN , E−1

N+1,. . . , E
−1
n .

All of these exponentials are exponentially vanishing when Im(k) → ∞, k ∈ DR, of
order e−Im(k)L. Hence the term 1/detÃ has an essential singularity in DR.

Lemma 6·2. Let Ã be the n × n matrix constructed by choosing n − N0 columns of A1

and N0 of A2, with N0 = N ± 1. If N0 = N + 1, let C be the n× n matrix constructed by
substituting the (n − N )th column of the matrix Ã with the column vector c(k) given by
(4·8).
If N0 = N − 1, let C be the n× n matrix constructed by substituting the (n−N + 1)th

column of the matrix Ã with the column vector c(k) given by (4·8).
Then there exists an integer s � 1 such that

det(C)

det(Ã)
= O(eIm(k)L)s, Im(k)→ ∞, k ∈ DR,

hence this function has an essential singularity in the domain DR ⊂C
+.

Proof. We start with the case that N0 = N +1. Consider the matrix C = Cn−N ; by
definition,

C =




p11E1 . . . pn−N−1
1 E1 E1γ̂1 ∗ . . . ∗

∗ . . . . . . . . . ∗ . . . ∗
p1NEN . . . pn−N−1

N EN EN ˆγN ∗ . . . ∗
∗ . . . ∗ ˆγN+1 pn−N+1

N+1 E−1
N+1 . . . pn

N+1E
−1
N+1

∗ . . . ∗ . . . . . . . . . . . .
∗ . . . ∗ γ̂n pn−N+1

n E−1
n . . . pn

nE−1
n




, (6·11)

where n − N columns involve E1, . . . , EN and N columns involve E−1
N+1, . . . , E−1

n ,
pi

j(k) denote polynomials in k, and ∗ stands for terms containing no exponential, and
γ̂i = γ̂(λi(k)).
The matrix C has, by construction, the exponentials E1, E2, . . . , E−1

N+1, . . . ,E
−1
n in

the same positions as the matrix Ã obtained from n − N columns of A1 and N of
A2 (i.e. the “good” case). As in the proof of Lemma 6·1, one can show that det(C)
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contains an additive term of the form

∗


∗ . . . ∗ γ̂N+1

∗ . . . ∗ . . .
∗ . . . ∗ γ̂n


 = p0(k)

n∑
j=N+1

pj(k)γ̂j ,

where γ̂j = γ̂(λj(k)), and the pj(k)’s are polynomials in k.
On the other hand, the product of the diagonal elements of Ã is equal to

ã11 · · · ãnn =

{
E1 · · ·EN−1 ∗ E−1

N+1 · · ·E−1
n N � n − N,

E1 · · ·EN ∗ E−1
N+2 · · ·E−1

n N < n − N.

The behaviour as Im(k)→ ∞ of any addictive factors in the ratio

det(C)

det(Ã)
(6·12)

depends on the highest power term in the denominator. This term, by Lemma 6·1, is
given by the product of the diagonal elements of Ã (recall that, by the same lemma,
all terms in the denominator decay to zero at infinity). The ratio (6·12) contains
either the term

p0(k)
∑n

j=N+1 pj(k)γ̂j

E1 · · ·EN−1 ∗ E−1
N+1 · · ·E−1

n + l.o.t.

or the term

p0(k)
∑n

j=N+1 pj(k)γ̂j

E1 · · ·EN ∗ E−1
N+2 · · ·E−1

n + l.o.t.

where l.o.t. denotes terms of lower degree in the exponentials.
Now consider the case thatN0 = N −1, and C = Cn−N+1; by definition, the matrix

C has the same form as given in (6·11), but now n−N +1 columns involve E1, . . . ,EN

and N − 1 columns involve E−1
N+1, . . . ,E

−1
n . Hence by a computation similar to the

one above, it is not difficult to show that det(C) always contains a term of the form


p̃(k)γ̂1E1 . . . ENE−1
N+1 . . . E−1

n N > n − N,

p̃(k)γ̂1E1 . . . EN ∗ E−1
N+2 . . . E−1

n N = n − N,

p̃(k)γ̂1E1 . . . EN ∗ E−1
N+3 . . . E−1

n N < n − N.

where the gap indicated by ∗may contain both or just one of themissing exponentials,
depending on the parity of n and the value of N , and p̃(k) is a generic polynomial in
k. We note that in this case, the product of the diagonal elements of Ã is equal to

ã11 · · · ãnn =




E1 · · ·ENE−1
N+1 · · ·E−1

n N > n − N,

E1 · · ·EN ∗ E−1
N+2 · · ·E−1

n N = n − N,

E1 · · ·EN ∗ E−1
N+3 · · ·E−1

n N < n − N.

Hence, except for the multiplicative term p̃(k)γ̂1, these two expression contain, in
every case, the same product of exponentials. Hence the ratio (6·12) contains in this
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case the term 


γ̂1E1···EN E−1
N +1···E

−1
n

E1···EN E−1
N +1···E

−1
n +l.o.t.

N > n − N,

γ̂1E1···EN ∗E−1
N +2···E

−1
n

E1···EN ∗E−1
N +2···E

−1
n +l.o.t.

N =n − N,

γ̂1E1···EN ∗E−1
N +3···E

−1
n

E1···EN ∗E−1
N +3···E

−1
n +l.o.t.

N < n − N.

In both cases, as Im(k)→ ∞, the ration det(C)/det(Ã) has an essential singularity
of order at least O(eIm(k)L).

Proof of Lemma 4·2. We assume that N0 boundary conditions are given at x=0
and n − N0 at x=L. Suppose first that N0 =N . It is proved in [5] that when the
first N boundary conditions are given for q(0, t), . . . ,∂N−1

x q(0, t), and the remaining
n−N for q(L, t), . . . ,∂n−N−1

x q(L, t), then it is possible to construct a set of admissible
functions with respect to the given initial condition q0(x); hence the corresponding
boundary value problem is well posed. The proof relies only on the structure of the
determinant of the relevant matrix Ã; namely, on the fact that this matrix has an
additive factor containing no exponentials. Moreover, it exploits the possibility of
specifying the function γ(x) appearing in the matrices Cj in order to remove the
singularity at the poles of det(Ã). Hence, by the result of Lemma 6·1, the same proof
goes through in exactly the same way for the case that any N boundary conditions
are given at x=0, and any n−N are given at x=L; hence when Ã is constructed by
chosing n − N columns of A1 and N of A2, with N given by (1·4).
Conversely, let N0�N . It is enough to prove the statement for N0 =N ± 1; in

this case, by the result of Lemma 6·2, we have that det(C)/det(Ã) has an essential
singularity in DR, where C =Cn−N or C =Cn−N+1. Since the function ĥp is given by
Cramer’s rule by

ĥp(k) =
det(Cp)

det(Ã)
,

in either case there exist an index (p=n−N or p=n−N +1) for which this function
has an essential singularity, and hence it cannot arise from any f (t) which is an
element of a set of admissible functions according to Definition 3·1.

We remarked in Section 4 how the result of Theorem 1·1 is a consequence of
Proposition 4·1; but the proof of the latter had been given modulo the result of
Lemma 4·2, which we have just proved. Hence the proof of Theorem 1·1 is complete.

7. Conclusions

(1) The result proved here does not depend on the assumption that the functions
involved are smooth. For a more detailed regularity study, see [7].

(2) We stress that the unknown function γ(x) does not play a role in the final
representation of the solution; however it does play a role when the problem has
a discrete spectrum, or equivalently when the functions obtained as the solution
of the linear system (4·4) are meromorphic. It is then crucial to be able to choose
γ(x) in such a way that the residues at the poles can be computed giving rise
explicitly to the discrete spectrum contribution in the representation (3·7). See
[5] for a careful analysis of this phenomenon.
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(3) An example of a well-posed problem of the kind covered by this analysis has

been studied by Cattabriga [1], who proved existence and uniqueness of classical
solutions for a particular boundary value problem for a third order equation of
the type (1·1), with both α3 > 0 and α3 < 0, but with the boundary of the domain
depending on t. His results are consistent with the results of the present study
and of the study of time-dependent domain, using the Fokas transform method,
to be found in [6].

(4) The analysis of linear problems carried out here generalises to the case of non-
linear integrable evolution dispersive equations in one spatial dimension, such as
the nonlinear Schrödinger and Koteweg–deVries equations, on a finite interval.
Indeed if the equation is integrable, a similar analysis to the one yielding the
result in the linear case can be performed, based on expressing these equations
as the closure condition of a certain differential form, see [3].
For the nonlinear Schrödinger equation, this approach reproduces the results
obtained for the initial value problems with periodic boundary conditions [4]. In
addition, some results on finite intervals for the KdV equation have recently been
established by Colin and Ghidaglia, see [2]; the problems considered correspond
to problems that have been proved here to be (linearly) well posed.
If the nonlinear equation is not integrable, it should still be possible to use the
results established here to yield at least local well-posedness of specific boundary
value problems, by treating the nonlinear term as a forcing and considering only
small times. The extent of validity of this statement will be investigated in future
work.
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Errata Corrige. This work depends on the work presented in [5]. Unfortunately,
the latter has two errors:
(1) In the statement of Lemma 3.1, conclusion (b) should read:

(b) For k ∈ DR,m, 1� l � n, and 1�m �N ,

∫
∂DR ,m

e−iω(k)t

[
n∑

j=1

ωn−j(λl,m)f̂j−1(k)− e−iλl,m L

n∑
j=1

ωn−j(λl,m)ĝj−1(k)

]
dk=0,

while for N + 1� m �n,

∫
∂DR ,m

e−iω(k)t

[
eiλl,m L

n∑
j=1

ωn−j(λl,m)f̂j−1(k)−
n∑

j=1

ωn−j(λl,m)ĝj−1(k)

]
dk=0.

(2) On page 530, the two lines following equation (3·3) should read:
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Using the property (b) of Lemma (3·1) we can show that∫
∂DR ,−

e−iω(k)t

[
e−ikL

n∑
j=1

ωn−j(k)ĝj−1(k)−
n∑

j=1

ωn−j(k)f̂j−1(k)

]
dk=0, k ∈ DR,−.
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