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Forecasting elections with mere recognition from small, lousy
samples: A comparison of collective recognition, wisdom of

crowds, and representative polls

Wolfgang Gaissmaier∗ Julian N. Marewski† ‡

Abstract

We investigated the extent to which the human capacity for recognition helps to forecast political elections: We com-
pared naïve recognition-based election forecasts computed from convenience samples of citizens’ recognition of party
names to (i) standard polling forecasts computed from representative samples of citizens’ voting intentions, and to (ii)
simple—and typically very accurate—wisdom-of-crowds-forecasts computed from the same convenience samples of
citizens’ aggregated hunches about election results. Results from four major German elections show that mere recogni-
tion of party names forecast the parties’ electoral successfairly well. Recognition-based forecasts were most competitive
with the other models when forecasting the smaller parties’success and for small sample sizes. However, wisdom-of-
crowds-forecasts outperformed recognition-based forecasts in most cases. It seems that wisdom-of-crowds-forecasts are
able to draw on the benefits of recognition while at the same time avoiding its downsides, such as lack of discrimination
among very famous parties or recognition caused by factors unrelated to electoral success. Yet it seems that a simple
extension of the recognition-based forecasts—asking people what proportion of the population would recognize a party
instead of whether they themselves recognize it—is also able to eliminate these downsides.

Keywords: political elections, recognition, forecasting, heuristics, wisdom of crowds.

1 Introduction

“The trouble with free elections is, you never know who
is going to win”, former political leader of the Soviet
Union, Leonid Brezhnev, is supposed to have said once
(Rees, 2006). This did not only bother Brezhnev, but also
keeps polling agencies busy around the world. They usu-
ally rely on intention-based election forecasts, generated
by interviewing large representative samples of citizens
about theirvoting intentions. For instance, in Germany
potential voters are typically asked which political party
they will vote for in an upcoming election. The result-
ing responses can be used to extrapolate likely election
results.

Here, we investigate how far one can get with a
much simpler, almost naïve, method that does not re-
quire large and representative samples. Specifically, we
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test how well citizens’ memories that they have heard
of a party name before, that is, citizens’mere recogni-
tion of party names, allows forecasting the outcomes of
major political elections. We compare the performance
of suchrecognition-based election forecasts, computed
from small and unrepresentative convenience samples of
citizens, to other forecasting methods, including (i) tra-
ditional polls computed from large representative sam-
ples of citizens’ voting intentions, and (ii) a simple—but
typically very accurate—forecasting method that builds
on the aggregated judgments of many, or thewisdom of
crowds(Galton, 1907; Sjöberg, 2009; Surowiecki, 2004).

The article is structured as follows. First, we review
previous research showing that recognition allows mak-
ing accurate forecasts in many domains. Second, we ex-
plain why recognition could be an accurate predictor vari-
able for forecasting elections and why recognition-based
election forecasts could be particularly useful for fore-
casting smaller political parties’ electoral success. Third,
we introduce election forecasts based on the wisdoms of
the crowds. Finally, we report and discuss a series of
studies that investigate the accuracy of recognition-based
election forecasts compared to forecasts based on polls
of citizens’ voting intentions and forecasts based on the
wisdom of crowds.
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Figure 1: Goodman and Kruskal’s (1954) gamma computed between the frequency of mentions of 25 parties in the
newspaper “Tagesspiegel” in the period between 5 months 16 days and 16 days prior to the National elections 2005,
the number of votes won by 25 parties in that election, and thenumber of participants who recognized the name of a
party 16 days prior to the election (cor: correlation). These correlations show that the unknown criterion (here: the
election result) is reflected by a mediator (here: the newspaper “Tagesspiegel”). The mediator makes it more likely for
a person to encounter alternatives with larger criterion values than those with smaller ones (e.g., the press mentions
more successful political parties more frequently). As a result, the person will be more likely to recognize alternatives
with larger criterion values than those with smaller ones, and, ultimately, recognition judgments can be relied upon to
infer the criterion (here: the success of parties in political elections).

1.1 The predictive power of recognition in
forecasting

Why would recognition be useful for forecasting in gen-
eral? A major reason is an ecological one (Goldstein &
Gigerenzer, 2002; Hertwig, Herzog, Schooler, & Reimer,
2008; Schooler & Hertwig, 2005): The press, the inter-
net, and otherenvironmental mediatorsmake it likely that
we will encounterobjects(e.g., tennis players, cities, uni-
versities) that score high on acriterion of interest (e.g.,
success in sports, size of cities, quality of universities)
more frequently than those that score low. As a result,
objects with high criterion values are more likely to be
recognized. Thus, when making forecasts, we can rely
on recognition to predict which objects are likely to score
high on the criterion.

The simple forecasting strategy to bet that objects that
are recognized by more people will score higher on a cri-
terion of interest is also known as thecollective recog-
nition heuristic (e.g., Borges, Goldstein, Ortmann, &
Gigerenzer, 1999; Herzog & Hertwig, 2011): Count how
many people recognize each ofN objects, and infer then
recognized objects to score a larger value on the criterion
than theN – nunrecognized ones. It has been shown that
people’s collective recognition allows for making accu-
rate forecasts in many domains. The outcomes of Wim-
bledon tennis matches, for instance, can be predicted by
simply betting that those players who are recognized by
most people will win (Scheibehenne & Bröder, 2007;
Serwe & Frings, 2006). Such naïve recognition-based
forecasts were more accurate than Association of Tennis
Professionals rankings or Wimbledon seeds. Other do-

mains where recognition makes good predictions include
forecasts about the sizes of cities (Goldstein & Gigeren-
zer, 2002; Reimer & Katsikopoulos, 2004), the quality of
universities (Hertwig & Todd, 2003), the fortunes of bil-
lionaires (Hertwig et al., 2008), and the success of soccer
teams in championships (Pachur & Biele, 2007).

We have good reasons to believe that collective recog-
nition will also allow forecasting elections. For one of
the elections that we studied (German National Elections
2005, see below), Figure 1 shows that there are substan-
tial correlations between (i) election results, (ii) the fre-
quency of newspaper mentions, and (iii) the number of
people who recognized a party’s name. Thus, before we
test collective recognition in more detail against other
models, this already is a first illustration that the domain
of elections is principally suited for collective recognition
(see also Marewski, Gaissmaier, Schooler, Goldstein, &
Gigerenzer, 2010). In the next section, we argue in more
detail why we believe that recognition could allow mak-
ing accurate election forecasts.

1.2 Four reasons why recognition may help
to forecast elections

1.2.1 Robustness of recognition with respect to the
characteristics of the citizens in the sample

First, we suspect that recognition-based election fore-
casts are relatively robust to the characteristics of the
sample used to compute the forecasts. For instance,
Scheibehenne and Bröder (2007) found that both experts
and laypeople’s recognition of tennis players’ names
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yielded almost equally good predictions of the outcomes
of Wimbeldon tennis matches, although laypeople knew
only very little about tennis and recognized, on average,
only about one fifth of the names that the experts recog-
nized. Likewise, when it comes to deriving election fore-
casts, one may expect samples of people’s recognition of
party names to be more robust to sampling biases than
samples of people’s voting intentions. To illustrate this,in
a sample of German psychology students, the proportion
of voters for left-wing parties will be overrepresented.
Hence, election forecasts computed from these students’
voting intentions will be biased towards the left-wing par-
ties. German psychology students, however, are exposed
to largely the same environmental mediators (e.g., TV, ra-
dio, newspaper, Internet) as the rest of the electorate. As a
result, these students’ recognition of party names is likely
to be more representative of the electorate than the same
students’ voting intentions.1

1.2.2 Robustness of recognition with respect to the
influence of psychological variables

Second, even though a sense of name recognition can be
easily induced (e.g., by advertising firms or politicians
placing election ads in an election), once a nameis rec-
ognized, the recognition of this name is comparatively
robust against the influence of other psychological vari-
ables. For instance, a sense of recognition is remark-
ably lasting and does not decline as much with age as
recall memory (e.g., Craik & McDowd, 1987). At the
same time, recognition is easily accessible, and likely to
emerge on the mental stage earlier than other information
a person may recall about a name (e.g., Pachur & Her-
twig, 2006). Shepard (1967) tried to quantify the human
capacity of recognition memory. In his experiment, sub-
jects were shown 612 pairs of photographs. In a paired
comparison task with new pictures, subjects’ recogni-
tion accuracy was as high as 99%. Even when Standing
(1973) increased the number of pictures to 10,000, sub-
jects were able to tell with a very large accuracy which
pictures they had seen before and which not. Voting
intentions, in contrast, can be influenced by a host of
other psychological variables, such as a person’s momen-
tary political preferences or her mood. In fact, in many
democracies some proportion of swing voters end up vot-
ing differently then they declare in election surveys con-
ducted beforehand. Such changes in voting intentions can
systematically bias the accuracy of intention-based elec-
tion forecasts, but should affect to a lesser extent the ac-
curacy of recognition-based forecasts, as voters may be
able to easily change their intentions on a day-by-day ba-

1We thank Ralph Hertwig for pointing out why recognition may be
less prone to sampling biases than voting intentions for forecasting elec-
tions.

sis, but are unlikely to erase a sense of recognition from
their minds.

1.2.3 Robustness of recognition with respect to sam-
ple size in forecasts for smaller parties

Third, in order to be accurate, recognition-based forecasts
are likely to require smaller sample sizes of interviewed
citizens than intention-based forecasts. For instance, in
Germany, there are often between 1 or 2 dozen parties
competing in elections. Yet the vast majority of votes,
typically between 90 and 95%, will go to the 4 or 5 larger
German parties, with only few votes being casted for the
remaining smaller parties. Correspondingly, in surveys
of voting intentions very few people (if any at all) will
declare that they intend to vote for one of the smaller par-
ties, resulting in very few observations that could be used
to compute intention-based election forecasts for these
smaller parties. As a result, intention-based forecasts for
these smaller parties require very large samples of inter-
viewees in order to be accurate, making such forecasts
costly. This is, perhaps, also one reason why pollsters
usually refrain from publishing polls for such small par-
ties. In contrast, when interviewing Germans about their
recognition of these smaller parties, many will still rec-
ognize their names, which could allow making accurate
forecasts about small parties’ electoral success even when
the sample of interviewed voters is small. Put differently,
when it comes to forecasting smaller parties electoral
success, recognition-based forecasts may be more robust
with respect to the sample size than intention-based ones.

1.2.4 The role of recognition in decision making and
voting

Fourth, recognition plays an important role in decision
making (for a recent review, see Pachur, Todd, Gigeren-
zer, Schooler, & Goldstein, in press): To illustrate this,
a sense of recognition can determine what people like
(e.g., Zajonc, 1968), which consumer products they pre-
fer (e.g., Coates, Butler, & Berry, 2004, 2006), or which
companies and cities they believe to be big (Goldstein &
Gigerenzer, 2002; Goldstein, 2007; Hertwig et al., 2008;
Hilbig, 2008; Hilbig & Pohl, 2008; Marewski, Gaiss-
maier, Schooler, et al., 2010; Newell & Fernandez, 2006;
Pachur, Bröder, Marewski, 2008; Pohl, 2006; Volz et
al., 2006). And in the political science and polling lit-
eratures it has long been known that recognition plays
an important role in voting. For instance, there is ev-
idence that recognition influences candidate preference
(e.g., Goldenberg & Traugott, 1980). In fact, recogni-
tion could actually help voters to cast their ballots in a
smart way even when they know little about the candi-
dates and parties competing in an election. Voters rely
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on simple rules of thumb, orheuristics, to make deci-
sions (Gigerenzer, 1982, 2007; Jackman & Sniderman,
2002; Kelley & Mirer, 1974; Sniderman, 2000; Todorov,
Mandisodza, Goren & Hall, 2005; Wang, 2008; see also
Popkin’s 1994). In deciding how to vote, especially vot-
ers who know little about political issues could go with
the heuristic to choose recognized candidates and par-
ties. After all, voters do not only take the desirability
of candidates or parties into account, but also their like-
lihood of being elected (Stone & Abramowitz, 1983),
and using this heuristic could help even ignorant voters
to identify likely winners or, at least, to eliminate losers
from consideration (see Marewski, Gaissmaier, Schooler
et al., 2009, 2010, for corresponding evidence2). In Ger-
many and many other countries, candidates and parties
receive funding as a function of their past electoral suc-
cess, which in turn may influence both their name recog-
nition and their success in future elections. And for the
United States, the political science literature documented
that the advantages of incumbency, including better cam-
paign financing, greater name recognition, and more pos-
itive voter evaluations, are critical factors affecting voting
decisions (e.g., Abramowitz, 1975; Campbell, Alford,
& Henry, 1984; Goldenberg & Traugott, 1980; Jacob-
son, 1987; Mann & Wolfinger, 1980; Miller & Krosnick,
1998). This literature thus suggests that name recognition
may allow forecasting elections.

1.3 Wisdom-of-crowds-forecasts: Another
simple forecasting method

Besides recognition, there are other techniques that al-
low forecasting elections in a simpler way than tradi-
tional polls of voting intentions. One such forecasting
technique is based on the wisdom of crowds, which was
investigated more than 100 years ago by Sir Francis Gal-
ton, who visited a livestock fair where villagers estimated
the weight of an ox. Galton was surprised to find that
their median and mean average estimates were only 9
and 1 pounds, respectively, off the actual weight of 1198
pounds (Galton, 1907). Subsequently, it was repeatedly
shown for many domains that averaging the predictions of
many can improve the overall performance of forecasts
about future events or unknown quantities (e.g., Arm-
strong, 2001; Clemen, 1989; Hogarth, 1978; Johnson,
Budescu, & Wallsten, 2001; Surowiecki, 2004; Timmer-

2Marewski, Gaissmaier, Schooler, et al. (2009, 2010) provided evi-
dence to suggest that voters rely on their recognition of political parties’
names to forecast the outcomes of German political elections. How-
ever, Marewski, Gaissmaier, Schooler, et al. focused on howindividuals
make election forecasts, and not on the collective recognition heuris-
tic, or on forecasting techniques in general. As such, they also did not
evaluatehow wellrecognition predicts election outcomes by comparing
recognition-based election forecasts against other forecasting models.

mann, 2006; Wolfers & Zitzewitz, 2004).
In elections, Sjöberg (2009) showed that the wisdom

of crowds actually allowed for more successful forecasts
than polls, making it a strong competitor to recognition.
Another reason why suchwisdom-of-crowds-forecasts
may represent a strong competitor to recognition is that
wisdom-of-crowds-forecasts of elections may actually
be partially based on recognition, combing recognition
with other useful information. To generate wisdom-of-
crowds-forecasts, one asks citizens to guess the election
result; for instance, by rank ordering parties according
to the number of votes a citizen believes the parties will
win. These individual hunches are averaged across citi-
zens, and the average is used as a prediction of the elec-
tion outcome. In past studies, we (Marewski, Gaissmaier,
Schooler, et al., 2010) have provided evidence that citi-
zens rely heavily on their recognition of party names to
generate such hunches about election outcomes, betting
that the parties they recognize will win more votes than
those they do not. In comparisons of recognized parties,
in turn, citizens tend to rely on other information they
may recall about the parties, such as the parties’ politi-
cal agenda, publically available polls, or the parties’ past
electoral success. To the extent that this other informa-
tion reflects the likely election result, wisdom-of-crowds-
forecasts that take this information into account may turn
out to be more accurate than forecasts that rely on collec-
tive recognition alone.

For instance, based on publically available polling in-
formation, citizens may be able to accurately forecast the
rank order of votes for the 4–5 larger German parties, us-
ing their recognition of party names to forecast the rank
order of votes for the remaining smaller parties. For these
remaining parties, forecasts based on collective recogni-
tion will thus generate similar rank orders of predicted
votes as wisdom-of-crowds-forecasts; however in con-
trast to the wisdom-of-crowds-forecasts, the recognition-
based forecasts are unlikely to reflect the rank order of
votes the 4–5 largest German parties will win, because
most Germans will recognize the names of all of these
parties.

Moreover, while wisdom-of-crowds forecasts and
recognition-based forecasts are likely to be similar for
smaller political parties, they do not need to be identical:
Also for forecasts about the smaller parties, wisdom-of-
crowds-forecasts may enjoy an advantage over recogni-
tion. In many democracies, there are a couple of smaller
parties that are highly recognized although only few peo-
ple will vote for them, as is often the case for radical
right-wing parties. Recognition-based forecasts may thus
forecast unrealistically large numbers of votes for these
small, highly-recognizable parties.
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2 Study methods

2.1 Overview of the studies

To test how well recognition allows forecasting elec-
tions in comparison to standard polls and the wisdom-of-
crowds-principle, we studied four important elections in
Germany, which is the largest democracy in the European
Uninon3: The 2004 parliamentary elections in the federal
state of Brandenburg, the 2005 parliamentary elections in
the federal state of North Rhine-Westphalia, and the 2005
and 2009 German national elections. For the first three
elections, we reanalyzed recognition data that had origi-
nally been collected by Marewski, Gaissmaier, Schooler,
et al. (2009; 2010). For the fourth election, we ran a new
study. This new data allowed us to run additional analy-
ses that were not possible in the reanalyses.

Participants in all studies were small convenience sam-
ples of university students or pedestrians interviewed on
the streets—samples most professional pollster would
deem lousy. In all studies, in arecognition task, par-
ticipants from these samples were either given lists of
parties’ names in a questionnaire (Studies 1, 2, and 4)
or presented parties’ names on a computer screen (Study
3). The names were always randomly ordered. For each
name, people were asked whether they had heard of or
seen it before participating in the study. Participants
could answer with yes or no. We will refer to these bi-
nary decisions asrecognition judgments. In Studies 1 to
3, in a voting intention taskparticipants were asked for
which party they intend to vote in the upcoming election,
using the question format that is regularly employed by
German polling institutions.4 Participants answered by
writing down the party name or its abbreviation.5 We
will refer to these responses asobserved voting inten-
tions.Completing these tasks took only a few minutes.

All studies also included aprediction task, which we

3Like most other European democracies, Germany is a multi-party
system, in which approximately 15 to 30 parties compete on both the
national and the federal level. In most German states as wellas on the
national level, every 4 years, each citizen has two votes; one for a direct
candidate who will represent the person’s voting district and a second
for a party, representing a list of candidates. Direct candidates are typi-
cally affiliated with one of the parties and are elected into Parliament if
they win the most votes in their voting district. If a party iselected into
Parliament, then, depending on its proportion of votes, a number of the
candidates from its list enter Parliament.

4The precise phrasing of the voting intention question was: “The
election takes place on Sunday theXth, for which party will you vote?”
In all studies, the phrasing included the name and date of theelection.
The precise phrasing of the recognition question was: “Do you recog-
nize this party name, that is, have you heard or seen it beforeparticipat-
ing in this study?”

5There were a few participants who either indicated not to vote or
to cast an invalid ballot, or who simply left the answer to this question
blank.

used to construct wisdom-of-crowds-forecasts. In this
task, people were asked to forecast which party would
receive more votes. To this end, participants were either
asked to rank all parties according to their prediction of
the election outcome (Studies 1, 2, and 4) or to predict for
all possible comparisons of two parties which one would
win (Study 3). The order of parties and the order of pairs
of parties were randomized.

Study 4 aimed at replicating the results of our reanal-
yses of Studies 1 to 3, but it also had two important ex-
tensions. First, the voting intention task typically used by
polling institutions and employed by us in Studies 1 to 3
yields only one observation per interviewee, that is, one
voting intention foroneparty, given by one subject. In
contrast, our recognition task entails gathering several ob-
servations per interviewee, namely one recognition judg-
mentfor each of the Nparties competing in an election,
given by one subject. To rule out that the possibility that
this difference in the number of observations is respon-
sible for potential differences between the accuracy of
intention-based election forecasts and recognition-based
ones, we extended the voting intention task in Study 4.
Rather than eliciting solely a single voting intention, we
additionally asked participants to rank order the remain-
ing parties according to their voting preferences. Specif-
ically, we asked participants to rank the party they in-
tended to vote for at position one. All other parties were
to be assigned a lower rank in the order of their pref-
erences. Thisextended voting intention taskyields one
observation per party, and as such, an equal amount of
observations as the recognition judgment task. We will
refer to these rankings asobserved voting intention rank-
ings. Besides comparing recognition-based forecasts to
intention-based ones, the extended voting task allows
us to additionally assess how well intention-based fore-
casts computed from aggregating intention rankings pre-
dict elections compared to intention-based forecasts com-
puted from eliciting just one voting intention (i.e., the
party ranked above all others).

As a second extension of Study 4, we tried to push the
recognition principle a little further. As mentioned above,
for the 4–5 larger German parties and other highly recog-
nizable parties (e.g., certain extreme left-wing or right-
wing parties), recognition-based forecasts face the prob-
lem that these parties are recognized by everyone, mak-
ing it difficult to predict which of these parties will win an
election. In this case, recognition is said to notdiscrim-
inatebetween the parties. To counter this discrimination
problem, in arecognition estimation taskwe asked par-
ticipants to estimate how many out of 100 people would
recognize each party. We hoped that thesesubjective
recognition estimateswould exhibit a larger variance than
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recognition judgments alone, which in turn, may allow
for better discriminating between such parties.

2.1.1 Study 1: State elections in Brandenburg 2004

At two dates, 14 days and 1 day before the election, we
invited pedestrians in the downtown areas of the Branden-
burgian cities of Potsdam and Werder to fill out a ques-
tionnaire. The only criterion to select participants was
that they were eligible to vote. Of 246 recruited partic-
ipants, 172 completed the questionnaire (70%; 55% fe-
male; mean age 38 years,SD = 14.7). All participants
were at least 18 years old (voting age in Germany). They
were paidC5 ($7).

2.1.2 Study 2: State elections in North Rhine-
Westphalia 2005

Fifty-nine university students from Berlin, Germany,
(43% female, mean age 26 years,SD = 3.6) filled out
a questionnaire 3 to 11 days before the election. About
half of them completed the questionnaire in our lab and
receivedC5 ($7) for their participation; the other half
worked on it in a university class. All participants had
to be at least 18 years of age, but were unlikely to be
eligible to vote in North Rhine-Westphalia as they lived
about 400 km away from that state.

2.1.3 Study 3: German national elections in 2005

Sixty-six residents of Berlin, Germany, most of them stu-
dents (52% female; mean age 26 years,SD= 3.7), partic-
ipated in the study. They were recruited from the subject
pool of our research institution. All participants were at
least 18 years old and eligible to vote. They were paid
C25 ($37). The assessment took place 16 days prior to
the election and was part of larger study.

2.1.4 Study 4: German national elections in 2009

Thirty-four residents of Berlin, Germany, most of them
students (56% female; mean age 25 years,SD = 3.0),
completed a computerized survey in our laboratory dur-
ing the week before the election. They were recruited
from the subject pool of our research institution. All par-
ticipants were at least 18 years old and eligible to vote and
participated as part of other studies without being paid ex-
tra for it. In addition to the tasks employed in the other
studies, they completed a recognition estimation task, in
which they had to estimate how many out of a 100 ran-
domly drawn people would recognize a party, as well as
an extended voting intention task, in which they had to
rank all parties in order of their preferences, assigning
the top rank to the party they actually intended to vote
for. The order of all tasks was randomized.

2.2 Forecasting Models

To test how good recognition does in forecasting elec-
tions, we tested a total of three classes of models:
Recognition-based forecasts, intention-based forecasts,
and wisdom-of-crowds-forecasts.

2.2.1 Recognition-based forecasts

Prior to each election we counted how many participants
recognized each party’s name and used this count to pre-
dict the rank order of the number of votes the parties
would win (REC/basic). This recognition-based fore-
casting model corresponds to the collective recognition
heuristic used in earlier studies for predicting sport events
and the performance of stocks (e.g., Borges et al., 1999;
Serwe & Frings, 2006; Herzog & Hertwig, 2011). In
Study 4, we additionally tested recognition-based fore-
casts generated from participants’ subjective estimates
how many out of 100 randomly drawn people would rec-
ognize each party. We averaged these subjective recogni-
tion estimates across participants and used this average to
forecast the rank order of the number of votes the parties
would win in the election (REC/extended).

2.2.2 Intention-based forecasts

To evaluate the performance of naïve recognition-based
forecasting models, we constructed benchmark models
that simulated the representative sampling of voting in-
tentions. As upper benchmark, we simulated intention-
based forecasts with samples of size 20 to 1,000 in steps
of 20 drawn from theactual election results. For each
sample size, we repeated this procedure 10,000 times.
That is, we generatedperfectlyrepresentative samples of
how voters actually decided (INT/representative). How-
ever, real intention-based forecasts can suffer from both
sampling error and swing voters who vote differently
from what they declare in surveys. To make our intention-
based forecasts more realistic, we ran additional simu-
lations where we randomly reassigned 5% of voters of
each of the parties to have voted for a different party—as
if they had reconsidered their choice. These simulations
were also repeated 10,000 times for sample sizes 20 to
1,000 in steps of 20 (INT/representative + swing voters).

As a lower benchmark, we also computed intention-
based forecasts from our study participants’ observed
voting intentions (INT/study sample). This model
INT/study samplenot only enabled us to compare the
performance of intention-based forecasts computed from
lousy samples to the performance of recognition-based
forecasts computed from the same lousy samples, but also
allowed us to assess how little representative our sample
of participants’ voting intentions was of the German elec-
torate’s votes.
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Finally, for Study 4, we additionally computed
intention-based forecasts from participants’ observed
voting intention rankings. To do so, we averaged these
rankings across participants and used this average to fore-
cast the rank order of the number votes the parties would
win (INT/study sample rankings).

2.2.3 Wisdom-of-crowds-forecasts

Based on the prediction tasks in which we had asked
people to predict which parties would gain more votes
than others, we constructed wisdom-of-crowds-forecasts.
Specifically, we averaged the predicted ranks of electoral
success across study participants in each of the study
and used these averages to forecast the election outcomes
(WIS).

2.3 Performance Measures

2.3.1 Ordinal predictions

Just as the collective recognition heuristic, also all other
simple forecasting models considered here make ordi-
nal predictions of election outcomes (i.e., REC/basic;
REC/extended;WIS). We therefore compared all mod-
els’ ability to predict the rank order of votes the politi-
cal parties received. To do so, we generated all pairwise
comparisons between all parties. For REC/basic, across
all pairs we counted how often the party that won more
votes in the election was the one that was recognized
by more people. Likewise, for REC/extended, across
all pairs we counted how often the party that won more
votes in the election was the one that the participants of
Study 4 had estimated to be, on average, recognized by
more people. For the four intention-based models, we
counted how often the party that won more votes was
the one that had received more voting intentions, using
the simulated voting intentions (INT/representativeand
INT/representative + swing votes), the observed voting
intentions (INT/study sample), and the averaged observed
voting intention rankings (INT/study sample rankings),
respectively. For the WIS model, we counted how of-
ten the party that won more votes was the party that was
assigned the better rank, averaged across participants.
Whenever there was a tie, either because both parties
were recognized by the same number of people or be-
cause there were equally many voting intentions for both
parties or because the mean predicted rank was identi-
cal, the models made random guesses. Theaccuracy of
the forecastsis the resulting proportion of correct pre-
dictions, computed across all comparisons between two

parties.6

2.3.2 Predictions of shares of votes

Typically, the goal of election forecasts is not only to
predict an ordinal rank order but also to forecast shares
of votes. The predictor variables used in the sim-
ple forecasting models evaluated here (i.e., REC/basic;
REC/extended;WIS) could, in principle, be incorporated
in correspondingestimation models, for instance, by as-
signing weights to them that translate ordinal ranks into
shares of votes. It is beyond the scope of this paper to sys-
tematically evaluate which of many plausible estimation
models (e.g., including different weights and functional
forms) is most accurate; however, we will also present
a smaller subset of additional analyses that allow explor-
ing how well recognition as a predictor variables could, at
least in principle, allow for forecasting shares of votes. In
doing so, we will focus on the shares of votes the smaller
political parties gain: As explained above, it takes very
large samples to predict shares of votes for these smaller
parties based on surveys of voting intentions, such that
a simpler alternative forecasting technique may actually
help here. Recognition, in contrast, may allow generat-
ing accurate forecasts based on small samples, and could
thus be particularly useful when forecasting the small par-
ties’ success. Much the same can be said with respect
to simple forecasts based on the wisdom of crowds: As
we have explained above, these forecasts are likely to be
partially based on recognition; correspondingly, also they
may help forecasting the smaller parties’ electoral suc-
cess.

2.3.3 Large versus small parties

As recognition may be particularly useful for forecast-
ing smaller parties electoral success, all ordinal forecasts
were computed separately for both the complete set of all
parties and for a subset of small parties. Smaller parties
were those that were not represented in the German na-
tional Parliament at the time of the election.7 (To enter
the national Parliament, a party needs to gain more than
5% of the votes in the national elections.) There were
15 parties competing in Brandenburg, 24 in North Rhine-
Westphalia, 25 in the national elections 2005, and 27 in
the national elections 2009. The subset of small parties
consisted of 10, 19, 19, and 21 parties, respectively.

6Other accuracy measures (Kendall and Spearman rank correlations)
yielded the same patterns of results.

7By our definition, the large parties were CDU/CSU, DieLinke/PDS,
FDP, GRÜNE, and SPD, all other parties were considered small. We
also ran the analyses using other criteria to define the subset of smaller
parties. The pattern of results remained the same.
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Figure 2: Forecasting German elections with mere recognition with seven different forecasting models:

(REC/basic) recognition-based forecasts using averaged recognitionjudgments from our study participants;

(INT/representative) intention-based forecasts using a simulated, perfectly representative sample of voters (means

+ SD); (INT/representative + swing voters) intention-based forecasts using a simulated, perfectly representative sam-

ple of voters, but letting 5% of voters of each party reconsider their choice by randomly reassigning them to have voted

for a different party (means +SD); (INT/study sample) intention-based forecasts computed from the observed voting

intentions of our study participants; (WIS). Forecasts based on the mean predicted ranks by our study participants.

Two forecasting models could only be computed for Study 4: (REC/extended) recognition-based forecasts based on

participants’ subjective estimates how many out of 100 randomly drawn people would recognize each party, averaged

across participants; (INT/study sample rankings) intention-based forecasts based on average observed voting intention

rankings provided by the participants for each of the parties. All results are depicted separately for the subset of small

parties, which are not represented in German Parliament andfor which usually no polls exist (upper panels), and

for all parties (lower panels). Note that a proportion correct of 0.5 represents chance level, that is, the accuracy that

would be achieved by randomly guessing in all paired comparisons between two parties. Further note that in panel

IIa, REC/basicand WIS are based on the same sample size and are just moved apart for reasons of readability, and the

same is true for REC/extendedand WIS in panels IVa and IVb.
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3 Results and discussion

3.1 Ordinal predictions

Figure 2 shows the proportion of correct recognition-
based forecasts, intention-based forecasts and forecasts
based on the wisdom of crowds. First, intention-
based forecasts computed from the convenience samples
(INT/study sample) were the least accurate, illustrating
that the study samples were indeed unrepresentative of
how German voters decided in the election (with the
exception of Brandenburg, which we will discuss sep-
arately below). Just to give one example of how dif-
ferent the electoral preferences of our samples were in
comparison to the general population, consider Study 4:
Here, 44.1% of participants would have voted for the
Green party, while this party only received 10.7% of the
votes in the general population. Importantly, as compar-
ing REC/basicand INT/study sampleshows, recognition-
based forecasts, computed from the very same unrepre-
sentative samples, tended to fare considerably better than
the intention-based ones, suggesting that recognition is
indeed a predictor variable that is fairly robust to the char-
acteristics of the citizens included in the sample.

Importantly, this difference between intention-based
and recognition-based forecasts from the convenience
samples does not stem from a difference in number of
observations. Recall that in Study 4 we had additionally
asked participants to rank all parties according to their
voting preferences (INT/study sample rankings). Al-
though these complete voting intention rankings notably
improved intention-based forecasts based on the conve-
nience samples, these forecasts are still much inferior
compared to recognition-based forecasts from the same
unrepresentative samples (panels IVa and IVb).

Second, as comparisons of REC/basic,
INT/representative and INT/representative + swing
voters reveal, unrepresentative recognition-based
forecasts can compete with intention-based forecasts
computed fromperfectly representativesamples, es-
pecially for the subset of smaller parties (see upper
panels). One reason for this is that few people vote for
the small parties, which makes it necessary to survey
extremely large samples to get reliable estimates for
intention-based forecasts. For instance, as Figure 2
shows, interviewing about 1,000 individuals is still
not enough to generate accurate election forecasts for
small parties based on perfectly representative samples.
In comparison, recognition does relatively well, even
when based on very small, unrepresentative samples. In
short, when it comes to forecasting the smaller parties’
electoral success, recognition-based forecasts seem to
be more robust with respect to the sample size than
intention-based ones.

In fact, as comparisons of REC/basic,
INT/representative and INT/representative + swing
voters in the set of all parties show (see lower panels),
unrepresentative recognition-based forecasts were gener-
ally most likely to reach the level of accuracy of perfectly
representative intention-based forecasts when the sample
size of surveyed individuals was small. For instance,
in panel IIb (North Rhine-Westphalia, all parties), the
mean accuracy attainable with mere name recognition
exceeded the mean accuracy of representative intention-
based election forecasts until up to a sample sizes of
about 400 surveyed voters.

Perhaps most interestingly, also for relatively large
sample sizes (e.g., 1000 in Panel IIa, 700 in Panel IIIa,
and 500 in Panel IVa), the mean accuracy of unrepre-
sentative recognition-based election forecasts fell within
the range of 1 standard deviation of the accuracy of
perfectly representative intention-based election forecasts
(with the notable exception of panels Ia and Ib, Branden-
burg). Note that this relative advantage of recognition-
based election forecasts emerged even when participants
knew very little about the election, as is the case in panels
IIa and IIb, where all study participants lived in a differ-
ent federal state than the one in which the election took
place (North Rhine-Westphalia).8

Third, WIS outperformed REC/basic in almost all
cases, most likely because people are able to rely on other
information beyond mere recognition when ranking two
or more parties they recognize, which REC/basiccannot
do. Interestingly, forecasts based on participants’ aver-
aged estimates how many out of 100 randomly drawn
people would recognize each party (REC/extended) were
basically indistinguishable from WIS. The improvement
observed from REC/basic to REC/extendedfrom the
same convenience sample (panels IVa, IVb) suggests that
people seem to be able to successfully discriminate be-
tween highly recognizable parties (e.g., large parties,
radical parties) when estimating population recognition
rates, and that it is this additional discrimination that is
responsible for this increment in performance.

Finally, REC/basic was not competitive in compari-
son to intention-based forecasts in Brandenburg. We do
not know why this result emerged; a plausible expla-
nation for it may be that in Brandenburg only 15 par-
ties competed against each other, as opposed to 24, 25,
and 27 parties in the other three elections. This com-
paratively small number of competing parties may have
boosted the accuracy of intention-based forecasts, as peo-
ple’s votes—and hence their voting intentions—are di-
vided among fewer parties, making intention-based fore-
casts more robust to variation in the size and compo-

8Note that the large parties competing in German elections tend to
be largely the same in different German states. However, thesmaller
parties vary more strongly across states.
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sition of the sample of voters being drawn. In fact,
as can be seen in Figure 2, it is not so much the ac-
curacy of REC/basic that differed across the elections,
but more the accuracy of the intention-based forecasts
that was particularly high in Brandenburg. In particular,
REC/basicachieved an accuracy of 0.80 in Brandenburg
(all parties), which is basically identical to its accuracy
in the other elections ranging from .79 (National Elec-
tions 2009) to .82 (North Rhine-Westphalia 2005). To
compare, INT/representativewith a sample size of 1,000
achieved an accuracy of .94 in Brandenburg (all parties),
which is substantially above its accuracy in the other elec-
tions ranging from .86 (North Rhine-Westphalia 2005) to
.88 (National Elections 2009).

If our explanation for the relative boost in perfor-
mance of intention-based forecasts in Brandenburg is cor-
rect, then this suggests that the usefulness of REC/basic
may be limited to elections where many parties are com-
peting against each other. (Unfortunately, we did not
test REC/extendedin Brandenburg, so that we do not
know whether the same conclusion applies to this second
recognition-based forecasting model, which, as Figure 2
shows, turned out to be quite accurate, both in compari-
son to REC/basicand the intention-based forecasts in the
2009 German national elections.)

3.2 Predictions of shares of votes

To explore the continuous relation between election re-
sults on the one hand and the forecasts made by the
different models on the other, we log-transformed the
election results and the sampled voting intentions (Fig-
ure 3). (The log-transformation helps to visualize the
data for the very small parties.) The three rows show
three different model classes: Panels A show the pre-
dictions of REC/basic based on the convenience sam-
ples; for the German national elections 2009, panel A
additionally shows predictions of REC/extended. Panels
B show the predictions of the most accurate intention-
based model, INT/representative, based on sample sizes
of 1,000. As the predictions of INT/representativevary as
a function of the voting intentions included in the sample
being drawn in our simulations, we show 4 random draws
of 1,000 voting intentions for INT/representative, this
way illustrating the variation observed between different
draws. Finally, panels C show the predictions for WIS,
based on the same convenience samples as REC/basic.
(Note that the x-axis is reversed in panels C: smaller num-
bers indicate more successful ranks.)

Panels A illustrate that REC/basicdoes basically not
discriminate among larger parties, as all of them are rec-
ognized by about 100% of our participants. Sampling
intentions, on the other hand, works better the larger the
party (panels B). More precisely, sampling intentions of

1,000 individuals drawn from a representative population
works pretty well until the share of votes of a party is
smaller than about 1%, which is when the correlation
between sampled intentions and election outcomes starts
to break down. Additionally, in all elections except for
Brandenburg 2004, sampling voting intentions bears a
substantial risk of not at all observing voting intentions
for particular parties. In Brandenburg, in contrast, voting
intentions are most often observed for all parties in the
race, even for the smallest ones. The reason for Bran-
denburg 2004 being an exception is likely to be the same
we discussed above: There were fewer parties competing
in the Brandenburg election than in the other elections
(i.e., 15 parties in Brandenburg vs. 24 to 27 parties in the
other elections), resulting in people’s votes—and hence
their voting intentions—being divided among fewer par-
ties, which increases the chance to observe a voting in-
tention for any particular party.

Comparing the scatter plots for REC/basic(panels A)
with wisdom-of-crowds-forecasts (panels C; WIS) from
the very same convenience samples reveals that wisdom-
of-crowds-forecasts are generally better able to differenti-
ate between parties. This holds true not only for the large
parties but also for the small parties, although to a lesser
degree. Put differently, the predictions of REC/basicand
WIS are indeed more similar for the small parties than
for the large parties; yet, WIS still provides a better re-
flection of the distribution of votes than REC/basiceven
for the small parties. However, as panel A shows for
the national elections 2009, REC/extendedcan differen-
tiate between parties as well as WIS. It can be nicely
seen that REC/extendedis able to eliminate the down-
sides of REC/basic, for instance by correcting unrealisti-
cally high forecasts for parties that are small, yet recog-
nized by many people for reasons unrelated to electoral
success (such as radicalism).

4 General discussion

Much research centers on forecasting the outcomes of po-
litical elections (see e.g., Campbell & Lewis-Beck, 2008;
Lewis-Beck & Rice, 1992, Sigelman, Batchelor, & Stek-
ler, 1999, for overviews). We investigated whether peo-
ples’ mere recognition of party names helps forecasting
the results of political elections. As we have shown for
major German elections, at least for smaller political par-
ties recognition-based election forecasts (i.e., REC/basic;
REC/extended) can be as accurate as interviewing vot-
ers about their voting intentions. In contrast to surveys
of voting intentions, recognition-based election forecasts
seem to be less in need of large representative samples
of voters in order to be reasonably accurate. Rather, they
can be computed from small, lousy samples, illustrating
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Figure 3: Visual inspection of the continuous relation between election results in all four elections on the one hand
and recognition-based forecasts (panels A: REC/basic,& REC/extendedfor national elections 2009), intention-based
forecasts (panels B: INT/representative), and wisdom-of-crowds-forecasts (panels C: WIS), respectively, on the other.
The scatter plots showing the intention-based forecasts (INT/representative) represent four random draws withN =
1,000 each. The scatter plots showing the recognition-based (REC/basic,& REC/extendedfor national elections 2009)
and the wisdom-of-crowds-forecasts (WIS) represent the actual study samples with varying sample sizes, indicated
on the X-axes labels. Note that both the election results andthe sampled voting intentions are depicted using a
logarithmic scale. For wisdom of crowds (WIS), the X-axis isreversed, as lower ranks indicate more success. The
dashed horizontal lines roughly represent the split between large and small parties that we have applied, as it represents
the 5% threshold that is required to enter both national and federal parliaments.
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that recognition is a robust predictor variable in election
forecasts for smaller political parties.

It may seem somewhat counterintuitive that it is pos-
sible to forecast elections with such naïve, recognition-
based methods, and in fact, we would like to point out
that prior to conducting our first study in 2004, we did
not expect recognition-based forecasts to perform as well
as they did. As the first three studies represent reanalyses
of already existing data, we retained our skepticism and
thought it was particularly important to replicate these re-
sults in Study 4, in which we also added further compet-
ing models, such as REC/extended. Our results fit to a
growing body of research showing that simple forecast-
ing models perform often as good or even better as more
complex ones (e.g., Brighton, 2006; Czerlinski, Gigeren-
zer, & Goldstein, 1999; Dawes, 1979; Einhorn & Hog-
arth, 1975; Gigerenzer & Brighton, 2009; Gigerenzer &
Gaissmaier, 2011; Hogarth & Karelaia, 2007; Marewski,
Gaissmaier, & Gigerenzer, 2010a, b). And indeed, recog-
nition plays an important role in some of these simple
models (e.g., Gigerenzer & Goldstein, 1996).

We hasten to add, however, that the usefulness of
REC/basic for predicting elections is likely to be re-
stricted to multi-party systems as they exist in many Eu-
ropean countries. If only a few well-known parties com-
pete (e.g., as Democrats and Republicans in the U.S.A),
then the binary recognition judgments elicited in Stud-
ies 1–4 cannot discriminate between them and will not
yield accurate predictions. At the same time, as we have
pointed out above, even in multi-party systems the collec-
tive recognition used by REC/basicwill not be a useful
predictor variable for the larger political parties’ electoral
success, because these parties tend to be equally well rec-
ognized (see Figure 3). Furthermore, as suggested by
the relative boost in performance of the intention-based
forecasts in the Brandenburg election (Study 1), in which
only 15 parties competed compared to 24 to 27 in the
other elections, the relative usefulness of recognition-
based forecasts in comparison to intention-based ones
may be further limited to elections where many parties
compete. Finally, recognition can be biased when parties
are recognized for reasons unrelated to the parties’ elec-
toral success. This is likely the case for radical parties.
To give just one example, consider Figure 3, panel A, for
the national elections 2009: The party that actually re-
ceived the lowest share of votes, 0.0044%, was the DKP
(“German Communist Party”), yet this party was still rec-
ognized by about 65% of our participants.

Moreover, at the close of this article, we would like to
stress that other simple forecasting methods may allow
forecasting elections as accurately as or even more accu-
rately than recognition. These methods include models
that we did not test here, such as Lichtman’s (2008)keys

modelor a version of thetake-the-best heuristic(Graefe
& Armstrong, in press), both of which were successful in
forecasting presidential elections in the U.S.A.

In fact, also the other simple forecasting method
that we actually did test—wisdom of crowds, WIS—
was more successful than REC/basic’s forecasts, which
echoes similar results in the literature demonstrating
that wisdom-of-crowds-forecasts are quite accurate (e.g.,
Sjöberg, 2009).9 In our studies, it is likely that WIS’s suc-
cess is fuelled by additional information the interviewed
persons may have used to generate their individual pre-
dictions of the election outcomes, particularly to discrim-
inate between two or more parties they recognized. This
is most likely the case for the larger parties. These parties
tend not only to be commonly recognized, but also peo-
ple tend to know more about them than about the smaller
parties; opinion polls and other information relevant for
forecasting electoral success tend to be widely communi-
cated by the media about these parties—not only prior to
elections.

However, WIS also allowed better discriminating be-
tween the smaller parties than REC/basic. One expla-
nation for this finding could be that some small parties
are recognized by many people for reasons unrelated to
electoral success, which holds true for extremely right-
wing parties, for instance. If people are aware that they
recognize a party name for reasons unrelated to elec-
toral success, they may simply discount their recogni-
tion (Marewski, Gaissmaier, Schooler, et al., 2009; see
also Oppenheimer, 2003, for similar findings in other do-
mains). In principle, the party name could even allow
people to discriminate between two unrecognized small
parties, for instance when the party name is an absurd,
satiric one (as in the eyes of many may be the case for the
Anarchistic Pogo Party, although the authors do not take
sides here). As a side note, Sjöberg (2009) actually spec-
ulated that knowledge of polls would be a major source
for the success of wisdom of crowds, and in his case
this may be true as he exclusively studied large parties.
However, it is unlikely that polling results aided the per-

9To generate wisdom-of-crowds-forecasts, we asked people to pre-
dict the rank order of votes the parties would gain, and then averaged
these rank orders, using the average ranks to forecast the election out-
comes. As pointed out to us by Jon Baron and an anonymous reviewer,
rather than averaging the rank predictions of election results across par-
ticipants, it would have been interesting to ask participants for estimates
of vote shares: “How many out of a 100 randomly drawn people do
you think would vote for this party?” This would have alloweda more
direct comparison with the extended recognition model REC/extended
and would thus have helped telling whether averaged recognition esti-
mates are largely fuelled by recognition per se, or by the fact that es-
timates (of some sort) are being aggregated. Unfortunatelywe did not
collect corresponding data when we ran our studies. However, the WIS
model that we tested is similar in principle, except that wasbased on
predictions of ranks rather than shares.
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formance of our wisdom-of-crowds-model WIS for the
small parties we studied here, as such information is usu-
ally not available for these parties in Germany.

Finally, we wish to point out that even WIS did not out-
perform our second recognition-based forecasting model,
REC/extendend, which bases forecasts on people’s aver-
aged estimates how many out of 100 randomly drawn
people would recognize a party. These two models’
performance was basically indistinguishable, suggesting
that people seem to be able to successfully discriminate
between highly recognizable parties (e.g., large parties,
radical parties) when estimating population recognition
rates. In fact, as much as it is possible that people base
the election forecasts used in WIS on recognition (see
above), it isalsopossible that people’s estimates of other
people’s recognition are at least partially based on the
same information that may come to bear in WIS: For in-
stance, if a person knows she recognizes the party “Grey
Panthers”—a small party for the elderly—exclusively be-
cause her grandmother happens to be a member of this
party, then the person may discount her recognition of
this party name and adjust her estimate of the population
recognition rate accordingly.

Let us conclude by returning to the dilemma faced
by Leonid Brezhnev, who, as pointed out in the begin-
ning, once remarked that “The trouble with free elec-
tions is, you never know who is going to win” (Rees,
2006). Brezhnev’s dilemma can be solved in various
ways: abolishing free elections, manipulating who will
win, or relying on surveys of voting intentions to find out
who will win in advance. We have contributed to develop
yet another solution. As we have shown, simple fore-
casting models based on collective recognition, people’s
estimates of other people’s recognition, or the aggregated
wisdom of many may help forecasting who will win. Ad-
mittedly, this may not be the solution that Brezhnev had
in mind.
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