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Abstract

The Muscle Analyzer System (MAS) project wants to create a standalone microwave device that can assess the muscle quality, called the MAS device. To achieve that an algorithm that can derive the properties of skin, fat and muscle from the measurements is needed. This paper presents a machine learning algorithm that aims to do precisely that. The algorithm relies on first predicting the skin using the data from the MAS device, then predicting the fat again using the data from the MAS but also the predicted skin value and lastly the muscle is predicted using the microwave data together with the skin and fat predictions. Data have been collected in phantom experiments, materials that mimic the dielectric properties of human tissues. The algorithm is trained to predict the properties of said phantoms. The results show that the prediction for skin thickness works well, the fat thickness prediction is okay but the muscle prediction struggles. This is partly due to the error from the skin and fat layers are propagated to the muscle layer and partly because the muscle layer is farthest away from the sensor, which makes getting information from that layer harder.

Introduction

Poor muscle quality is a problem that can have adverse affects, it impairs one ability to perform daily tasks, decreases quality of life and leads to higher health care costs [1]. Today, the gold standard to quantify the muscle quality is via the skeletal muscle index (SMI) [2]. SMI is derived from a CT-scan done at the third lumbar level, it is an accurate method but also costly and not always available. Other techniques exist as well, like handgrip strength, which can be used as a screening tool to test strength and performance that has an indirect relation muscle mass. Bio-impedance analysis and ultrasound are two other alternative techniques that are widely available but they can suffer from interobserver variability [3]. Therefore a need for alternative methods have been identified [1, 2]. The Muscle Analyzer System (MAS) is a European project that wants to assess the muscle quality by predicting the body tissue composition. A standalone device is currently being investigated in its feasibility to do this.

To create a microwave device capable of assessing tissue properties some form of algorithm to analyze the data is needed. With the help of machine learning models can be learned from the sensor data to predict the properties. Microwave sensing enabled by machine learning has been used in several areas, to find contaminants in the food industry [4], to help with breast cancer detection [5] and to mitigate the effect of temperature on microwave sensors [6]. Another modality in terms of microwave sensing is microwave radiometry (MWR). It detects changes in temperature, and has been used to diagnose and monitor inflammatory arthritis [7], measure brain temperature [8] and to aid in breast cancer diagnosis with the help of deep learning [9]. The key difference between the microwave sensing in this work and MWR is that MWR detects thermal anomalies whereas in this approach the focus is on assessing the tissue properties not finding anomalies from an expected state.

Collecting data from patients or volunteers can be a time consuming endeavor. Therefore doing measurements on manufactured materials, called phantoms, that mimic the properties of real human tissue can be used as a proof-of-concept. Phantoms have been used to help develop devices for breast cancer detection [10, 11] and brain imaging [12]. In this paper phantoms are used to evaluate the presented machine learning algorithm.

The initial work in the MAS project covered a clinical campaign where a split-ring resonator was used as the sensor for the MAS device in a clinical campaign looking for correlations to the SMI. After concerns of its penetration depth new alternative sensors were evaluated via simulations [13]. One of those alternative was the bandstop sensor, the sensor currently used. It was manufactured and used in a small clinical campaign where the change in resonance was correlated to ultrasound measurements [14].
To aid in the analysis of muscle quality this paper presents a novel algorithm that predicts the properties of skin, fat and muscle phantoms, more precisely the thickness of the skin and fat phantoms and relative permittivity of muscle phantoms. The following sections explain the MAS device, the data collected in the phantom experiments and the idea behind the proposed algorithm in detail. The results of the algorithm on the data from the phantom experiments are then presented followed by a discussion section reflecting on the results and the algorithm. The paper is closed with some concluding remarks and ideas for the future.

The MAS project
Sensing principle

The principal idea of MAS relies on that the frequency response from the sensor varies when the dielectric properties of the Area Under Test (AUT) changes. For our case the properties change in two primary ways between measurements. First, the tissue composition change in the AUT, i.e. the skin and fat thickness varies. Secondly, poor muscle quality can be characterized by fat infiltration into the muscle tissue [15]. At microwave frequencies there is a high contrast between the relative permittivity of fat and muscle. At 2.45 GHz fat has \( \varepsilon_r = 5.2 \) and muscle has \( \varepsilon_r = 52.7 \) [16], meaning the dielectric properties of the AUT will differ if there is fat infiltration into the muscle. This contrast can be exploited to assess the muscle quality.

MAS device

The MAS device comprises a sensor, Vector Network Analyzer (VNA) and a laptop. In the phantom experiments a Keysight N9918A was the VNA used. In previous works of the MAS project a different VNA was used, that was smaller, which made the overall device more portable, but it was not as accurate as the Keysight N9918A. Figure 1 shows the setup of the experiment where the Keysight VNA is connected to a laptop running a Jupyter Notebook that controls the VNA. The notebook sets the correct settings and runs and stores the measurements, making the process of conducting the measurements more organized and faster. The measurements are done from 1 to 10 GHz with a resolution of 1 MHz.

The sensor used in the measurements is a bandstop filter. Figure 2(a) is a photograph of the sensor with a superstrate layer. The sensor is based on a microstrip interdigital resonator which incorporates multiple resonators. Therefore the sensor exhibits multiple resonances/stop-bands in the 1–10 GHz that repeats at their respective harmonic frequencies. At higher frequencies the different components of the bandstop structure interfere with each other accentuating a very low coupling between the two ports. It has been evaluated via simulations, where it was able to show a difference in its resonance frequency between normal muscle tissue, \( \varepsilon_r = 52 \) at 2.45 GHz, and muscle tissue with a high fat infiltration, \( \varepsilon_r = 12 \) at 2.45 GHz, for fat thicknesses of up to 10 mm [13]. The bandstop sensor has also been used in a clinical campaign, involving only a few patients. In that campaign comparative ultrasound measurements were made measuring the cross-sectional area of the rectus femoris muscle. One patient had multiple measurements during a prolonged hospital stay. For that patient the MAS device showed an inverse correlation between the resonance frequency of the sensor and ultrasound measurements of the muscle, the resonance frequency increased as the area of the muscle decreased over time [14].

Phantom experiments

ATE (Artificial Tissue Emulating) phantoms are manufactured material with the purpose of mimicking properties of real human tissues. In the context of this work the phantoms are made to mimic their dielectric properties. The phantoms were created based on Joseph [17]. Three types of phantoms were manufactured for the phantom experiments: skin, fat and muscle. To reliably create phantoms with the desired size, molds that the phantoms could be poured into were designed and 3D-printed. Figure 3 shows the manufactured fat and muscle phantoms in these molds, covered in plastic wrap. Each phantom is 15 by 10 cm in length and width with varying thickness. Table 1 lists all the different phantoms. Skin has three different thicknesses, 1.5, 2 and 2.5 mm which roughly covers the range of skin thickness in the anterior thigh reported in literature [18, 19]. For the fat phantom five different thicknesses were made. It has been reported that in the anterior thigh the average thickness of the subcutaneous fat layer is about 8 mm with a standard deviation of 6 mm, therefore thicknesses 2, 8 and 14 mm were chosen to cover this range [19]. From the previously published simulation results using the bandstop sensor [13], 10 mm were about the maximum thicknesses the fat layer could be before no difference between normal muscle and fat infiltrated muscle could be detected. Therefore a 10 mm fat phantom was made as well. The thickness of 30 mm was chosen to cover the case of a very thick fat layer. The reason for mimicking the tissue composition of the thigh is that thigh is a good indicator of whole body muscle mass [20], meaning it is an ideal position for measurements on volunteers and patients using the MAS device.

All muscle phantoms had a thickness of 20 mm. To emulate different levels of fat infiltration into the muscle tissue the relative
permittivity of the phantom was altered. Decrease in healthy muscle dielectric property represents fat infiltration in muscle. Fat infiltrated muscle is realized by iteratively varying reagent ratios described in [17]. Table 1 lists the muscle phantoms, where the value $\varepsilon_r = 54$ is the closest to the value found in literature ($\varepsilon_r = 52.7$). Originally, the muscle phantoms were meant to have $\varepsilon_r$ of 15, 30, 40 and 52 in order to have normal muscle tissue and three levels of fat infiltration where $\varepsilon_r$ of 15 would be the highest amount of fat infiltration. After characterizing the manufactured phantoms with a Keysight N1501A dielectric probe of $\varepsilon_r$, the values were higher than expected for the three of the four phantoms. Therefore the values listed in Table 1 varies slightly. For the purposes of these experiments the discrepancy does not matter because the phantom with $\varepsilon_r = 54$ is close to the value found in literature, $\varepsilon_r = 52.7$, and the purpose is to be able to detect different values of $\varepsilon_r$.

The phantom experiments were performed in December 2021. In total there are 60 unique combinations of skin, fat and muscle phantoms, 3 skin phantoms × 5 fat phantoms × 4 muscle phantoms = 60 combinations. Each combination is measured three times to ensure a good repeatability between measurements and potential outliers could be identified and removed.

Figure 4 show the phantoms during a measurement with the bandstop sensor. The phantoms are stacked with the muscle at the bottom, then fat and at the top the skin phantom. All measurements were done in approximately the center of the skin phantom.

From each measurement the resonances are derived from the minima in the amplitude. Figure 5 shows an example of one of the measurements where the blue line shows the amplitude, corresponding to the left $y$-axis, and the diamonds indicate the identified resonances. The dashed red line shows the unwrapped phase,
corresponding to the right y-axis. As seen in Fig. 5 several minima are present, this is due to the sensor design as explained in “MAS Device” section. The number of resonances identified varied between measurements from a minimum of three to a maximum of five. In the measurement shown in Fig. 5 five points were identified. From each resonance three parameters are derived,

(1) the frequency of the resonance,
(2) the amplitude at the resonance frequency, and
(3) the quality factor of 3 dB, 

Moreover the phase of the measurement is unwrapped and the slope of the unwrapped phase from 1 to 3 GHz is calculated and added as an additional parameter. In the range 1–3 GHz the first resonance is encapsulated, the slope could be calculated for a frequency range around each of the identified resonances but as seen in Fig. 5 the slope is similar across the whole frequency spectrum. However, since the value of the slopes would be similar, doing so would cause redundant information being used as input in the algorithm. Therefore, only the calculated slope from 1 to 3 GHz is considered. In total a maximum of 16, 5 resonances × 3 parameters + slope of unwrapped phase, parameters are derived from each measurement, called the MAS parameters.

### Three-stage algorithm

The skin and fat layers are between the muscle phantom and sensor, i.e. for the signal to reach from the sensor to the muscle it must penetrate the skin and fat. In order to be able to accurately assess the muscle quality good knowledge of the skin and fat thickness is crucial, whether it is data from phantom experiments or patient measurements. Therefore in order for the MAS device to be able to assess the muscle quality it also needs to accurately estimate the skin and fat layers.

To achieve this we propose the “three-stage algorithm,” illustrated in Fig. 6. Its purpose is to be a method to assess all three tissue layers, skin, fat and muscle. Its key characteristic is that the prediction of the previous layers is fed forward and used in the prediction of the subsequent layers, i.e. skin is used in the prediction of fat and muscle and the fat is used in the prediction of the muscle. The algorithm can be broken into three stages, hence the name. In the first stage the skin thickness is predicted using the MAS parameters, the parameters derived from the resonances and slope of the phase for each measurement, as input and the skin data is used as the ground truth to train a machine learning model. In the second stage, the fat is predicted in a similar way, although in this case the skin prediction is included as input to the model together with the MAS parameters and in the third stage the skin and fat prediction is used, together with the MAS parameters, to predict the muscle.

There are a few discrete values for each type of phantom, therefore predicting the phantom properties is a classification problem rather than a regression problem. Each “tissue” prediction box in Fig. 6 consist first of a standard z-score normalization of the MAS parameters, and tissue values, if any. Any missing values are replaced with the numerical value 2. In the case of z-score normalization the values are adjusted to have mean 0 and standard deviation 1 on a Gaussian distribution, meaning the value 2 are two standard deviations above the mean. Secondly, the prediction boxes consist of a machine learning classifier. To find the most optimal models an exhaustive gridsearch is performed including multiple models and their respective hyperparameters. The models are trained using MAS parameters derived from the $S_{21}$ and $S_{12}$ parameters from the measurements, where 80% of the data is used for training and 20% for testing. The accuracy score is used as the metric to evaluate its performance. The algorithm is implemented in Python using the Scikit-Learn package [21].

### Feature selection

Using all MAS parameters, also referred to as features, at every stage of the three-stage algorithm is most likely not the ideal strategy. For example, in Fig. 5 the amplitude of the first resonance is −31.5 dB, if this were the same across all measurements the parameter would provide no insight into the phantom composition and should therefore be discarded for use in the classifier models. Furthermore, different features can detect different changes in the phantom composition. One feature might be more sensitive to changes of the skin thickness while another might be more

---

**Figure 5.** The amplitude and unwrapped phase from one of the measurements. The blue diamonds highlight the identified resonances.

**Figure 6.** The three-stage algorithm.
attuned to changes in the fat thickness. Therefore it is crucial to select the most important features to use at every stage of the algorithm. To achieve that an exhaustive search for the best parameter combination was implemented in Matlab, where all 65,536 \(2^{16} - 1\) parameter combinations were evaluated. The method uses the Kruskal–Wallis test together with the Tukey–Kramer test to achieve this. The Kruskal–Wallis test identifies viable parameter combinations based on the p-value. This essentially tells if there exist any differences between two or multiple groups but not between which groups. Parameter combinations that fail the Kruskal–Wallis test can be discarded. After that the Tukey–Kramer test comes in. It can identify which groups are deemed statistically significantly different from other groups and which are not. Figure 7 shows a visualization of the result from the Tukey–Kramer test on a set of parameters where the test manages to separate the three skin groups from each other. In the visualization the horizontal lines represent a confidence interval for each group. Groups that do not have overlapping lines are statistically significant different from each other according to the test. Good parameter combinations can be identified by finding the combinations where no groups are overlapping.

**Splitting approach**

Some of the phantom values are close to each other, for fat the values 8 and 10 mm and for muscle the three largest values in terms of \(\varepsilon_r\) (40, 54 and 60, from Table 1) are all closer than the phantom with \(\varepsilon_r = 16\) is to the phantom with \(\varepsilon_r = 40\). To accurately predict the classes where the values are far apart and close at the same time can be difficult for one model and a set of features. Therefore, the splitting approach is proposed. Figure 8 shows how the fat and muscle data can be split into two different steps, in each “Step” a different machine learning model using different features is trained. For fat, the phantoms with 8 and 10 mm is treated as the same group in the first step, so one model is trained to separate the three groups, 2 mm, \(8 + 10\) mm and 14 mm, in step 1 and then in the second step another model is trained to separate 8 mm from 10 mm. In similar fashion the muscle prediction is broken into two steps, first separating the phantoms with \(\varepsilon_r\) of 40–60 from \(\varepsilon_r = 16\) and then in the second step \(\varepsilon_r\) values 40–60 are separated from each other.

The main motivation behind the splitting approach is that different features can extract different trends in the data. Figure 9 visualizes this. In Fig. 9(a), step 1, where the fat data of 8 and 10 mm have been combined into one group a subset of features were identified where, according to the Tukey–Kramer test, all groups are deemed statistically significantly different from one another. Similarly in step 2, Fig. 9(b) a different subset of features deem the 8 and 10 mm fat data statistically significantly different. By training one classifier, using the identified features, for step 1, then feeding the “\(8 + 10\) mm” group forward to step 2, where a different classifier, using a different subset of features, is trained, the overall fat prediction can become more accurate. The same principle applies for the muscle splitting approach.

**Results**

From the gridsearch different machine learning models were identified for the different stages of the algorithm, the exact models are listed in Table 2. The hyperparameters are only listed if they differ from the default value in Scikit-Learn v.1.1.3. The classifier SVM means support vector machine and the kernel RBF is radial basis function.

Figure 10 shows the confusion matrices for the skin, fat and muscle prediction when predicting on the test set. Based on the simulation analysis in Mattsson et al. [13] the theorized maximum thickness of the fat layer was 10 mm, at thicknesses above this the bandstop sensor was unable to detect difference between normal muscle tissue and muscle tissue with high fat infiltration. Therefore, the measurements with 30 mm fat phantom were excluded from the analysis since this is well above the 10 mm threshold. A large error in its prediction would impact the results of the muscle classification as the results of the fat classification get fed forward in the algorithm. Therefore there are only four fat groups. The number shown is a proportion of the true label, meaning the numbers in the
The results show that the skin prediction is accurate with a score of 0.82 on the test set. The cases where there is a misprediction are pretty evenly spread out, as seen in Fig. 10(a). The fat prediction when not splitting is not accurate. The most accurate is the prediction of 10 mm fat, but that could also be because the model predicts 10 mm in a lot of cases. However, when applying the splitting approach, the results improve substantially as seen in Fig. 11(a) and by the test scores in Table 3. Ideally, the prediction of 2 mm should be more accurate since it is the thinnest layer and the signal should more easily penetrate the thin fat phantom. One reason matrix rows add up to 1. After removing the fat with 30 mm there are 48 phantom combinations left in the dataset. 38 are used for training and 10 for testing, $38/48 = 79.2\%$ and $10/48 = 20.9\%$. From each set of phantoms six datasets are used, 3 repetitions and 2 $S$-parameters. This leads to 228 datasets in the training set and 60 in the test set. Special care is taken to avoid datasets from the same phantom set being in both the training and test set.

The confusion matrices in Fig. 11 show the results of the fat and muscle classification when implementing the splitting approach. For the skin prediction no splitting was necessary so its results is the same as in the “non-splitting” approach.

Table 3 lists the accuracy score when predicting on the train and test set for the confusion matrices shown in Fig. 10 and 11.

**Discussion**

The results show that the skin prediction is accurate with a score of 0.82 on the test set. The cases where there is a misprediction...
could be that the boundaries of the fat phantoms create some interference on the signal and since the 2 mm fat phantom is so thin it is more affected than the others. Considering the upper bound in terms of fat thickness for the bandstop sensor to detect difference in the muscle was 10 mm, as theorized in [13], the 0.5 accuracy for fat of 14 mm is a good result. The prediction on the muscle phantoms is less accurate, in both the non-splitting and splitting approach, when compared to the skin and fat splitting results. This is most likely due to two primary reasons. One being that the mis-prediction happening in the skin and, to a larger extent, the fat layer is fed-forward to the muscle prediction confusing the model. This also an issue in the fat prediction but less so since the skin prediction is quite accurate. The other reason is simply that the muscle layer is the one farthest away from the sensor, the full signal will not reach the muscle layer, some of it will get reflected in the boundaries of the skin and fat layers. Therefore, the overall frequency response of the sensor will contain less information from the muscle layer and will be more influenced by the skin and fat layers.

In the context of the phantom experiments when the tissue values we deal with are a few known discrete values the splitting approach is an interesting idea and works well for the classification of the fat data. In patient or volunteer measurements where the ground truth label would be acquired via ultrasound for example, we have continuous values rather than discrete, turning our classification problem into a regression problem. Utilizing the splitting approach in that context is not as obvious but it can be altered to use the idea. The first step could be a classifier predicting if the fat thickness is above or below the average fat thickness, or some other threshold. The next step would be two regression models, one predicting on the lower fat thickness data and the other on the higher fat thickness. Having these two models rather than just a single one could help making the overall prediction more accurate.

The proposed algorithm is not limited to the bandstop sensor used in the phantom experiments. It could just as easily be used with any other microwave sensor.

The idea of the two-step feature selection does seem to work well. In initial tests of the algorithm features were selected on the best F-score determined by the ANOVA test. This works well in the binary case, when we only have two classes. But in a multi-class problem it is not obvious that feature selection strategy will work well, since the ANOVA test, similarly to the Kruskal–Wallis test, tells us if there are differences between two groups, not that all groups are different. Therefore, by using the Tukey–Kramer test as a second step the feature selection became much more computationally expensive but also more robust and subsequently the results improved. The fat results in the splitting idea are a great example of this. One set of features were identified to distinguish the three groups in step 1 (Fig. 8(a)) and another set to help separate thicknesses of 8 and 10 mm.

Conclusions

In this paper a novel algorithm that aims to predict the size, for skin and fat, and the dielectric properties of muscle is presented. Its goal is to be used in a standalone device using a microwave sensor that can assess muscle quality. The results presented here are on data acquired via measurements done on phantoms. The prediction on the skin phantom showed high accuracy, the fat results improved significantly after implementing the splitting approach. However, the muscle prediction was worse, partially due to the mis-prediction getting fed forward to it and also due to it being the layer that is furthest away from the sensor.

Apart from the phantom experiments measurements with the MAS device have been performed in a volunteer study where ground truth values were obtained via ultrasound. To further validate the three-stage algorithm its performance will be evaluated on that data.
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