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## 1.

In [2], it was asserted in Theorem 3 that the measure $M\left(x_{0}+\ldots+x_{n}\right)$ is asymptotically $c \vee n+O(1)$, where $c$ was an explicit constant. The value of $c$ given was incorrect, and should be $e^{-\frac{1}{2} \gamma}$ where $\gamma$ is Euler's constant. This was pointed out by the first author. In fact

$$
\begin{equation*}
M\left(x_{0}+\ldots+x_{n}\right)=e^{-\frac{1}{2} \gamma} V n+O(\log n / V n) \tag{1}
\end{equation*}
$$

where we have tried to make amends by improving the error term.

## 2.

The mistake in the proof of Theorem 3 occurred in the third line, where, in the notation of [2], $\log _{+}\left|e^{i \theta} 1+\ldots+e^{i \theta} n\right|$ was incorrectly split up as $f(C, S)+x_{n}(C, S)$. Here

$$
\begin{aligned}
& C=C(n, \theta)=n^{-\frac{1}{2}}\left(\sqrt{ } 2 \cos \theta_{1}+\ldots+\sqrt{ } 2 \cos \theta_{n}\right), \\
& S=S(n, \theta)=n^{-\frac{1}{2}}\left(\sqrt{ } 2 \sin \theta_{1}+\ldots+\sqrt{ } 2 \sin \theta_{n}\right)
\end{aligned}
$$

Using the corrected identity
(2) $\log _{+}\left|e^{i \theta_{1}}+\ldots+e^{i \theta} n\right|=\frac{1}{2} \log n+\frac{1}{2} \max \left(-\log n, \log \left(\frac{1}{2}\left(c^{2}+S^{2}\right)\right)\right)$
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and replacing the $f$ of [2] by

$$
f(x, y)=\max \left(-\log n, \log \left(\frac{1}{2}\left(x^{2}+y^{2}\right)\right]\right),
$$

we have
(3) $\log M\left(x_{0}+\ldots+x_{n}\right)$

$$
\begin{aligned}
& =\frac{1}{(2 \pi)^{n}} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \log _{+}\left|e^{i \theta_{1}}+\ldots+e^{i \theta_{n}}\right| d \theta_{1} \ldots d \theta_{n} \\
& =\frac{1}{2} \log n+\frac{1}{2} \int_{R^{2}} f(z) d Q_{n}(z)
\end{aligned}
$$

where $z=(x, y)$ and $Q_{n}(z)$ fis the distribution function of $(C, S)$. Now
(4)

$$
\begin{aligned}
\int f d \Phi & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \cdot \frac{1}{2 \pi} e^{-\frac{1}{2}\left(x^{2}+y^{2}\right)} d x d y \\
& =-\gamma+O(\log n / n)
\end{aligned}
$$

on transforming to polar coordinates, and then using $\int_{0}^{\infty} \log u \cdot e^{-u} d u \stackrel{?}{=}-\gamma$, where $u=\frac{1}{2} r^{2}$.

To estimate $\int f d\left(Q_{n}-\Phi\right)$, use Theorem 20.1 of [1]. (Take $s=4$. We have $P_{0} \equiv \Phi$ and $P_{1} \equiv 0$ since $\mu_{v}=0$ for $|\nu|=3, x_{3}(z)=0$ from (6.21) and (7.6). Clearly $|f| \leq \log 2 n$, and one can check that $\int d P_{2}=O(1)$, so that $\left.\int f d P_{2}=O(\log n).\right)$

We obtain

$$
\begin{equation*}
\int f d\left(Q_{n}-\Phi\right)=O(\log n / n) \tag{5}
\end{equation*}
$$

Combining (3), (4) and (5) gives (1), on exponentiation.

## 3.

Theorem 20.1 of [1] can be used to work out an asymptotic expansion for $\int f d\left(Q_{n}-\Phi\right)$. Also, it is not difficult to obtain more terms in the
asymptotic expansion of $\int f d \Phi$ using (4), and hence one could obtain more terms in the expansion of $M\left(x_{0}+\ldots+x_{n}\right)$. However, we have not worked out the details.
4.

Please note the following errata to [2]:
p. 50, line -10, insert " $\mathbf{i}$ with" before "non-zero";
p. 53, line 5, change cos to cot;
p. 54, line -2 , change $\frac{(-1)^{j-1}}{j}$ to $\frac{(-1)^{j-1}}{j^{2}}$;
p. 59, line 13, insert "sup" before $\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right|$;
p. 59, line -1 , change $n^{\frac{3}{4}}$ to $n^{\frac{1}{2}}$;
p. 62 , line 4 , change $\log$ to $\log _{+}$.
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