SOME RESULTS ON PRINCIPAL EIGENVALUES FOR
PERIODIC PARABOLIC PROBLEMS WITH WEIGHT

U. KAUFMANN

Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain. We study existence and uniqueness of principal
eigenvalues for the Dirichlet periodic parabolic problem with weight \( Lu = \lambda mu \) in
\( \Omega \times \mathbb{R} \) when the independent coefficient of the differential operator \( L \) is not necessarily
positive.

1. INTRODUCTION

Let \( \Omega \subset \mathbb{R}^N, \ N \geq 2, \) be a bounded domain. For \( T > 0 \) and \( 1 \leq p, q \leq \infty, \)
let \( L^p(L^q) \) be the Banach space of \( T \)-periodic functions \( f \) on \( \Omega \times \mathbb{R} \) (that is, satisfying
\( f(x,t) = f(x,t+T) \) almost everywhere (\( x,t) \)) with \( \|f(\cdot,t)\|_{L^p(\Omega)}\|f(\cdot,0,T)\|_{L^q(\Omega \times \{0,T\})} < \infty. \) Let
\( L^p_T \) be the Banach space of \( T \)-periodic functions \( f : \Omega \times \mathbb{R} \to \mathbb{R} \) such that \( f|_{\Omega \times \{0,T\}} \in L^p(\Omega \times (0,T)) \), equipped with its natural norm \( \|f\|_{L^p_T} = \|f|_{\Omega \times \{0,T\}}\|_{L^p(\Omega \times \{0,T\})}. \) We
fix from now on \( v, s \in (1, \infty) \) such that \( (N/2v) + 1/s < 1, \) with \( s \geq 2. \) Let \( \{a_{i,j}\}, \{b_j\}, \)
\( 1 \leq i, j \leq N, \) be two families of \( T \)-periodic functions satisfying \( a_{i,j} \in L^p_T, a_{i,j} = a_{j,i} \) for
\( 1 \leq i, j \leq N \) and \( b_j \in L^\infty(L^{2v}). \) Assume that \( \sum_{i,j} a_{i,j}(x,t)\xi_i\xi_j \geq \alpha_0|\xi|^2 \) for some \( \alpha_0 > 0 \)
and all \((x,t) \in \Omega \times \mathbb{R}, \ \xi \in \mathbb{R}^N. \) Let \( a_0(x,t) \) be a \( T \)-periodic function, and let \( L \) be the
parabolic operator given by

\[
Lu = u_t - \sum_i \frac{\partial}{\partial x_i} \sum_j a_{i,j} \frac{\partial}{\partial x_j} u + \sum_i b_i \frac{\partial}{\partial x_i} u + a_0 u
\]

The existence of principal eigenvalues (that is, eigenvalues with positive eigenfunc-
tions associated) for the periodic parabolic problem with \( T \)-periodic weight function
\( m : \Omega \times \mathbb{R} \to \mathbb{R} \)

\[
\begin{cases}
Lu = \lambda mu & \text{in } \Omega \times \mathbb{R} \\
u = 0 & \text{on } \partial \Omega \times \mathbb{R} \\
u & \text{\( T \)-periodic}
\end{cases}
\]
has been widely studied. For applications we refer to [10]. In [2], Beltramo and Hess proved, for $C^{2+\theta}$ bounded domains, weights $m \in C^{\theta,\theta/2}(\overline{\Omega} \times \mathbb{R})$ and operators in nondivergence form, that if

\begin{equation}
P(m) := \int_0^T \text{ess sup}_{x \in \Omega} m(x,t) \, dt
\end{equation}

then $P(m) > 0$ is a necessary and sufficient condition on $m$ for the existence, uniqueness and (algebraic) simplicity of a positive principal eigenvalue. Later on there were many extensions of their results, weakening the regularity assumptions in the weight and the domain and also allowing more general boundary conditions (for example, [1, 9, 3, 4, 8] and the references therein). In all these works it is always assumed that the independent coefficient $\alpha_0$ is nonnegative. On the other hand, the analogous elliptic problem was treated in [6] for operators with an independent coefficient which changes sign in $\Omega$, using as main tools the Krein-Rutman theorem as well as the variational characterisation of the first eigenvalue.

Our aim in this paper is to study problem (1.1) when $\alpha_0$ changes sign in $\Omega \times \mathbb{R}$. Of course, we do not have the variational characterisation here and so we cannot follow the approach in [6]. We shall follow instead the main ideas used to treat (1.1) when $\alpha_0 \geq 0$, namely we shall study the family of auxiliary eigenvalue problems

\begin{equation}
\begin{cases}
Lu = \lambda mu + \mu_{m,L}(\lambda)u & \text{in } \Omega \times \mathbb{R} \\
u = 0 & \text{on } \partial\Omega \times \mathbb{R} \\
u \text{ } T\text{-periodic}
\end{cases}
\end{equation}

where, for each $\lambda \in \mathbb{R}$, $\mu_{m,L}(\lambda)$ is defined as the only real number such that (1.3) has a positive solution.

Let $L_0$ be the operator defined by $L_0 = L + \alpha_0^-$. Let us denote by $\lambda_1(L, m)$ (or $\lambda_1(m)$ if no confusion arises) the positive principal eigenvalue for (1.1). We shall prove that if $\alpha_0^-$ is small enough, namely if $\lambda_1(L_0, \alpha_0^-) > 1$, then $P(m) > 0$ is still necessary and sufficient for the existence of a unique positive principal eigenvalue. When $\lambda_1(L_0, \alpha_0^-) = 1$, it turns out that the above condition is necessary but no longer sufficient. We shall give a sufficient condition for this case. Finally, if $\lambda_1(L_0, \alpha_0^-) < 1$ we shall show that there can exist one or two positive principal eigenvalues and that $P(m) > 0$ is not even necessary in this case.

2. PRELIMINARIES

For $f : \Omega \times \mathbb{R} \to \mathbb{R}$, let $f^+ = \max(f, 0)$ and $f^- = \max(-f, 0)$. We shall assume throughout the paper that $\alpha_0$ and $m$ satisfy the regularity conditions

$$a_0^+, m^+ \in L^*(L^n), \quad a_0^-, m^- \in L_\infty^n$$
REM A R K 2.1. Let us define $\mu$ when $a_0$ changes sign in $\Omega \times \mathbb{R}$ (if no confusion arises we shall write $\mu_m(\lambda)$ or simply $\mu(\lambda)$ instead of $\mu_{m,L}(\lambda)$). Let $\lambda \geq 0$. Adding $ku$, $k$ constant, to both sides of (1.3), the problem $Lu = \lambda mu + \mu(\lambda)u$ is equivalent to

$$(L + (k - \lambda m))u = (\mu(\lambda) + k)u$$

Now, for $k$ large enough the operator $(L + (k - \lambda m))^{-1} : L^r(L^p) \to L^r(L^p)$ is compact, positive and irreducible (see [8, Proposition 2.4 and Lemma 2.6]), where $r$ and $p$ are given by [8, Lemma 2.1]. Let us denote by $\rho(T)$ the spectral radius of $T$. Thus, Krein-Rutman's theorem (for example, [5, Theorem 12.3]) says that $\rho\left(\left(L + (k - \lambda m)\right)^{-1}\right)$ is positive, is an algebraically simple eigenvalue of $(L + (k - \lambda m))^{-1}$ and that it is the only eigenvalue with positive eigenfunctions associated. Taking into account this and (2.1), we define $\mu(\lambda)$ by

$$\mu(\lambda) = \frac{1}{\rho\left(\left(L + (k - \lambda m)\right)^{-1}\right)} - k$$

It is easy to see that $\mu(\lambda)$ does not depend on the choice of $k$. For $\lambda < 0$ we set $\mu_m(\lambda) = \mu_{-m}(-\lambda)$. Note that $\mu(\lambda)$ can be characterised as the unique real number such that (1.3) has a positive solution.

REM A R K 2.2. It is known that $\mu$ is continuous and concave (see [8, Lemma 3.2]). Moreover, $\lim_{\lambda \to \infty} \mu(\lambda) = -\infty$ if and only if $P(m) > 0$ (see [8, Lemma 3.5 and Theorem 3.6]). For weights $m \in L^p_\infty$, these results can also be found in [4, Proposition 3.2].

In the known case, that is, $a_0 \equiv 0$, it also holds that $\mu(0) > 0$, and thus this and the properties of $\mu$ listed above give the existence of a (unique) positive principal eigenvalue for (1.1) if and only if $P(m) > 0$. However, this property is not true in general any more when $a_0$ changes sign. In fact, $\mu(0)$ can be positive, zero or negative as we shall see in the next section.

REM A R K 2.3. Let us recall the definition of $\mu$ when $a_0$ is nonnegative. Assume here that $a_0 \geq 0$. Adding $\lambda ku$ to both sides of (1.3) and reasoning as in Remark 2.1 we have that for $k$ large enough (1.3) is equivalent to

$$\frac{1}{\mu(\lambda) + \lambda k} u = (L + \lambda(k - m))^{-1}u$$

and so by the Krein-Rutman theorem we may define $\mu$ by

$$\rho\left((L + \lambda(k - m))^{-1}\right) = \frac{1}{\mu(\lambda) + \lambda k}$$

(Note that in this case $\mu(0) = 1/(\rho(L^{-1})) > 0$ since Krein-Rutman applies to $L^{-1}$ because $a_0 \geq 0$.) In particular, for $\lambda = \lambda_1(m)$ we have

$$\rho\left((L + \lambda_1(m)(k - m))^{-1}\right) = \frac{1}{\lambda_1(m)k}$$
3. Main Results

In a similar way to [6], we consider separately three cases:

Case I \( \lambda_1(L_0, a_0^-) > 1 \).
Case II \( \lambda_1(L_0, a_0^-) = 1 \).
Case III \( \lambda_1(L_0, a_0^-) < 1 \).

We shall need the following corollary of Krein-Rutman's theorem (see [5, Corollary 12.4]).

**Lemma 3.1.** Let \( T \) be a linear, positive, compact and irreducible operator. Consider the equation

\[
\lambda x - Tx = y
\]

with \( y \geq 0 \). Then,

(i) The equation (3.1) has no positive solution for \( \lambda < \rho(T) \).

(ii) The equation (3.1) has no solution for \( \lambda = \rho(T) \).

**Theorem 3.2.**

(i) Suppose \( \lambda_1(L_0, a_0^-) > 1 \). Then, \( P(m) > 0 \) is necessary and sufficient for the existence of a positive principal eigenvalue \( \lambda_1(m) \) for (1.1). Moreover, \( \lambda_1(m) \) is unique and simple.

(ii1) Suppose \( \lambda_1(L_0, a_0^-) = 1 \). Then, \( P(m) > 0 \) is necessary but not sufficient for the existence of a positive principal eigenvalue for (1.1).

(ii2) The conditions \( P(m) > 0 \) and

\[
\frac{a_0^-}{\lambda_1(L_0, m^+)} \leq m^- \quad \text{almost everywhere } (x, t)
\]

are sufficient for the existence of a positive principal eigenvalue \( \lambda_1(m) \). Moreover, \( \lambda_1(m) \) is simple, is the only nonzero principal eigenvalue for (1.1) and \( \lambda_1(L_0, m^+) \leq \lambda_1(m) < \lambda_1(L_0, m) \).

**Proof:** We shall prove first that Case I occurs if and only if \( \mu_{m,L}(0) > 0 \) and thus (i) shall follow from Remark 2.2. Assume first \( \mu_{m,L}(0) > 0 \). We have \( Lu = \lambda mu + \mu_{m,L}(\lambda)u \) for all \( \lambda \), with \( u > 0 \). In particular, for \( \lambda = 0 \) we get \( Lu = \mu_{m,L}(0)u > 0 \). Then, since \( L_0 = L + a_0^- \), adding \( ku \) to both sides with \( k \) large enough and taking into account Remark 2.3 we have

\[
\frac{1}{k} u > (L_0 + 1.(k - a_0^-))^{-1} u := Tu
\]

where \( T \) satisfies the hypothesis of Lemma 3.1. Now, suppose \( 1 = \lambda_1(L_0, a_0^-) \). Then, from (2.3) we have \( \rho(T) = 1/k \) and thus (3.3) implies that \( \rho(T)u - Tu > 0 \) which contradicts Lemma 3.1 (ii). Suppose \( 1 > \lambda_1(L_0, a_0^-) \). Then \( \mu_{a_0^-, L_0}(1) < 0 \) and so from (2.2) we derive...
\[
\lambda^* := 1/k < 1/(k + \mu_{a_0},L_0(1)) = \rho(T). \]

Thus, it follows from (3.3) that \(\lambda^* u - Tu > 0\) with \(\lambda^* < \rho(T)\) and \(u > 0\), in contradiction with Lemma 3.1 (i). So we must have \(1 < \lambda_1(L_0, a^-_0)\).

Assume now that \(\lambda_1(L_0, a^-_0) > 1\). We have \(Lu = \mu_{m,L}(0)u\) with \(u > 0\). If \(\mu_{m,L}(0) = 0\), we get \(L_0u = a^-_0u\), \(u > 0\). Thus, \(1 = \lambda_1(L_0, a^-_0) > 1\). Contradiction. Suppose \(\mu_{m,L}(0) < 0\). Then we obtain \(L_0u - 1.a^-_0u < 0\). But if \(1 < \lambda_1(L_0, a^-_0)\) [8, Theorem 3.10] says that \(u < 0\). Contradiction. Thus, \(\mu_{m,L}(0) > 0\).

Let us prove (ii1). Observe that \(\lambda_1(L_0, a^-_0) = 1\) if and only if \(\mu_{m,L}(0) = 0\). Indeed, suppose first \(\lambda_1(L_0, a^-_0) = 1\). Then there exists \(v > 0\) such that \(L_0v = a^-_0v\) and so \(Lv = 0 = 0v\). But \(\mu_{m,L}(0)\) is the only number with such property, thus we must have \(\mu_{m,L}(0) = 0\). Conversely, if \(\mu_{m,L}(0) = 0\) we have \(Lu = \mu_{m,L}(0)u = 0\) with \(u\) positive and \(Lu = a^-_0u\), \(u > 0\). Thus, \(\lambda_1(L_0, a^-_0) = 1\). So, the necessity follows as in (i). To prove the remaining assertion, consider the weight \(m \equiv m^+\). Clearly \(P(m^+) > 0\). Suppose there exists \(\lambda_1(m^+)\). \(\mu_{m^+,L}(\lambda) > 0\) for all \(0 < \lambda < \lambda_1(m^+)\). Thus, for such \(\lambda\) we have \(Lu \geq \lambda m^+u > 0\) with \(u > 0\), but then as in the beginning of the proof of (i) we get \(\lambda_1(L_0, a^-_0) > 1\). Contradiction.

We prove (ii2). We claim that (3.2) implies \(\mu_{m,L}(\lambda_1(L_0, m^+)) \geq 0\). Indeed, if not, then \(Lu < \lambda_1(L_0, m^+)m^+u\) for some positive \(u\). So we have
\[
L_0u < (a^-_0 - \lambda_1(L_0, m^+)m^-)u + \lambda_1(L_0, m^+)m^+u
\]
and then (3.2) implies \(L_0u < \lambda_1(L_0, m^+)m^+u\). Now, as in (i) we get
\[
\frac{1}{\lambda_1(L_0, m^+)k}u < (L_0 + \lambda_1(L_0, m^+)(k - m^+))^{-1}u =: Tu
\]
for some \(k\) large enough and thus (2.3) gives \(\rho(T)u < Tu\). So \(\rho(T)(-u) - T(-u) > 0\), in contradiction with Lemma 3.1 (ii). Thus, \(\mu_{m,L}(\lambda_1(L_0, m^+)) \geq 0\) and then, since \(P(m) > 0\), the continuity of \(\mu_{m,L}\) gives some \(\lambda \geq \lambda_1(L_0, m^+)\) such that \(\mu_{m,L}(\lambda) = 0\). Moreover, since \(\lambda = \lambda_1(L_0, m + (a^-_0)/\lambda)\), [8, Proposition 3.1] implies \(\lambda < \lambda_1(L_0, m)\). The uniqueness of the principal eigenvalue follows from the concavity of \(\mu_{m,L}\) and the fact that \(\mu_{m,L}(0) = 0\).

Let us note that in the known case, that is, \(a_0 > 0\), (3.2) is always satisfied and the condition in (ii2) reduces to \(P(m) > 0\), which in that case is also necessary. Note also that \(0\) is a principal eigenvalue for (1.1) if and only if \(\lambda_1(L_0, a^-_0) = 1\).

**Remark 3.3.** Let \(N(m) = \int_t^T \liminf_{x \to 0} {m(x,t)} dt\) and suppose \(\lambda_1(L_0, a^-_0) > 1\). Since \(\mu_{m}(\lambda) = \mu_{-m}(-\lambda)\), \(N(m) < 0\) is necessary and sufficient for the existence of a (unique) negative principal eigenvalue \(\lambda_{11}(m)\) for (1.1). On the other hand, if \(\lambda_1(L_0, a^-_0) = 1\), reasoning as above we can see that \(N(m) < 0\) is necessary (but not sufficient) for the existence of a negative principal eigenvalue. Moreover, if \(\lambda < 0\), writing \(Lu = (-\lambda)(-m)u\) it can be proved that \((a^-_0)/(\lambda_1(L_0, m^-)) \leq m^+\) almost everywhere \((x, t)\).
implies $\mu_{m,L}(-\lambda_1(L_0,m^-)) \geq 0$ and so $N(m) < 0$ and $(a_0^{-})/(\lambda_1(L_0,m^-)) \leq m^+$ almost everywhere $(x,t)$ are sufficient for the existence of a negative (unique) principal eigenvalue $\lambda_{-1}(m)$.

In Case III there can be one, two or no positive principal eigenvalues. Although we cannot give a precise answer for each $m$ (even in the elliptic case this does not seem to be possible, see [6, Section 2.3]), we can still give sufficient conditions on $m$ for the existence of one or two positive principal eigenvalues.

**Corollary 3.4.** Suppose $\lambda_1(L_0,a_0^-) < 1$. Then, (3.2) is sufficient for the existence of a positive principal eigenvalue for (1.1). Moreover,

(i) If $P(m) > 0$ and $(a_0^-)/(\lambda_1(L_0,m^+)) < m^-$ in a set of positive measure, then there exist two positive principal eigenvalues $\lambda_1(m)$ and $\lambda_2(m)$. These eigenvalues are simple, are the only principal eigenvalues for (1.1) and $\lambda_1(m) < \lambda_1(L_0,m^+) < \lambda_2(m)$.

(ii) If $P(m) > 0$ and $(a_0^-)/(\lambda_1(L_0,m^+)) = m^-$ almost everywhere $(x,t)$, then $\lambda_1(L_0,m^+)$ is a positive principal eigenvalue. This eigenvalue is simple, and if $m = m(t)$, is the only principal eigenvalue for (1.1).

(iii) If $P(m) \leq 0$, then there exists a positive principal eigenvalue $\lambda_1(m)$. This eigenvalue is simple, is the only principal eigenvalue for (1.1) and $\lambda_1(m) \leq \lambda_1(L_0,m^+)$. 

**Proof:** As a consequence of the proof of Theorem 3.2 we see that $\lambda_1(L_0,a_0^-) < 1$ if and only if $\mu_{m,L}(0) < 0$. On the other side, as in Theorem 3.2 (ii2) we have $\mu_{m,L}(\lambda_1(L_0,m^+)) \geq 0$. Moreover, it is easy to check that $\mu_{m,L}(\lambda_1(L_0,m^+)) = 0$ if and only if $(a_0^-)/(\lambda_1(L_0,m^+)) \equiv m^-$ and then in this case $\lambda_1(L_0,m^+)$ is a positive principal eigenvalue for (1.1). Thus, (i), (ii) and the first part of (ii) follow as before. Suppose now $m = m(t)$. Let $m_s = m + (a_0^-)/s$ and consider the problem

$$L_0u - Xu + m_s(\lambda)u,$$

where $m_s = \lambda m + (a_0^-)/s$ and $\lambda = \lambda_1(m)$. Clearly $s$ is a principal eigenvalue for (1.1) if and only if $\mu_s(0) = 0$. Without loss of generality we assume $s > 0$. Since $m$ does not depend on $x, t$, taking into account [10, Lemma 15.3] and reasoning as in [4, Lemma 5.4] we can prove that $\mu_s(\lambda) = \mu_s(0) - (\lambda/T)P(m_s)$ for all $\lambda > 0$. Let $\lambda^* = \lambda_1(L_0,m^+)$. Note that by Remark 2.3 we have that $\mu_s(0)$ is the same for all $s$. Moreover, since $\mu_s(\lambda^*) = 0$ we obtain $\mu_s(0) = (\lambda^*/T)P(m_s)$. Assume now there exists $s > 0$ such that $\mu_s(s) = 0$. Then we get $\lambda^*P(m_\lambda^*) = P(m_s)$, and a computation shows that this implies $(\lambda^* - s)P(m) = 0$. Since $P(m) > 0$, we must have $\lambda^* = s$ and thus the uniqueness is proved.

Let $M_0 := \{(x,t) \in \Omega \times \mathbb{R} : m(x,t) = 0\}$. Complementing Corollary 3.4 (ii) we have.

**Proposition 3.5.** Suppose $\lambda_1(L_0,a_0^-) < 1, m^+ \equiv 0$. Assume that $a_0^- \chi_{M_0} = 0$ almost everywhere or $\chi_1(L_0,a_0^- \chi_{M_0}) \geq 1$ and $(a_0^-)/(m^-) \in L^\infty(V - M_0)$ where $V$ is a neighbourhood of $M_0$. Then, there exists a positive principal eigenvalue $\lambda_1(m)$. Moreover, $\lambda_1(m) = \lambda_1(m)$ is simple and is the only principal eigenvalue for (1.1).
Some results on principal eigenvalues

PROOF: Suppose it does not exist \( \lambda > 0 \) such that \( \mu_{m,L}(\lambda) = 0 \). Then, since \( \mu_{m,L}(0) < 0 \) we have \( \mu_{m,L}(\lambda) < 0 \) for all \( \lambda > 0 \). So, \( Lu < \lambda mu = -\lambda m^- u \) for some \( u > 0 \) and thus

\[
(3.4) \quad L_0 u < a_0^- \chi_{M_0} u + (a_0^- \chi_\{m<0\} - \lambda^- m^- ) u
\]

for all \( \lambda > 0 \). On the other hand, there exists \( \lambda^* \) large enough (not depending on \( (x,t) \)) such that \( a_0^- \chi_{\{m<0\}} - \lambda^* m^- \leq 0 \) almost everywhere \( (x,t) \in \Omega \times \mathbb{R} \) with strict inequality in a set of positive measure. So, \( (3.4) \) gives \( L_0 u < a_0^- \chi_{M_0} u \) with \( u > 0 \) and therefore reasoning as in the proof of Theorem 3.2 we get \( 1 > \lambda_1(L_0, a_0^- \chi_{M_0}) \), while if \( a_0^- \chi_{M_0} = 0 \) almost everywhere we obtain a contradiction with the positivity of \( L_0^{-1} \). Thus, the existence of \( \lambda_1(m) \) is proved. The uniqueness of the principal eigenvalue follows from the concavity of \( \mu_{m,L} \) and the fact that \( P(m) \leq 0 \) and \( \mu_{m,L}(0) < 0 \).

Note that in Case III the weight \( m \equiv -m^- \) possesses a positive principal eigenvalue in contrary to what occurs in cases I and II, and that in cases II and III the weight \( m \equiv m^+ \) does not have a positive principal eigenvalue in contrary to what occurs in Case I.

REMARK 3.6. Let us conclude with some comments on the case of a general operator. Let us consider

\[
Lu = u_t - \sum a_{ij} \frac{\partial^2 u}{\partial x_i \partial x_j} + \sum b_i \frac{\partial u}{\partial x_i} + a_0 u.
\]

We assume that \( \Omega \subset \mathbb{R}^N \) is a \( C^{2+\theta} \) bounded domain and that \( a_{ij}, b_i, a_0, m \in C^{0, \theta/2}(\bar{\Omega} \times \mathbb{R}) \). Under these hypothesis, it can be proved in the same way as we did all the results of the three considered cases, in the framework of classical solutions and using the classical version of the Krein-Rutman theorem since all the results we have used are valid with the above hypothesis (see for example, [10]).

Of course, it would be nice to weaken some of the regularity assumptions, especially on the weight. However, there is a problem. The proof given by Hess of the fact that \( P(m) > 0 \) implies \( \mu(\lambda) \to -\infty \) when \( \lambda \to \infty \) (and so the existence of a positive principal eigenvalue when \( a_0 \geq 0 \)) depends on the continuity of \( m \) and cannot be extended to a noncontinuous weight (see [10, Lemma 15.4], and also [2, 11]). And the alternative proof that it is known uses the weak form of the equation with a suitable test function, and so, or the coefficients \( a_{ij} \) are assumed to be \( C^2(\bar{\Omega} \times \mathbb{R}) \) and then the operator can be rewritten in divergence form (for example, [9, 7]), or the problem starts with an operator in divergence form (for example [3, 4, 8]). We suppose that this should be true for a general operator and \( m \) not continuous, but we do not know the proof.
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