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Prologue

This Element looks at governance as potentially capable of becoming more

intelligent and closer to its mission of better serving citizens and effectively

promoting public values. It is inspired by a rich set of interdisciplinary perspec-

tives exploring the meaning of intelligence for individuals, institutions, and

computerized systems of the digital era. Building on knowledge acquired over

more than a century by psychologists, sociologists, economists, political scien-

tists, administrative and policy experts, information and computer system

scholars, we try to explain why and how intelligence, both as an idea and as

a practice, is relevant for governance. In other words, we argue that governance

may become intelligent.

To do so, we explore the meaning and various layers of intelligence, and

further relate governance intelligence with the goal of serving citizens as end-

users. We maintain that turning government and governance into more intelli-

gent bodies of policy formators and decision-makers it is first essential to use

a solid theoretical framework that provides essential building blocks for the-

matical and analytical progress. Such a framework must integrate knowledge

about intelligence from as many reliable sources as possible and use it to

suggest explanatory/analytic rules alongside practical pathways. Therefore,

the Element progresses over several phases. We begin by a conceptual and

theoretical discussion, move to exploratory mapping of existing studies on

intelligence, and finally suggest explanatory modelling which strive to lead to

a comprehensive and integrative IntelliGov model.

Two major groups of readers are targeted – academics and practitioners –

mainly those dealing with the business of government, administration, and

policymaking. We believe that most of the sections are relevant to individuals

from both groups. The Element is aimed primarily at scholars of public admin-

istration, business management, political science, and of other social sciences

interested in the nexus between governance, management, psychology, soci-

ology, technology, and data science. For academics and researchers much

benefit is in the interdisciplinary orientation of the writing, in reviewing con-

ceptual and theoretical ideas on the meaning of intelligence in general and more

specifically, for governance. The models developed throughout the Element are

also gradually extending academic inspiration by carefully tailoring knowledge

about intelligence from different perspectives and aiming to testable proposi-

tions that can be used in future empirical studies. Such empirical directions will

help advance explanatory studies on characteristics of and antecedents to

intelligent governance. We believe it will also advance knowledge on potential

outcomes of intelligent governance in terms of decision-making and policies.

1Can Governance be Intelligent?
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The Element is also targeted at readers with practical orientations. These may

include politicians, public administrators, individuals from the voluntary and

nonprofit sector, active citizens, and other partners of government – those who

share the burden of making our nations run in a more intelligent way. That is

why we believe that CEOs of the business and not-for-profit sectors should also

be interested in this Element. These individuals who constitute the managerial

elite of our societies also carry the responsibility to advance knowledge and

intelligence in and around government halls, vis-à-vis the bureaucratic code of

action in the public sector. Finally, we hope that citizens themselves may also

find the Element enlightening and contributory to the formation of intelligent-

based communities that work closely with formal authorities in governance

while directly influencing the quality of life of as many as possible.

Taken altogether, the general intellectual message of the Element is that

governance can be intelligent but the road toward such an aim is long and

complex. To bring governance closer to its goal of greater intelligence, theoret-

ical pieces of the scientific puzzle must be well integrated, combined systemat-

ically, and clearly presented to the readers. We hope the next sections will meet

these ambitious goals.

1 Introduction: The Intelligent Us

Intelligence is a concept that occurs in multiple contexts and has various

meanings. It refers to the ability of human beings and other entities to think

and understand the world around us. It represents a set of skills directed at

problem solving and targeted at producing effective results. When these results

are relevant for public spheres and policies, intelligence becomes relevant for

governance. Studies on intelligence come from different sources, use various

disciplinary perspectives, tools, and methods, and focus on goals at the individ-

ual, organizational, and general societal levels. They all seek a better under-

standing of intelligence as a tool for moving humankind toward modernity,

progress, and prosperity.

In recent decades, intelligence with regard to governance has gained a special

meaning, with the rise of artificial, technological, and digital capabilities that

have dramatically increased the flow and use of data and information in all

public sector and governing spheres. Whereas previously, knowledge about

intelligence relied mainly on the ability of humans and institutions to solve

public problems, a new digital player has redefined the boundaries of intelli-

gence. Hence, a comprehensive understanding of intelligence in governance

must consider the integration of human, institutional, and more profoundly,

digital machine minds. This combination will become a powerful factor in

2 Public and Nonprofit Administration
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changing the world around us. We have not even begun to study or understand

this development fully from a theoretical or practical perspective. Its potential

contribution to public administration, governance, and overall human progress

is of major significance.

Mankind is perhaps one of the more intelligent species on earth, some say the

most intelligent among all others. Has it managed to make its governing bodies,

political institutions, and public administration systems intelligent as well? In

other words, can governance be intelligent? If “Government is us” (King &

Stivers, 1998), is there an intelligent us in the realm of states, nations, and

communities? How can governing institutions and individuals working around

them becomemore intelligent? And what impact do they have on our life, on the

public interest, and on society? These questions, in many ways and variants,

have been at the center of theoretical and empirical debate in public administra-

tion and governance for decades. They were approached by scholars with

a variety of scientific perspectives, experience, and skills. The debate has

resulted with rich and diverse conceptual frameworks, but practically with no

clear say on governance as intelligent systems.

The terms “good government,” “sound governance,” “smart government,”

“new and learning governance” were all used in a handful of studies over the

years, and especially since the beginning of the millennia (e.g., Crozier, 2008;

Rotberg, 2014;Meijer &Bolivar, 2016; Grossi et al., 2020; Preira et al., 2018, to

name only few). These and many other studies improve our understanding of

the meaning of intelligence in the context of governance. They undoubtedly

revealed at least some of the ambiguities involved in the meaning of intelli-

gence, suggesting that it relates to the learning, knowledge, talents, values,

skills, adaptation, and productivity of those involved in the hardcore of policy-

making. As such, intelligence has been deemed necessary for those involved in

leading complex public institutions. Nevertheless, while we still build on such

past terminologies, we look at intelligent governance as the integration of

concepts and ideas. We suggest that the terms used to describe governance

such as good, sound, smart, and new can all be combined and create the concept

of intelligent governance. This concept aligns with those described above.

However, it also describes a form of governance that is faster, broader, fairer,

and more equal in terms of moral values and the fair distribution of resources for

better problem solving.

Nevertheless, epistemological consensus about the existence and relevance

of intelligent governance per se, not to mention methodological and empirical

knowledge about its meaning, measurement, and analysis is still far from

complete. If intelligence is at the heart of our analytical thinking and practical

decisions in governance, it deserves systematic consideration. This should

3Can Governance be Intelligent?
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include more comprehensive coverage in theory, in explanatory models, in

methodological frameworks, and in in-depth ambitious analytical and empirical

field studies. An intellectual and empirical effort may advance the field and

open new roads for both thinkers and makers of future policies. The prime goal

of this Element is therefore to suggest new perspectives for discussion at both

the abstractive and applied levels. We aim at extending the dynamic general

discussion about human and nonhuman intelligence into the explicit territories

of governance, public administration, public management, and political science.

Without doubt, intelligence is a concept with multidisciplinary contexts and

with various meanings. Studies deal with conventional biological/human and

nonhuman intelligence (e.g., Coren, 1995; Trewaves, 2005; Roth, 2015;

Hedlund, 2020), emotional intelligence (e.g., Salovey & Mayer, 1990), social

intelligence (e.g., Goleman, 2006), institutional-organizational and business

intelligence (e.g., Talaoui & Kohtamaki, 2021), collective and cultural

Intelligence (e.g., Ott & Michailova, 2018), artificial intelligence (e.g.,

Glikson & Woolley, 2020) and related aspects of deep learning and human‒

machine interactions for combined HMI intelligence (e.g., Gonçalves et al.,

2019). Still, not much has been explored and written on the integrative and

interdisciplinary meaning of intelligence for public administration, public ser-

vices, public policy, and governance. Are these studies, and others, speak about

the same topic but only in different languages? Or are they referring to different

meanings of the same phenomena?

The questions stemming from such observation are many. Can governing

institutions such as public administration organizations and other public service

and nonprofit agencies be more, or less, intelligent? Is there a specific intelligent

type of public service that makes some sorts of governance more intelligent than

others? What ideas and theories may be useful in forming our understanding

about governance intelligence and in building such intelligence in practice? Can

we point to a more effective type of intelligent governance with local and global

implications? What disciplinary sources of knowledge are needed for building

this model? And finally, how can we comprehensively use knowledge about

humans, emotions, institutions, machines, and computers to foster better public

services, policies, and decisions in governance?

This Element is aimed at dealing with such questions. We modestly admit

that we may not be able to provide convincing answers to all questions. But we

will make a thorough effort to uncover some of the core issues related with

intelligent governance. Toward this goal, we basically treat intelligent govern-

ance as a combination of human intelligence, institutional intelligence, and

artificial intelligence for better use of information, data, knowledge, and tech-

nology to improve the effectiveness and efficiency of government, its

4 Public and Nonprofit Administration
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management, decision-making, and policymaking. Thus, we argue that better

understanding of the meaning of intelligence in governance must build on

interdisciplinary ground. This can be done by employing new psychological

and social insights, together with modern digital terminologies and concepts.

These may lead to use of more innovative theoretical modeling, and most

importantly by integrating them comprehensively. By looking into intelligent

governance from a multiple disciplinary lens and by adopting multi-levels of

analysis, we hope to break new ground for more coherent theory in this

understudied and overlooked field.

Our prime goal is thus threefold: (1) to advance interdisciplinary theory on

the meaning of intelligence and its contribution to understanding governance in

the digital age, (2) to suggest a set of evolutionary models for intelligence

governance, which eventually lead to a comprehensive IntelliGov model, and

(3) to demonstrate the model’s theoretical and applied contribution for public

administration, public management, and public policy of the future, especially

in the digital era when intelligence of machines compete with intelligence of

humans and become substantial in all territories of governance.

2 Intelligence: Conceptual and Theoretical Background

2.1 The Meaning of Intelligence

Intellect is the ability to think and understand the world around us. Therefore,

intelligence is commonly inferred to humans who use intellect for various

purposes in our world. Nonetheless, intelligence may have similar meaning

for nonhumans, to machines and algorithms, and to abstract players such as

social and organizational entities that hold the capacity to learn, understand, and

develop ideas and processes.

The meaning of intelligence derives from the Latin nouns intelligentia or

intellēctus, which stem from the verb intelligere (to comprehend or perceive).

However, there is no clear definition for intelligence (Sternberg & Detterman,

1986) and its controversy rests in disagreements among scientists about what

abilities it captures and whether it is quantifiable (Legg & Hutter, 2007a, 2007b).

Following Richard Herrnstein and Charles Murray’s (1994) influential work on

The Bell Curve of intelligence a group of scientists published on December 13,

1994 an op-ed in the Wall street Journal titled “Mainstream Science on

Intelligence.” Fifty-two scientists who signed the letter set out twenty-five num-

bered conclusions on mainstream agreements among researchers on intelligence

which are fully described in the major textbooks, professional journals, and

encyclopedias in intelligence (Neisser et al., 1996; Gottfredson, 1997). However,

and almost 30 years later, there is still no consensus among scientists about the full

5Can Governance be Intelligent?
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meaning of intelligence. A careful yet only partial selection of definitions mention

(1) Judgment, otherwise called “good sense,” “practical sense,” “initiative,” the

faculty of adapting one’s self to circumstances . . . auto-critique (Binet, 1905,

1916a); (2) The aggregate or global capacity of the individual to act purposefully,

to think rationally, and to deal effectively with his environment (Wechsler, 1944);

(3) The ability to deal with cognitive complexity (Gottfredson, 1998); and (4)

Goal-directed adaptive behavior (Sternberg & Salter, 1982).

More recently and based on a synthesis of more than seventy definitions from

psychology, philosophy, and computer science, Legg and Hutter (2007a) sug-

gested that “Intelligence measures an agent’s ability to achieve goals in a wide

range of environments.” This definition has also been mathematically formal-

ized (Legg & Hutter, 2007b). It represents a general mental capability that,

among other things, involves the ability to reason, plan, solve problems, think

abstractly, comprehend complex ideas, learn quickly, and learn from experi-

ence. It reflects a broader and deeper capability for comprehending our sur-

roundings ‒ “catching on,” “making sense” of things, or “figuring out” what to

do (Gottfredson, 1997). One of the more discussed definitions over the years

was suggested by Gardner (1983). In his view intelligence represents a set of

skills directed at problem solving, enabling individuals to resolve genuine

problems or difficulties that he or she encounters and, when appropriate, to

create an effective product. It must also entail the potential for finding or

creating problems and thereby laying the groundwork for the acquisition of

new knowledge. Hence, psychologists agree that individuals differ from one

another in their ability to understand complex ideas, to adapt effectively to the

environment, to learn from experience, to engage in various forms of reasoning,

to overcome obstacles by taking thought. Intellectual performance will vary

based on occasions, different domains, and as judged by different criteria.

The meaning of intelligence thus benefited from a variety of perspectives and

definitions, many of them developed and suggested by psychologists, which

stimulated studies in many disciplines such as social and exact sciences, natural

science, management, business, organizational science, digital and technology.

In the next section, we review the evolution of these studies at glance, to

demonstrate the progress that has been made over almost a century, and to try

and use it for our purposes in studying governance intelligence.

2.2 Evolution of Intelligence Studies at Glance

Early theories of intelligence focused on the human and individual level and

were evoked with the psychometric approach introduced by Alfred Binet and

colleagues at the beginning of the twentieth century (Wasserman, 2018). Rather

6 Public and Nonprofit Administration
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than focus on humans’ learned information such as math and reading, Binet and

Simon (1916) focused on other mental abilities of individuals such as attention

and memory and suggested a series of tests designed to assess mental abilities

(Binet, 1916). The scale they developed became known as the Binet-Simon

Intelligence scale. It was later developed into the Stanford-Binet scale (Terman

& Merill, 1937). Today, Binet is often cited as one of the most influential

psychologists in history thanks to his studies which serve as the basis for

modern intelligence tests (IQ – Intelligence Quotient; Binet, 1916a and Stern,

1914) and for other theories on nonhuman intelligence.

Another cluster of intelligence theories, still at the human level, stem from the

educational and developmental progressing approach such as Piaget (1972) and

Vygotsky (1978). By observing children, these theories suggested that intelli-

gence develops by a continuous assimilation of new information with existing

cognitive structures of individuals. This line of thinking was followed by

Howard Gardner’s seminal work, Frame of Mind (1983), which was influenced

by the works of Binet (1916) and Stern (1914). Within his paradigm of human

intelligence, Gardner defines it as being “the ability to learn” or “to solve

problems,” referring to intelligence as a “bio-psychological potential to process

information” (Steinberg, 1989). Sternberg (1985) also suggested the triarchic

theory with three core aspects of intelligence: analytic, creative, and practical.

These aspects refer to the abilities of the human mind/brain and they need to be

in balance. Analytic (or academic) intelligence received more attention in early

years of study. Thus, they also gained more empirical and methodological

support with measurable tools of IQ (e.g., Kovacs & Conway, 2019).

Only in recent decades more attention is given to creative and practical

intelligence. This process has derived from the rise of neuroscience, and studies

suggested ways to measure creative intelligence (e.g., Simonton, 2012) and

practical/tacit intelligence (e.g., Hedlund, 2020). It was further suggested that

types of human intelligence may diverge across cultures (e.g., Heath, 1983)

mainly due to language and conceptual differences and due to experience of

subjects with the world around them. Cultural differences remain a major chal-

lenge to studying intelligence even today. Its relevance to governance is clear as

nations differ in types of their bureaucratic systems, organizational culture,

managerial culture, and overall social values. Thus, the role of human intelligence

in and around those systems may be subject to cultural bias and must be

considered. This idea will be discussed later, especially in view of the digital

era which is presumed by some studies to decrease cultural gaps among nations in

many ways. Thus, recent studies have further discussed the concept of cultural

intelligence (e.g., Ott & Michailova, 2018), highlighting its significance in

various fields such as management, business, education, and network analysis.

7Can Governance be Intelligent?
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Finally, studies theoretically suggested and empirically examined nonhuman

intelligence among other living species such as animals and even plants.

Attention has been given to mental abilities and comparing them between

species. As language is a brier in such cases, studies used measures of problem

solving, social abilities, numerical and verbal reasoning abilities. Major chal-

lenges in this area are consensual definitions and operationalization of intelli-

gence across species and contexts (e.g., Kohler, 1925; on the intelligence of

apes and Coren, 1995; on the intelligence of dogs). Other studies focused on the

intelligence of chimpanzees, dolphins, elephants, parrots, rats, mammals, birds,

reptiles, and fish (e.g., Roth, 2015). Evidence of a general factor (g-Factor) of

intelligence has been observed in nonhuman animals.1 It has been argued that

plants should also be classified as intelligent based on their ability to sense and

model external and internal environments. They are intelligent to the level that

they adjust their morphology, physiology, and phenotype accordingly to ensure

self-preservation and reproduction (e.g., Trewaves, 2005). Plants are not limited

to automated sensory-motor responses; however, they can discriminate positive

and negative experiences and of “learning” (registering memories) from their

past experiences. They are also capable of communication, accurately comput-

ing their circumstances, using sophisticated cost–benefit analysis and taking

tightly controlled actions to mitigate and control the diverse environmental

stressors (Rensing et al., 2009). Thus, biological theorists of intelligence con-

tribute unique aspects of this filed, building on brain and neuroscience to

explain where intelligence is structured in our brains and what may explain its

formation and development over time, space, and ecosystems (e.g., Wahlsten,

2002). Hence, biological intelligence studies are at the core of human and other

living species intelligence research, whereas artificial intelligence (AI) is, by

definition, nonhuman related. In addition, studies on the relationship between

biology/human and machine/nonhuman intelligence are emerging in recent

years, especially with greater understanding of Human‒Machine Interaction

(HMI). All these forms and crossroads of intelligence may turn to be relevant to

governance as well. Understanding the mechanisms leading to greater intelli-

gence among humans and nonhumans may shade light on intelligence of more

abstractive entities like governance and public administrative systems. Inferring

from biological nonhumans to such entities may be argued to be indirect and

1 g Factor (General factor of intelligence), is a psychometric construct that summarizes the
correlations observed between an individual’s scores on a wide range of cognitive abilities.
First described in humans, the g factor has since been identified in a number of nonhuman
species. Cognitive ability and intelligence cannot be measured using the same, largely verbally
dependent, scales developed for humans. Instead, intelligence is measured using a variety of
interactive and observational tools focusing on innovation, habit reversal, social learning, and
responses to novelty.
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less trivial, but it is undoubtedly stimulating research within the scope of better

capturing the entire meaning of intelligence in governance. Thus, it will be

discussed more extensively later, with the exploration of our evolutionary

model for intelligence in government.

2.3 Origins of Multiple Intelligence among Humans

Over more than a century of studies, knowledge and understanding of intelli-

gence evolved and changed from an anchored/fixed approach to a floating/

multiple approach that inspired developments in this field. Traditionally, scien-

tists agreed that intelligence is pre-determined by genes and fixed in our brains

from the day we are born. The fixed-biological orientation treated intelligence

as largely predetermined in peoples’ genes. As such, it was suggested that

humans cannot increase their intelligence significantly or, if at all, change it

only marginally (e.g., Detterman & Sternberg, 1982; Remsden et al., 2011). The

alternative approach of floating/multiple intelligence suggested that, despite

some fixed elements rooted in brain capacities and in biological elements,

intelligence can be improved and changed through practice and learning (e.g.,

Steinberg, 1985, 1989). Here exactly a question may come up; is governance in

specific nations subject to “genes” of the society and to anchored/fixed rules that

determine its evolvement with only minimal flexibility? Or the alternative is

more likely, where all types of governance and governing agencies capable of

learning and adoption, based on the floating/multiple principle of adaptation and

greater flexibility? Let us keep this question in mind and return to it later when

developing our models.

Undoubtedly, one of the major advocates of a more fluid, flexible and less-

fixed approach was Gardner (1983). Gardner challenged the traditional view by

arguing that human intelligence among people can improve their understanding,

knowledge, skills, and talent about many aspects of life and with a variety of

tools and methods. He returned to the original definitions of intelligence and

reflected on the skills and abilities needed to solve problems within a culture. By

so doing he opened a gate to a different look at intelligence. Based on current

knowledge of the world, the brain, and the life in communities with learning

orientations, Gardner tried to point to a variety of skill-sets which are desired by

humans over a span of realms. He argued that intelligence could not be limited

to one type of talent or a single group of skills, but instead could be classified

into nine separate intelligence areas. He argued that humans possess all nine, but

that everyone is strong in different intelligence areas and that most, if not all of

them can be improved and changed. We will later extend on the relevancy of the

idea of flexible and multiple intelligence to governance.

9Can Governance be Intelligent?
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Gardner’s original theory suggested seven types of intelligence among

humans: (1) Musical-rhythmic and harmonic; sensitivity to sounds, rhythms,

and music; (2) Visual-spatial; spatial judgment and the ability to visualize with

the mind’s eye; (3) Linguistic-verbal: facility and mastering of words and

languages; (4) Logical-mathematical: logic skills, abstraction, reasoning, mas-

tering numbers and critical thinking; (5) Bodily-kinesthetic: control of bodily

motions and capacity to handle objects; (6) Interpersonal: sensitivity to others’

moods, feelings, temperaments, motivations, and ability to cooperate within

a group (7) Intrapersonal: introspective and self-reflective capacities, deep

understanding of the self, its uniqueness, and dealing with emotions; In later

years, he also mentioned additional forms of intelligence such as (8)

Naturalistic: ability to recognize flora and fauna, to understand the natural

world; and (9) Existential; spiritual capacities to deal with nonmaterialistic

world for acquiring meaning and wellbeing of the self. More recently, and

with the rise of the digital revolution, another type of Digital Intelligence was

suggested which stands for a meta-intelligence composed of many other identi-

fied intelligences and stemmed from human interactions with digital computers

and with other people using digital capacities (e.g., Adams, 2004).

3 Is There Multiple Intelligence in Governance?

The interest in intelligence has thus been shifted and extended from (1) fixed to

floating models, (2) from single to multiple aspects, (3) from human to other-

than-human entities, and (4) from individual to institutions, computers, and

artificial intelligence. Nonetheless, all this rich knowledge, which was accumu-

lated over nearly a century, have not diffused significantly into the realms of

governance, political science, and public administration. Thus, we remain

largely unclear about the meaning of intelligence for federal and state author-

ities, for local governance, for bureaucracies, for public and nonprofit organiza-

tions, for communities in their interaction with government, and for other

policymaking agencies and institutions working with governance and around it.

Scholars agree today that individuals have the capacity of learning, under-

standing, and sense-making skills, such that can be relevant and spillover other

entities as well. Such talents may have multiple aspects and reflections which

are far beyond the individual level (Sternberg, 2020). Intelligence may be

extended to groups, teams, social structures, institutions, and perhaps also

machines and algorithms. Thus, can governance, as comprised by leading

political and administrative individuals, teams, institutions and technologies

be intelligent (or not) as well? And if they can, is this intelligence manifested in

only one way or perhaps governments may be intelligent (or not) in various and

10 Public and Nonprofit Administration
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multiple ways? Is this intelligence fixed or floating, and if it evolves and can be

changed, what may be the mechanisms to alter it and maximize its potential?

To address at least some of these questions, we suggest gradual progress

using an evolutionary model that will be explored in several stages. As a starting

point we will specify a basic interdisciplinary model for understanding intelli-

gence in the new “combat zone” of modern governance, open societies,

advanced administrative, and political structures. This arena includes, beyond

individuals, also higher collective levels of social players, abstractive levels of

organizations and institutions, bureaucracies and political authorities, and the

artificial medium of digital sphere where many actions and decisions of gov-

ernments take place and apprehend. In such times citizens and governments

interplay by dispatching and assimilating knowledge, information, and deci-

sions using many new forms and methods that were not available nor acceptable

only a few decades ago (e.g., social media, mobile apps, virtual reality, biomet-

ric tools, information mining, to name only few). We maintain that the current

meaning of intelligence in governance cannot be fully understood unless new

social constructs and digitization capacities are fully considered and integrated

with other types of more traditional intelligence. Altogether these provide

governance with comprehensive tools to deal with growing demand of public

interests and with ambitious public policy challenges. Our core interdisciplinary

model will allow us, at later stages, to explore more inclusive thinking through

additional and advanced models of intelligence in governance.

4 Multiple Intelligence: An Interdisciplinary Perspective

Adopting Gardners’ multiple intelligence theory in humans and adjusting it to

the digital era directs us to focus on three main layers of intelligence: Human,

Institutional, and Artificial. Accordingly, Figure 1 suggests a basic interdiscip-

linary model of multiple intelligence. The model provides an elementary set of

relationships among these three layers of intelligence. A starting point would be

a clear definition for each layer, which is followed by closer look into the

scientific knowledge accumulated within each territory until today.

Human intelligence is regarded by psychologists as individuals’ capacity to

understand the reality around us, use skills and resources aimed at meeting

goals, solving problems, and acquiring new knowledge. Consequently, when

individuals operate in an institutional and organizational environment, they

contribute their “talent” and “intelligence” to a bigger entity which combines

these virtues and uses them in a collective manner. Such an aggregated level of

intelligence forms Institutions and organizations intelligence. Quite distinctive

from the first two types of intelligence, the digital era introduced us to

11Can Governance be Intelligent?
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a nonhuman machinery type of Artificial intelligence. Such capacities involve

humans as planners, architects, and developers of algorithms andmachines with

the goal of teaching them to learn and understand the environment much like

humans. In the next sections we extend on the meaning of each type of

intelligence and on how they relate with each other. This will allow us later to

demonstrate their relevance and explanatory power to governments’ actions and

policies in the digital era.

4.1 Human Intelligence (HI): Rational and Emotional

Based on Gardner’s theory of multiple intelligence, humans demonstrate many

intellectual aspects that may be split between rational, conventional cognitive

skills on one hand, and on the other hand non-rational, emotional cognitive

skills. Most, if not all, of Gardner’s core seven aspects of intelligence may be

considered rational. Individuals may have cognitive skills and knowledge (i.e.,

intelligence) in musical-rhythmic and harmonic fields, in visual-spatial arenas,

by linguistic-verbal talent, in logic and mathematics, in bodily-kinesthetic

Human INT (HI):
rational and emotional

Institutional INT (II):
organizational and

regulatory

Artificial INT (AI):
data and

technology

Figure 1 A basic interdisciplinary model of multiple intelligence
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skills, in interpersonal relations, in intrapersonal abilities, in naturalistic aware-

ness and skills, and in existential fields. All these pieces of talent and skills are

based on rational thinking and/or knowledge that may be fixed as genetic/

natural or floating as learned and improved by training and practicing.

Yet in addition to all these types of rational intelligence, humans are also

equipped with other types of intelligence that are less rational (e.g., Goleman,

2006). One of them is emotional intelligence which is entirely different from the

other rational types. The construct of Emotional Intelligence (EI) was first

coined by Salovey and Mayer (1990) who defined it as “the ability to perceive

accurately, appraise, and express emotion; the ability to access and/or generate

feelings when they facilitate thought; the ability to understand emotion and

emotional knowledge; and the ability to regulate emotions to promote emo-

tional and intellectual growth” (p. 10). Salovey and Mayer’s (1990) model

assumes that EI comprises of the interrelated skills of self-awareness, managing

emotions, motivating oneself, empathy, and handling relationships. Using quite

a similar definition, Wong and Law (2002) and Law et al., (2004) developed an

ability-based four branch model in which EI is subdivided into four compo-

nents: (1) Self Emotional Appraisal (SEA) – the ability to understand one’s deep

emotions and be able to express these emotions naturally; (2) Others’ Emotional

Appraisal (OEA) – the ability to perceive and understand the emotions of those

people around us; (2) Regulation Of Emotions (ROE) – the ability to regulate

and control one’s own emotions; and (4) Use of Emotions (UOE) – the ability of

individuals to make use of one’s emotions by directing them toward construct-

ive activities and personal performance. Hence, both rational and emotional

intelligence constitute the intellectual individual anchors for an upper level of

intelligence, the one at the collective institutional level.

4.2 Institutional Intelligence (II): Organizational and Regulatory

Institutional intelligence, frequently also named organizational intelligence,

represents the capability of an institution/organization to comprehend and

create knowledge relevant to their goals and markets. It is the intellectual

capacity of the entire organization, built up on its members and overall

resources capacities. Therefore, some studies find similarities between this

type of intelligence and collective intelligence (e.g., Woolley et al., 2010)

which stands for the distributed knowledge or capability in human systems in

which the whole is greater than the sum of the parts (e.g., Kittur et al., 2009;

Woolley, 2011). In fact, institutional intelligence is comprised of both organiza-

tional and regulatory components. The organizational facet refers to any type of

company, firm, or agency, whereas regulatory intelligence is more relevant to

13Can Governance be Intelligent?
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public sector organizations who hold wider responsibilities toward citizens.

Overall, studies suggest that institutional intelligence, both organizational and

regulatory, creates great potential value for companies and firms to figure out

where their strengths and weaknesses lie in responding to change and complex-

ity. As much as governance is concerned, the potential value of institutional

intelligence is by increasing public interest and public goods with better know-

ledge, skills, policy decisions, and public performance that work for citizens in

general, not just for customers in limited markets.

The idea of aggregated intelligence at the institutional and organizational level

goes as far asWilensky’s (1967) pioneering work onOrganizational Intelligence:

Knowledge and Policy in Government and Industry.More than three decades prior

to the digital revolution of the 1990s, Wilensky suggested that strengthening

pluralistic societies must involve the flow of intelligence, mostly in the form of

information relevant to policy. However, such increasing amounts of information

that are assumed to lead to greater intelligence are both a source of power and

a source of confusion and ignorance due to their overload on organizations, on

individuals in and around them, and on governance and the markets. Since the

publication of the book more than half a century ago, the amount of information in

institutions has grown exponentially. But has their intelligence grown as well? The

digital revolution helped institutions (governmental and nongovernmental) to

acquire information, store and restore it in big-date forms, and use it more

effectively. Institutions accumulate and maintain big-data sources and expect

individuals, both inside and outside those institutions, to use them wisely in

making decisions and determining policies. But the crossroads of integrating

individual intelligence with institutional intelligence is far from trivial (e.g., in

HR decisions, in making strategic market or policy choices, in handling customers

and citizens etc.) and becomesmore difficult as the digital gap between individuals

and machines broadens. Humans are not capable mentally and emotionally of

digesting such big amounts of information. They must be supported by machines

that help them understand, interpret, process, and use the data. Machines, on the

other hand, depend on humans to feed themwith effective algorithms, preferences,

selections, and criteria, such that help in making proper use of the data. At the

Institutional level, many organizations are on continuous chase for closing this

gap. But as long as the gap remains significant, overall institutional intelligence

remains behind human intelligence and thus also far from optimal.

Hence, studies in later years developed the idea of institutional intelligence

further with the hope that the gap can be minimized significantly. Glynn (1996)

develops the concept of organizational intelligence as quite similar to innovation

and overall individual intelligence (i.e., as purposeful information processing that

enables adaptation to environmental demands). Organizational intelligence,
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however, is conceptualized as a social outcome and is related to individual intelli-

gence by mechanisms of aggregation, cross-level transference, and distribution of

knowledge. He suggests a conceptual framework that relates types and levels

of intelligence, moderated by contextual factors, to the two stages of the organiza-

tional innovation process: initiation and implementation. McMaster (1996: 3) and

March (1999) build on the institutional theory to see organizational intelligence as

a capacity of the entire corporation to “gather information, to innovate, to generate

knowledge, and to act effectively based on the knowledge it has generated.” This

can be done with internal HR resources or by emulation of other intelligent

institutions. Thus, they suggest that institutional intelligence is getting more and

more critical in the digital age, especially with the rise of artificial intelligence (AI).

4.3 Artificial Intelligence (AI): Data and Technology

Artificial intelligence is the talent we relate to computers, algorithms, and other

machines in our environment. AI is a new generation of technologies “capable of

interacting with the environment and aiming to simulate human intelligence”

(Glikson & Woolley, 2020: 627). These types of modern digital tools use data

(and increasingly bigdata) created and developed by humans in a dual track

method of both processing and producing such data. Yet rich discussion continues

about the option that such machines will develop autonomous intelligence inde-

pendent of the humans that originally created them. This discussion is, however,

at the abstractive philosophical level. Theoretically and practically, we see AI as

referring tomachinesmimicking human behavior in terms of cognitive functions.

In recent years, artificial intelligence has had a tremendous impact on every

field of our life, and on many aspects of governance (Wiltz et al., 2019).

Numerous definitions exist for AI and its different types. They all point to

exceptional capabilities of this technology to help humans understand problems

faster, better, and with greater power.Whereas most studies on AI come from an

applied technological, engineering, or computerized perspectives, others focus

on specific relevancy of AI to subfield of applied sciences such as medicine and

health, psychology, education, management, neuroscience, or environment (to

name only few). In most studies, AI strongly relates with new techniques to

handle big data sources that allow machines and algorithms to develop far-

reaching processing power, tracking, analyzing and especially decision-making

skills with no human hand involved during the process.

Intelligent systems become dominant in our lives. They include variants of

infrastructures, tools and methods of Information technology (IT), Machine

Learning (ML), Deep Learning (DL), Big Data (BD), Open Data (OD), Cyber/

Cyberspace and social media, Mobile Technologies (MT), Internet and

15Can Governance be Intelligent?
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Metaverse, Bots, Robots, and other algorithms. Saghiri et al. (2022) suggest that

as the usage of such intelligent tools and systems increases, the number of new

challenges increases. Among the most significant challenges that are relevant

for governance today are security, privacy, safety, fairness, robustness, and

energy consumption, which have been reported during the development of

intelligent systems. Obviously, AI depends on human intelligence and closely

relates with institutional intelligence. It builds on humans’ capacity to form

such machines and feed them with orders and data, and it feeds back our human

and institutional intelligence with new implications and extensive understand-

ing resulting from this powerful processing capacity of the new technologies.

Thus, the recent development of human-level intelligence cannot be fully

materialized without reliable AI systems.

When taken together, human intelligence, institutional intelligence, and

artificial intelligence are the core concepts on which an interdisciplinary

model of multiple intelligence in governance should be designed. As we tried

to demonstrate so far, these three types of intelligence are closely related,

feeding one other with knowledge, data, and understanding of our complex

public environment. Thus, we postulate our first proposition:

P1: A basic interdisciplinary model of multiple intelligence comprises human

(rational & emotional), institutional (organizational & regulatory), and artificial

(data & technology) intelligences.

5 Toward Intelligent Governance: An Evolutionary Model

The basic interdisciplinary model of multiple intelligence as suggested above is our

starting point of the next steps toward other evolutionary models for intelligent

governance. The three-phase evolution will be presented and rationalized in three

separatemain blocks. First, wewill introduce an interdisciplinarymodel of multiple

intelligence in governance and explain it in detail. Next, we will enrich this model

with additional mediating constructs to create a coupled interdisciplinary model of

intelligence in governance. Based on the coupled interdisciplinary model, we will

explore a third and final evolutionary block of comprehensive model for intelli-

gence in governance. For each model we will also present propositions that more

explicitly foster explanatory relationships which may inspire future studies.

5.1 An interdisciplinary Model of Multiple Intelligence
in Governance

Figure 2 suggests that the basic interdisciplinary model of multiple intelligence

is highly applicable and relevant for governance and public administration.
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We define intelligent governance as a combination of human intelligence (HI),

institutional intelligence (II), and artificial intelligence (AI) for better use of

information, data, and knowledge to improve the effectiveness and efficiency of

government decision-making, policies, and public management. This combin-

ation is not trivial as it brings together different levels of analysis. We acknow-

ledge the obstacles in the social sciences to integrating pieces of knowledge

frommultilevel sources. To do so we must rely on the most basic level of human

intelligence and ensure that it can be elevated to deal with higher levels of

institutional and artificial machine intelligence. We maintain that intelligence in

governance is composed of the previous generic human, institutional, and

artificial elements that not only speak to each other but also directly affect

a variety of governing and administrative entities, agencies, and individuals,

and do so in many ways. The goal of intelligent governance is to advance the

ability of government bodies to solve problems, make informed reliable deci-

sions, and provide quality services to citizens by evidence-based management

of limited public resources. But what exactly does each of the three elements

mean? One approach to answering this question is exploring how one level can

build on the other levels. The next sections elaborate on these questions in two

IntelliGov

Human INT (HI):
rational and emotional

Artificial INT (AI):
data and

technology

Institutional INT (II):
organizational and

regulatory

Figure 2 An interdisciplinary model of multiple intelligence in governance
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parts. First, we carefully look at each layer of intelligence (HI, II, AI) in the

context of governance. Then, we try to explain the meaning of each layer in the

context of the other layers and determine their relevance for the public sphere of

governance and public administration.

5.1.1 Human Intelligence (HI) in Governance

Human intelligence in governance is comprised of both the rational and the

emotional aspects of involving people in public policy and public administra-

tion activities. The rational part of human intelligence in governance is based on

the abilities of civil servants, and of other stakeholders at the economic, polit-

ical, and social spheres to understand problems of public interest, process them

and consider proper solutions to meet public needs and public goals. This

dimension of rationality in intelligent governance strongly relates with several

components of Gardners’ multiple types of intelligence. For example, they

relate with Visual-spatial intelligence as public servants need, at times, to

have spatial judgment of the environment, and the ability to visualize specific

situations and cases with the mind’s eye (e.g., in urban planning, in environ-

mental considerations, in street-level bureaucracy functions). They also relate

with Linguistic-verbal intelligence which deals with the facility and mastering

of words and languages in dealing with written materials on policies and

decisions, in delivering written and oral messages both within public organiza-

tions, and to external audience such as citizens and other collaborators in public

initiatives. Finally, the rational part of human intelligence in governance

involves Logical-mathematical capacities that use logic skills, abstraction,

reasoning, criticism, and mastering numbers when evaluating the social, eco-

nomic, and political costs of public policies and decisions, finance, budgets, and

rational for evidence-based policymaking. Such abilities are important in many

situations asking policymakers and line public managers to deal with proced-

ures and processes in a logical sequence which may be influential in various

public fields, from public healthcare to education, national defence and home-

land security, and all other aspects of tactic and strategic decisions making at the

federal, national, and local governance levels.

Another aspect of Gardner’s multiple theory of intelligence is the emotional

and interpersonal ability that focuses on sensitivity to others’ moods, emotions

and feelings, temperaments, motivations, and ability to cooperate within

a group. The emotional part of human intelligence in governance has been

discussed from at least two perspectives that, despite some differences, have

many similarities. The first perspective builds on studies such as Berman and

West (2008) and Vigoda-Gadot and Meisler (2010) who looked at Emotional
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Intelligence (EI) of civil servants as highly relevant in public administration.

The second perspective used Emotional Labor (EL) as another concept which is

important for better management of public organizations and public personnel

(Guy, Newman, & Mastracci, 2008). EI is a considered distinct construct from

EL. The former may be thought of as the ability to perceive, understand,

appraise, and express emotion, coupled with the ability to generate and regulate

feelings (Salovey&Mayer, 1990;Mayer & Salovey, 1997; Ciarrochi, Forgas, &

Mayer, 2001). The latter refers to “the exercise of emotional skills to get the job

done” (Guy & Lee, 2015: 261). Therefore, the abilities allowing individuals to

perform EL successfully are those grounded in EI (e.g., Hsieh, 2009; Joseph &

Newman, 2010). Both EI and EL play a major role in internal and external

relationships of government personnel with a variety of stakeholders. They

were found to be positively related to various work-related constructs, such as:

job satisfaction (e.g. Vigoda-Gadot & Meisler, 2010; Brunetto et al., 2012),

affective commitment (e.g. Levitats & Vigoda-Gadot, 2017), leadership effect-

iveness (Kotzé & Venter, 2011), well-being (Brunetto et al., 2012), public

service motivation and service quality (Levitats & Vigoda-Gadot, 2017), and

employees engagement (Levitats &Vigoda-Gadot, 2020). It may thus be argued

that EI and EL help foster a more intelligent public sector environment. They

create a positive atmosphere that helps people make better use of the informa-

tion and knowledge around them to improve the quality of their work and their

work outcomes.

5.1.2 Institutional Intelligence (II) in Governance

Despite several significant contributions to the study of organizational intelligence

(e.g., Wilensky, 1967; Glynn, 1996; Smith, 2017) studies in governance, political

science and public administration quite overlooked the potential of inquiring into

governances’ organizational or institutional intelligence. Although institutional

intelligence and organizational intelligence quite overlap, we favor using the

former concept as it better relates with the spirit of governance as bureaucratic in

nature, reflecting the actions of complex public administration agencies and the

public sphere in general. Thus, Institutional intelligence in governance may be

regarded as an extension of the organizational intelligence concept into the realm of

bureaucracies, public agencies, and governing institutions, with a focus on their

unique normative standing as seeking public interests and public goods in modern

societies. It is based on a major theoretical stream of institutionalism in politics,

new institutionalism, and new governance (e.g., March & Olsen, 1984; Ostrom,

1990; Carrigan&Coglianese, 2011). Based on themajor role of administrative and

political institutions in society, institutional intelligence may be defined as the
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broad information and knowledge processing in governmental and semi-

governmental bureaucracies or agencies that produces better learning and coping

mechanisms to deal with public goals. It includes organizational-level understand-

ing of the public interest, the institutional planned and implemented policy aimed at

advancing public goods, and the promotions of public values by regulatory

mechanisms of the institution for better serving citizens and other stakeholders.

Institutional intelligence in governance may thus be seen as built on the

generic concept of organizational intelligence, which is largely a collective

type of intelligence in the workplace (e.g., Woolley, 2011). However, whereas

the organizational factor of institutional intelligence is generic to all institutions,

administrative and governing organizations also hold another form of intelli-

gence that builds on their important regulatory responsibility. The formal

regulatory factor is under the sole auspice of governmental agencies. This is

due to their responsibility to maintain, safeguard, and advance public interests

wherever conventional open markets fail to do so. In such cases, governing

bodies are there to make sure that data, information, and knowledge are used

intelligently for constructive public interests only. Regulation in food and drugs,

healthcare, communication, energy, welfare, and environments protection are

only few territories where governance institutional intelligence dominate and

has no similarity with any other market. To do so, governing institutions are

expected to demonstrate their regulatory wisdom, and maintain institutional

intelligence alongside values such as transparency, accountability, responsive-

ness, and overall responsibility to citizens. These standards are only secondary

within private and for-profit organizations. Nevertheless, studies on govern-

ance’ institutional intelligence are scarce. Studies usually refer to “good gov-

ernance,” “smart governance,” “sound governance,” or “wise governance”

(e.g., Meijer & Bolivar, 2016; Grossi et al., 2020) at the federal, national, or

local levels (e.g., smart cities; Preira et al., 2018) with a goal of explaining what

makes one governmental agency smarter, wiser, and generally better perform-

ing than others. Yet most of the discussion in this filed is oriented toward

technological developments, data-based infrastructures, or cyber and commu-

nication inspirations that explore the capacity of public organizations to govern

data or to apply AI governance tools (e.g., Janssen et al., 2020; Radu, 2021).

Virtanen andVakkuri (2016) suggest that the intelligence of public organizations

is a distributed knowledge system or sense-making community (Choo, 1998;

Tsoukas, 2005). This theoretical view focuses on knowledge resources a public-

sector organization deploys which are created in the process of making sense of the

knowledge. Thus, the intelligence of a public organization comprises both know-

ledge-based decision-making and customer-centered thinking based on the service

mission of governance. Inspired by the idea of collective intelligence in
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organizations, institutional public intelligence draws substance both from within

public agencies (the collective intelligence of public servants) and from outside the

public system (the collective intelligence of stakeholders such as citizens, private-

sector, and third-sector collaborators). To get closer to these goals, institutional

intelligence in governance relies on intelligent structures that allow a smooth flow

of information, intelligent leadership, intelligent procedures, and reliable regula-

tions that protect public interest, public safety, and public welfare. Intelligent

platforms are needed to support flexible and adaptive policymaking. This can be

done by following performance management standards and applying sophisticated

information management tools. In addition, institutional intelligence in governance

comprises citizens-sensitive innovative culture and political wisdom, as well as

a spirit of transparency and accountability to citizens. These factors exist only

marginally or not at all in private-sector organizations.

We thus expect institutional intelligence in governance to use knowledge-

management systems based on triple elements: humans, organizations, and

machines. They should also be comprehensive in the way they take a policy issue

and process it from the initial stage of generating ideas to final stages of implemen-

tation and assessment of results. Hence, institutional-level intelligence in govern-

ance strongly relateswith the field on performancemanagement in the public sector.

It allows analyses of more and less intelligent policies, decisions, knowledge

processing, implementation, regeneration of explanations, and promotion of solu-

tions to new public policy and public management problems. Institutional intelli-

gence in governance builds on intelligent public organizations which are expected

to (1) understand performance-management systems’ logic in terms of how infor-

mationmetrics are linkedwith target-setting in the strategy process, and (2) develop

retrospective and prospective types of performance indicators which can be

deployed in performance metrics and make sure that outcome indicators at the

institutional level really measure the impact of a specific public organization on the

society. Consequently, studies also mention resilience as key feature of intelligent

public policymaking, program implementation and business intelligence of public

organizations (e.g., McManus et al. 2008). Resilience is related with institutionally

intelligent governance, especially during emergency times or global crises when

bureaucracies and public administration play central role in safeguarding the public

interest (e.g., Vigoda-Gadot et al, 2023b).

5.1.3 Artificial Intelligence (AI) in Governance

Over the last decade, studies on AI in governance are on the rise mainly because

of global progress in technology and growing expectations for better govern-

ance performance. AI becomes dominant in almost every field of governance;
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however, our knowledge in this field remains rather limited. Recently, Wirtz,

Langer, and Fenner (2019) used quantitative and qualitative analysis of 189

selected articles to show that the current state of research on AI in governance is

heterogeneous and thematically and methodologically unbalanced. Many stud-

ies on AI in the governance context focus on politics and administration, while

more specific application areas receive less attention. Studies to date focus in

detail on changes to existing government structures, while the creation of

entirely new structures due to new AI technologies is given less consideration.

Henman (2020) suggests that AI arising from the use of machine learning is

rapidly being developed and deployed by governments across the globe to

enhance operations, public services, and compliance and security activities.

He mentions four public administration challenges to deploying AI in public

administration: (1) accuracy, bias, and discrimination; (2) legality, due process

and administrative justice; (3) responsibility, accountability, transparency and

explainability; and (4) power, compliance and control. Another study by

Taeihagh (2021) also suggests that governments are expected to manage and

regulate these socio-technical transitions. Integration of AI in governance may

increase economic efficiency and improve quality of services for better life of

citizens, but this positive impact does not come without a price. Using AI in

governance poses risks, both to bureaucracies in the form of political and

administrative institutions that may become overdependent in AI, and to stake-

holders such as citizens and collaborators with governance who may lose the

human touch with governance. Major risks for the public interest are the misuse

of open and big data sources by unauthorized parties, the risk to privacy and

financial stability at the individual and national levels, and threats like cyber-

attacks by machines on government institutions that may foster conflicts,

instability, and crises within and between nations. Today, AI is largely being

used in the public sector for automated decision-making, for chatbots to provide

information and advice, and for public safety and security. It is implemented

across almost all levels of government functions and especially in public

healthcare (e.g., Panch et al., 2019), in public transportation (e.g., Kumar

et al., 2021), in national and homeland security (e.g., Park & Jones-Jang,

2022), in public education (e.g., Cukurova et al., 2020), and further attracts

more comparative global view (e.g., de Sousa et al., 2019).

Empirical efforts to examine AI in governance provide interesting findings.

Young, Bullock, and Lecy (2019) suggest that public administration research

has documented a shift in the locus of discretion away from street-level bureau-

crats to systems-level bureaucracies. This was a result of new information

communication technologies that automate bureaucratic processes, and thus

shape access to resources and decisions around enforcement and punishment.
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They introduce the concept of artificial discretion as a theoretical framework to

help public managers consider the impact of Al as they face decisions about

whether and how to implement it. Artificial discretion is operationalized by

criteria of effectiveness, efficiency, equity, manageability, and political feasibil-

ity, and findings suggest three principal ways by which it can improve adminis-

trative discretion at the task level: (1) increasing scalability, (2) decreasing cost,

and (3) improving quality. However, artificial discretion raises serious concerns

with respect to equity, manageability, and political desirability and feasibility.

De Sousa et al. (2019) conducted a literature review on AI in the public sector

and show that public service, economic affairs, and environmental protection

are the functions of government with the most studies related to AI. They

suggest that policies and ethical implications of the use of AI permeate all layers

of application of this technology and the solutions can generate value for functions

of government. Quite in the same vein, Wang, Xie, and Li (2024) use Simon’s

decision-making theory to compare the effects of AI versus humans on discretion,

client meaningfulness, and willingness-to-implement. They examine the moderat-

ing role of different types of decisions andfind thatAI usage has a negative effect on

perceived discretion and a positive effect on willingness-to-implement. Conversely,

they conclude that non-programmed decisions tend to have a positive effect on both

perceived discretion and willingness-to-implement.

Some studies are more positive about the impact of AI on governments

outcomes. They argue that public institutions should take advantage of the

technological revolution not only to renew their technical capacity, but especially

to handle conceptual and organizational problems (e.g., Mikalef et al.,

2022). Artificial intelligence and robotics can be the drivers of radical institutional

and organizational reforms and strategic changes in public and governmental

institutions. Beyond speeding up processes and improving efficiency AI may

create a paradigmatic revolution in different models and cultures of the adminis-

tration (bureaucratic, managerial, regulatory, and governance) to achieve greater

institutional strength. AI and intelligent robotics may foster a solid bureaucratic

model that is objective, neutral, fast, and efficient, and at the same time avoiding

negative impacts such as excessive rigidity and corporate drifts (bureaucracy

without bureaucrats). As a result, new models of public administrations will

become more intelligent and democratic, collaborative, creative, and innovative

but also solid, predictable, and constant. Hence, the success of governance and

administration of the future largely depends on its institutional wisdom and

intelligence capabilities, as supported by vast AI infrastructures

Recently, O’Shaughnessy et al. (2022) used SEM technique to examine

underlying factors and mechanisms that drive attitudes toward the use and

governance of AI across six policy-relevant applications. They used surveys
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of both US adults (N = 3,524) and technology workers enrolled in an online

computer science master’s degree program (N = 425). Findings revealed that the

cultural values of individualism, egalitarianism, general risk aversion, and

techno-skepticism are important drivers of AI attitudes toward government

and that experts are more supportive of AI use in governance but not its

regulation. Bullock (2019) found a relationship between AI, discretion, and

bureaucracy. It was argued that AI, as an advanced information communication

technology tool (ICT), changes both the nature of human discretion within

a bureaucracy and the structure of bureaucracies. The complexity and uncer-

tainty they fuse into administrative systems redefines tasks and responsibilities

and thus discretion and decision-making are strongly influenced by such intel-

ligence. Therefore, the improvements in AI can help improve the overall quality

of administration.

In view of the above accumulated knowledge, we suggest that better under-

standing intelligence in and around governance calls for an integrative look into

the essence of this concept, one that interrelates HI, II, and AI in governance.

Thus, overall intelligence in governance is affected by human, institutional, and

artificial factors that are positively related with each other and altogether make

an integrative impact on governing bodies. The main challenge in this context is

combining knowledge about intelligent governance from different levels of

analysis. Human intelligence is at the root of science and knowledge. Without

it, none of the other levels of intelligence would have emerged. People accumu-

late knowledge, create institutions, and produce machines. They allow all other

types of intelligence to develop and grow. Therefore, we build on the individual

level of analysis as the critical source of intelligent governance. Thus,

our second proposition is an extension of the first proposition into the realm

of governance and suggests that:

P2: Intelligent Governance is positively affected by human (rational& emotional),

institutional (organizational & regulatory), and artificial (data & technology)

intelligences.

5.2 A Coupled Interdisciplinary Model of Multiple Intelligence
in Governance

Figure 3 takes our evolutionary model one step forward by focusing on the

coupling role of three new elements: Social Intelligence (SI), Human‒Machine

Interaction Intelligence (HMII), and Business Intelligence (BI). We will argue

that these mid-range types of intelligence are important mediators between core

intelligent elements of HI, II, and AI, and that they help in better understanding
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how overall intelligent governance is structured and how it evolves. First, we

start by briefly reviewing the meaning and scholarly knowledge about each one

of these elements. Next, we will explain how each one serves as mediators in the

evolving model.

5.2.1 Social Intelligence (SI) in Governance

Social and interpersonal intelligence was part of Gardenr’s original model of

multiple intelligence. However, it was mentioned many years earlier by Hunt

(1928) as a major component of human skills. According to Hunt’s study social

intelligence is the capacity to deal with people and social relationships. Later

studies suggested strong anchors to this idea in the theory of mind which reflects

the capacity of humans to understand others using mental models and interpret-

ation of beliefs, desires, intentions, emotions, thoughts, and behaviors (e.g.,

Baron-Cohen, 1991). These are evident in people but also in other species (e.g.,

Apperly & Butterfill, 2009). It can be assessed by various social abilities such as

observing human behavior, understanding social situations, and the general

Social INT
(SI)

Human INT (HI):
rational and emotional

HMI INT 
(HMII)

Business
INT (BI)

IntelliGov

Institutional INT (II):
organizational and

regulatory

Artificial INT (AI):
data and

technology

Figure 3 A coupled interdisciplinary model of multiple intelligence in

governance
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talent to constructively get along with other individuals within formal or infor-

mal groups. Such social skills are based on various capacities to understand

facial expressions, recognition of the mental state of the speaker, memory for

names and faces, and sense of humor. Thus, social intelligence represents the

capacity to know oneself, to know others, and to effectively manage relation-

ships with others. Therefore, studies also suggest understanding its meaning

through the concept of collective intelligence in humans (e.g., Bloom, 2000;

Kittur et al., 2009; Woolley et al., 2011). All these ideas are univocal about

social intelligence being a learned skill which is gradually developed over time,

from experience with social interactions with others. It is a learned ability to

understand self-actions and the responses of others to one’s actions. As such, it

is significantly related with the emotional aspects of intelligence in governance

such as EI and EL. Goleman (2006) further used social neuroscience research to

propose that social intelligence is made up of social awareness (including

empathy, attunement, empathic accuracy, and social cognition) and social

facility (including synchrony, self-presentation, influence, and concern).

Hence, it implies that our social relationships have a direct effect on our mental

and physical health, as well as on our burnout and resilience. The deeper the

relationship the deeper the impact. Effects include blood flow, breathing, mood

such as fatigue and depression, mental stress and distress, and weakening of the

immune system.

It is not hard to see how all these symptoms are relevant to the arena of citizens-

governance relations in many cases of interactions with public authorities, both

physically and digitally. Thus, social (or interpersonal/collective) intelligence in

and around governance institutions constitutes unique meaning. The social envir-

onment of governance and the individuals working for governance and around it

is complex. Many stakeholders interact with each other and with government

officials to create value for the public. During these interactions, citizens fre-

quently experience frustration rooted in dealing with long and tedious bureau-

cratic procedures. Public servants, and especially street-level bureaucrats,

experience burnout resulting from intensive interactions with highly demanding

citizens. Within the new public management spirit, these social interactions of

street-level bureaucrats with citizens-as-customers result in stress and tension for

all the involved parties. Thus, social intelligence, infused by both rational and

emotional human facets, becomes essential in better dealing with such conflictual

relationships (e.g., Eshuis, de Boer, & Klijn, 2023).

Moreover, the interactions among these individuals and between them and

formal authorities requires skills and talents that are beyond conventional

capacities in daily social interactions. For example, SI in governance involves

the effective use of influential political skills, the implementation of negotiation
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abilities, and the need to build coalitions to support one’s opinion or ideas (e.g.,

Vigoda-Gadot, 2007). These are essential in any organization but are extremely

important when policy is formatted and developed at the national and local

level. Jean Piaget suggested that intelligence is not a fixed attribute, but

a complex hierarchy of information-processing skills underlying an adaptive

equilibrium between the individual and the environment (Piaget, 1972). As the

environment of public organizations and governance is highly complex and

requires specific political talents, social/interpersonal/collective intelligence

becomes an essential mediator between the individual and the bureaucratic

institution. Since low socially intelligent individuals may not have skills neces-

sary to communicate with citizens and/or co-workers, they may be more

successful with public jobs of minimal interactions with others. On the other

hand, socially intelligent individuals may be an asset for governance, especially

as street-level bureaucrats (to reduce tension with citizens) or as policymakers

(to effectively lead groups into their missions). They may be highly productive

in jobs that involve direct contact and communication with citizens and other

stakeholders (Lavee et al., 2018). They may work exceptionally well and

exhibit high public service motivation (Rauhaus, 2022) when working with

others, and positively affecting them. Finally, as SI skills may decline in

the digital age due to lower levels of conventional social interactions, govern-

ance may be affected as well. Since SI is a learned practice, it is a major concern

for public organizations who manage relations with the public. Thus, govern-

ance should care about minimizing deficiencies in SI among both service

providers and policymakers on one hand, and on the other hand among service

recipients and interactors with governmental authorities.

5.2.2 HMI Intelligence (HMII) in Governance

Interactions between human intelligence andmachine intelligence is a fast-growing

field of study named HMI (Human‒Machine Interactions). Understanding and

developing new devices and architectures relating machines capacities with

humans needs, expectations, and skills is almost a discipline of its own, rooted in

the crossroad of engineering, natural, and exact sciences on one hand, and on the

other hand social and behavioral sciences (e.g., Singh & Kumar, 2021). With the

rapid penetration of technology to governance at all types of services, jobs, and

policy levels such an interaction may become a crucial factor affecting citizens’

satisfaction, trust in governance, the effectiveness and efficiency of policies, and

many other public values, outputs, and outcomes.

When speaking about intelligent HMI, studies break new ground to another

type of intelligence, one that builds capacities not independently for the machine
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or the human, but rather for the systems and interfaces that relates them. Studies

suggested that the idea of intelligent interfaces appeared at the beginning of the

1980s and was defined as those systems that provides tools to help minimize the

cognitive distance between the mental model that the user has of the task and the

way in which the task is presented to the user by the computer when the task is

performed (Hancock & Clugnell, 1989; Kolski & Strugeon, 1998). Studies on

HMI intelligence have expanded since then. More recently, these capacities have

evolved and are described as Intelligent User Interfaces (IUIs). They generate

HMIs that seek to improve the efficiency, effectiveness, and naturalness of

human‒machine interaction by representing, reasoning, and acting on models

of the user, domain, task, discourse, and media (Concalves et al., 2019). They use

AI, Human‒Computer Interaction (HCI), Software Engineering (SE), and other

techniques to promote more natural and usable HMI. Such interfaces are strongly

anchored in software systems, capable to intelligently adapt themselves to their

users (Sanchez et al., 2017). For this, the behavioral characteristics of the users are

stored in different models such as user model, device or platform model, envir-

onmentmodel, interactionmodel, taskmodel, and others (Concalves et al., 2019).

Thus, IUIs change their behavior according to the models to adapt to a person or

task or, more generally to the context (Ross, 2000).

The relevance of IUI to governance is clear. As we demonstrated earlier,

governing organizations and public agencies rapidly adopt digital tools and

methods in all areas of public service. One example is the use of intelligent

tutorial systems in education (e.g., Schuller, 2015), but also in policymaking, in

street-level bureaucrats’ activity, and in other territories of public interest.

Intelligent User Interface in governance is well demonstrated by the need to

be flexible with service receivers and adopt to social norms and human behavior

that are going through rapid change vis-à-vis the digital transformation in

governance. Examples for the potential impact of IUI in governance are

many. How people respond to the use of cameras in public spheres depends

on time, context and the people themselves. Citizens dealing with bots, robots,

and algorithms instead of face-to-face interactions with public servants may

respond differently based on the situation, type of interaction, mood, and

environment. Other questions emerge as well: What is the impact of such

IUIs on citizens’ trust in governance and on civil servants’ approach and

treatment of citizens? Can we develop flexible enough IUI systems to deal

with changing audiences, situations, and contexts in public spheres like social

services, education, public health, public safety, environmental contexts, etc.?

How potential answers to these questions differ across ethnically diverse

people, nations and cultures? And what about our specific trust in these intelli-

gent technologies and interfaces? This later question was recently discussed by
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Glikson and Woolley (2020) who suggested that the form of AI and interface

representation (robot, virtual, and embedded) and its level of machine intelli-

gence (i.e., its capabilities) is an important antecedent to the development of

users’ cognitive and emotional trust. Nevertheless, we currently remain quite in

the dark when trying to answer most of the above questions and concerns.

A major step forward, however, is the consideration of HMII and IUIs as part of

the bigger puzzle of intelligence in governance.

5.2.3 Business Intelligence (BI) in Governance

Alongside the previously discussed mediating components of intelligence (i.e., SI

and HMII) there is an additional facet that deserves our attention. This is Business

Intelligence (BI) which appears to mediate between Institutional Intelligence (II)

and Artificial Intelligence (AI). The term business intelligence represents know-

ledge and understanding of the interconnections between bureaucracies and

machines in any organization, and even more profoundly in the public sphere.

Thus, at times, BI is considered similar with organizational intelligence. However,

BI is in fact a very specific type of intelligence that combines organizational and

digital capacities at the institutional level. BI is usually defined as strategies and

technologies used by enterprises for the data analysis and management of busi-

ness information. It is a managerial philosophy and a tool used to help organiza-

tions manage and refine business information with the objective of making better

decisions (Gilad & Gilad, 1986). More recently Smith (2017) suggested that des-

pite some bad connotation we frequently relate to social and organizational

institutions (e.g., as typically overloaded with red-tape and lacking enough sensi-

tivity to individuals), they all carry vital business and managerial intelligence that

may benefit us. He defines such intelligence roughly as the wisdom of working

effectively within an organization. Today, such wisdom heavily relies on technol-

ogy and information systems. In every institution, leaders, directors, executives,

board members, key stakeholders, and employees interact in many ways. Such

interactions involve more and more technology and computerized data. The more

constructive this interaction is for the greatest benefit of all involved, the greater

the business intelligence of the entire institution.

Thus, BI is strongly affiliated with the new digital revolution and with

computerized data-based tools, and the capacity to use them for business and

management goals. Examples for BI are many and vary across organizational

functions such as finance, marketing and sales, customer/citizens’ services,

HRM, and operation. They build on four main pillars: (1) big data from

a variety of sources that are centralized and accessible; (2) business analytics

and data management tools and expertise to analyze the data and produce
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desirable outcomes; (3) business and management tools to monitor and analyze

progress toward specific goals; (4) a wise user interface for quick access and

use. Thus, problems such as targeting specific populations and markets, finding

sources for technical or other professional support among other stakeholders,

and analyzing environmental hazards are typical for business intelligence use.

Recently, Talaoui & Kohtamaki (2021) review 120 influential articles over

a course of 35 years to provide an integrative view of this type of intelligence.

They found eight dimensions of antecedents that contribute to BI: environmen-

tal; organizational; managerial; individual; BI process; strategic outcomes; firm

performance outcomes; decision-making; and organizational intelligence.

Business Intelligence and its eight dimensions of antecedents are highly

relevant for governance. They involve managerial and administration values,

and a business-technology spirit that allows problem-solving orientation of public

service employees. Business Intelligence is useful for public management tech-

niques and the use of data and information in managing people and improving

services for citizens. This data is growing rapidly into Big-Data, and similarly BI

in governance becomes more and more important. Furthermore, it well integrates

into the NPM and post-NPM doctrines by implementing new data sources to

acquire greater performance, more understanding of citizens expectations, and

improvement of responsiveness, accountability and transparency of information

and knowledge in a business-like governance. It is different from II on one hand

and, on the other hand from AI as it combines the knowledge gained in both to

allow constructive operation of bureaucrats at all levels (policymakers, middle

management staff, and street-level bureaucrats). Studies on BI in a global context

also identify the impact of cultural diversity and values which may be highly

influential in the governance context (e.g., Munoz, 2018). In such an environment

BI brings together knowledge accumulated at the institutional level of policy-

makers, mission groups and thinktanks of specific cultures, with the knowledge

and data provided by machines and algorithms in those cultures, for the agile and

effective running of bureaucratic systems.

Based on the review, rational, and synthesis suggested so far, we postulate the

third proposition in three subset parts.

P3a: Social Intelligence (SI)mediate the relationship betweenHuman Intelligence

(HI) and Institutional Intelligence (II) in governance.

P3b: HMI Intelligence (HMII) mediates the relationship between Human

Intelligence (HI) and Artificial Intelligence (AI) in governance.

P3 c: Business Intelligence (BI) mediates the relationship between Institutional

Intelligence (II) and Artificial Intelligence (AI) in governance.
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6 IntelliGov: A Comprehensive Interdisciplinary Model
of Governance Intelligence

Figure 4 presents a final stage of our evolutionary modeling. It explores the

IntelliGov model, which is a comprehensive interdisciplinary framework for

multiple intelligent in governance. IntelliGov builds on the previous mid-range

models and the conceptual arsenal on variants of intelligence from diverse discip-

lines. Following Gardner’s (1983) multiple intelligence framework and adjusting

it to governance we define IntelliGov as the integration of HI, II, AI, SI, HMII, &

BI for better public management and policy in and around governing institutions.

This final stage of model construction adds another loop to the previous models

suggesting significant reciprocal interrelationships between HMII, SI, and BI, and

a direct effect of each one of them on IntelliGov. To explore these interrelation-

ships further we try to rationalize on each one of them separately. Let us examine

the HMII←→ BI, HMII←→SI, SI←→BI relationships.

First, we expect that HMII will be positively related with BI. The rational

is based on the idea that HMII may contribute to the institutional business

Human INT (HI):
rational and emotional

Social INT
(SI)

HMI INT
(HMII)

IntelliGov

Business
INT (BI)

Institutional INT (II):
organizational and

regulatory

Artificial INT (AI):
data and

technology

Figure 4 A comprehensive interdisciplinary model of multiple intelligent in

governance (the IntelliGov Model)
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capacities of learning, better management, and better decisions at the

institutional level, by using IUI and intelligent technological interfaces as

a source of tutoring, data and information that works well with humans

(e.g., Schuller, 2015). Improving the interface with humans is at the heart of

IUI and HMII, and governance is seeking such better interface as well.

Thus, HMII and BI are mutually inspired. The use of HMII for strengthen-

ing BI can be done in many ways. One example is improving decision of

policymakers at the institutional level using intelligent devices and know-

ledge that maximizes the fit between individuals and machines (e.g., Kumar

et al., 2021). Another way is better analyzing the environment of public

organizations using HMII and translating this analysis into business advan-

tages that minimizes expenses for governance. The relationship may also

work in the counter direction where BI supports the development and

integration of HMII strategies and devices in governance, and by so doing

improves the interfaces between digital technology and individuals (public

employees, policymakers, and citizens). Business Intelligence strategies

may thus help improve HMII by providing better insights on the way

humans (employees, citizens, other stakeholders) interact with machines,

their difficulties and expectations in such interactions, and the ways to

overcome such barriers. Hence, if any significant policy direction (e.g., in

healthcare, education, welfare or homeland security) will consider both BI

and HMII elements, the public interest will benefit.

Next, we expect that HMII will be positively related with SI. Highly intelli-

gent social environments in public spheres may significantly contribute to better

HMII through the process of mutual learning. HMII may be advanced only

thorough better knowing how to deal with others and how to adapt to social

situations and to the emotions of individuals operating within groups in public

spheres. The interaction of intelligent machine (and intelligent machine inter-

faces) with humans has potential significant meaning for social environments in

which both machines and individuals operate. We expect that those individuals

expressing high interpersonal intelligence in connecting with other humans will

also be those that know better how to develop highly intelligent HMI strategies

and technologies. As such, they will contribute to improving HMII, and also

help in learning how to use them better. Similarly, a relationship in the counter

direction may work as well. Those highly intelligent HMI strategies and

interfaces may help in furnishing more intelligent social environments. They

encourage individuals to become socially and emotionally wiser by learning

form others (including from machines themselves), being sensitive to other

individuals’ views and behaviors. This can be gained by adapting to new social

norms in the presence of machines and various digital governance elements, by
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improved regulations, and by flexible codes of behavior that deem required by

others in such spheres (Wirtz et al., 2019). Moreover, when intelligent machines

are integrated in governance for better management and wiser policies, the

social environment of these organizations benefit from the flow of data and

information and from the richness of digital machine intelligence. Thus, we

expect that in the presence of HMII social intelligence in governance will be

first challenged, and finally improved. Integrating learning computers and

algorithms may better predict potential hazards in ongoing policies, and it

may help decision-makers to better assess potential risks and barriers in future

policies that involve larger number of stakeholders and individuals, sizeable

investments, and potential risks. The social intelligence, on the other hand, may

contribute to better designing those intelligently learning machines and IUIs. It

can do so by employing collective knowledge, skills, and experience to train and

teach the HMII systems. Such training of machines may be in the form of new

artificial intelligence tools (e.g., ChatGPT, Brad). Thus, the HMII-SI relation-

ship may as well be constructively bidirectional.

Finally, we also expect a similar bidirectional relationship between SI and BI.

We argue that highly intelligent social environments in public spheres are

necessary to build better business intelligence. This rational is based on

Muntean et al. (2014) idea that social intelligence and business intelligence

interrelate and are fundamental for policymakers. The relationship may work in

the opposite direction as well. Governance that succeeds in establishing greater

BI may be more open to the idea that SI among individuals is important. Thus,

both SI and BI potentially interrelate in facilitating better services to citizens

and improving public outcomes. For example, highly BI governance will be

more likely and capable to encourage the recruitment of socially intelligent

public servants, developing their skills and talent as another tool for maximizing

public impact and public interests. SI may contribute to elevating BI to a higher

level by using the collective interpersonal knowledge of individuals and gov-

ernment stakeholders to improve management of information and knowledge

systems in bureaucracies. In return, this upgraded and improved handling of

information and knowledge at the business level may advance social intelli-

gence because groups and teams may use the acquired BI systems in daily

decision-making and policy formation. That is, SI may benefit from BI as much

as BI builds and rely on greater SI. Another example may be using extensive BI

systems in public education and in school management for strengthening

performance via constructive social ties among students, teachers, and parents.

The opposite direction may be the advancement of BI systems in schools based

on the knowledge and information accumulated from social circles such as

groups of students, teachers, and parents. These may enrich understanding on
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how the goals of the entire school may be better achieved and linked to business/

managerial rational.

In sum, we argue that the IntelliGov model reflects how various types of

intelligence interact with each other and altogether may affect governance and

its policies. IntelliGov looks at HMII, BI, and SI as mutually and positively

related, and as affecting the overall governance intelligence in many ways that

still await to be explored. We therefore suggest P4 as follows

P4: Social intelligence, human-machine intelligence, and business intelligence

are positively related. Togetherwith other types of intelligence (human. Institutional,

artificial) they positively affect IntelliGov.

7 IntelliGov in the Digital Age: How Technology Revolutionize
Governance Intelligence

7.1 Evolving Artificial Intelligence: From Bits to Metaverse

Perhaps the greatest change in governance intelligence of our era is becoming

more and more digital based. Digitization is probably the fourth transformative

industrial revolution in human history (Awan, Sroufe, & Shabbaz, 2021). It is

enriched with sophisticated artificial and technological innovations that

together with information society platforms, dramatically alter many aspects

of modern life. The rise of machines and algorithms is discussed and examined

in growing number of studies that advance along philosophical discourse and

more empirical research (e.g., Asgarkhani, 2007; Gil-Garcia, Dawns, & Pardo,

2017). All studies point to the major role of governments and a variety of public

administrations organizations and agencies in this revolution, both as active

players, as passive observers, and as intermediate bridging actors. They pro-

mote and support research and development in this arena, finance many of these

initiatives, regulate their emergence and operation, and use its outcomes in

a variety of fields and territories (Dunleavey et al., 2008; Coglianese & Lehr,

2017). Moreover, the artificial/digital revolution generates new power bases in

society with which governance need to deal (e.g., virtual communities, crypto

coins, and international networks of knowledge). On one hand, this revolution

redefines old liberal and democratic rules and values, but on the other hand it

also urges greater government regulations and interventions to safeguard public

interests and the public good (e.g., Moore, 2019). In many ways the digital age

of governance ultimately reformulates the meaning of intelligence in public

spheres. It reconstructs the relationships between governments and citizens and

intensifies the adoption of digital tools and technologies aimed at improving

public sector performance and overall wisdom to act for the public, with the
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public. In that sense, knowledge by artificial tools and digital platforms

becomes a crucial facilitator and driver of more intelligent governance.

Moreover, the digital age transforms the meaning of intelligence in general,

and specifically the meaning and essence of IntelliGov, in ways we have never

seen before. The development and use of nonhuman vehicles to acquire infor-

mation and knowledge, and further improve physical and cognitive skills seems

to dominate today’s policies and decisions in almost every segment of govern-

ance activities. The process toward such domination advanced over decades.

Artificial intelligence in governance and in public management has gone a long

way since the first use of digital bits during the technological revolution of the

information society in the late 1970. Today, more than four decades later, we

witness straight talks about bots, robots, e-government and e-democracy, and

inspiration goes as far as metaverse government (Wyld, 2010; Hudson-Smith,

2022). Endless sources of information and knowledge on the Web, combined

with unimaginable ways to store and recall them anytime, anywhere, and for

anyone create new types of governance, administration, and management of

public spheres. In that sense, governance and public management of the third

millennia is largely intelligent in the sense that it adopts, use, and advances

digital tools for knowledge and decisions, more than any time before in history.

To understand how we have come so far it is important to look into three major

waves of change that affected the intelligent governance of our times.

7.1.1 Intelligent Governance and Public Management: Digitization in Three
Waves

Intelligent governance and public management are related along three evolu-

tionary waves: The first one in the middle 1970s, the second around the early

1990s, and the third one at the beginning of the 2000s and until our times.

The roots of change may be tracked back to the emergence of classic public

management around half a century ago. In its first evolutionary wave, public

management was heavily inspired by widespread global market orientations,

a strong neo-liberal ideology, and greater ambition to increase performance and

promote a business-like public sector (Vigoda, 2002; Raadshelders & Vigoda-

Gadot, 2015; Young et al., 2020). However, many digital transformations of

early days, especially during the late 1970s and 1980s, were premature and

perceived suspiciously as unsustainable, unrealistic, or simply too hard to adopt

(Katsonis & Botros, 2015). Nonetheless, this first wave of digitization allowed

extension of knowledge and information in new ways that were never available

before. In fact, these were the seeds of a much greater change in the coming

years and the first step toward new types of intelligence in governance. The
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intellectual avenues of NPM and businesslike governance paved the way to

greater openness, growing creativity, adaptation of technological innovations,

long-range planning, extensive entrepreneurship spirit, and far-reaching mod-

ernization that allowed the rise of networks digitization as a second wave of

public management revolution, and the artificial machine digitization as a third

wave of transformation.

First wave: Governance through advanced public management was the

beginning of intelligent governance in the digital era. It evolved dramatically

since the mid-1970s with liberal thinking about better managed governance that

should build on open channels of knowledge and information, especially in

relation with the business sector. Similarly, better performing governance based

on wiser management ideas has become the holy grail of markets and con-

sumerism. Moving from conservative public management to New Public

Management, Post-NPM, co-production and co-creation governance, and

New (public) Governance (e.g., Osborne & Gaebler, 1992; McMullin, 2021),

we have witnessed continues change and progress in research and practice with

critical meaning to all modern nations (Vigoda-Gadot, 2009; Raadschelders &

Vigoda-Gadot, 2015). The rise of public management in the late 1970s later

resulted with the emergence of digitized government or the e-governance era

(Dunleavy et al., 2005; Katsonis & Botros, 2015). The first wave was therefore

ideological by nature, but lacking much of the reliable technological tools that

became available only around two decades later. Katsonis and Botros (2015)

pointed to the interest in e-government in the 1990s as occurred during the era of

NPM. NPM’s major principles focused on managerialism, decentralization, de-

bureaucratization, downsizing government, privatization, and outsourcing, with

the hope that they will elevate public administration and policy into a better

level of performance and service delivery (Osborne & Gaebler, 1992; Vigoda-

Gadot & Mizrahi, 2014). These principles were strongly rooted in economic

rationalism, strive for public agencies’ effectiveness, efficiency, economy, and

overall performance. Principles underpinning the NPM included contestability

in the delivery of public goods and services, and a shift from inputs to outputs

with greater attention to performance indicators (Gahan, 2007). Digitization

was a perfect fit to those ideas. It allowed a bridge between eutopia and reality

with technology as a facilitator of vision.

Second wave: During the early 1990s, and alongside flourishing NPM ideas

and practices, internet tools and information applications entered the government

arena. Whereas the first wave was ideological by nature, the second one was

largely initiated by rapid technological changes, the inventions of personal

computers and mobile technologies, and the rise of the open society and open

data platforms. Katsonis and Botros (2015) pointed to the interest in
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e-government in the 1990s as occurred during the era of NPM. Information and

communication technology (ICT) was rapidly evolving and reached maturity in

terms of the markets. It was intensively used as a vehicle to better efficiency,

reduction of costs and public expenses, and greater accountability and productiv-

ity. Work processes benefitted from ICT and led to modern human resource

management, new and inspiring ways to improve quality of services, and finally

also to the emergence of ‘e-government’. According to the OECD (2003, 2009),

e-government was defined as having online internet services and activities, the

use of ICTs in government, and the capacity to transform public administration

using ICTs, but mostly with static and uni-directional internet technology (e.g.,

websites and emails). These ‘read-only web’ technology enabled the basics of

electronic communication and dissemination of information with very little user

interaction or content contribution (Aghaei et al., 2012). This stage was also

defined as the Web 1.0 generation. Thus, e-government significantly contributed

to governance intelligence but did not achieve the expected outcomes given its

limited interactive capability (Katsonis & Botros, 2015). Furthermore, its impact

on individuals was not systematically studied and explanatory models on the way

digitization affects human mentality, knowledge, emotions, attitudes, behaviors,

and values was still scarce at that stage. Whereas technology and digitization

advanced rapidly, interfaces with human intelligence were only slowly progress-

ing and overall governance intelligence remained lagging behind. Similarly,

extending our knowledge on intelligent governance was also limited and only

made its first steps.

Third wave: Public management and governance of the late 1990s and early

2000s opened the gate to a third wave of digitization with new ideas on public

reforms and social progress (Dunleavy et al., 2005; Katsonis & Botros, 2015).

The third wave came with increasing maturity of social media technologies,

new tools and strategies of big data accumulation, and both hardware and

software developments that allowed greater storage and faster use of informa-

tion. All these are crucial for intelligent humans and nonhuman systems. With

such capacities, government and governance had the chance to become wiser,

smarter, and overall better than ever before in history simply due to huge

amounts of information and knowledge that could now be used to maximize

the public interest. Moreover, mobile technology became available to almost

every individual in every point on the globe. They accelerated the spread of all

types of information and knowledge and allowed intelligence to be transferred

and shared in zero-time slots. The information society has now been equipped

with highly sophisticated information technology (IT) which boosted the

expansion of mass media and social media tools and infrastructure. The result

was an unimaginative reality of bots, robots, and algorithms that entered daily
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lives of almost every individual on earth. Since that time, these changes also

play growing role in public policy formation, assimilation, and delivery.

Greater sophistication of computer-based and mobile technologies further

redefined citizens and governance relations. Together with fast adjusting human

skills to such capacities, machines were also thought to better adapt to humans

in many public services. Consequently, intelligence around governance was

infused by ideological change among policymakers and other key stakeholders

in and around public organizations. These greater openness of minds allowed

entrance of machines and new-age algorithms into daily work of public ser-

vants. Larger number of open information platforms (e.g., emails, social media,

large files exchange, bigger capacity of memories, sophistication of hardware

and software platforms) allowed faster and more extensive transfer of data,

sharing of ideas, innovations and skills, and extension of knowledge and

experiences at all levels of government. Consequently, since the early 2000s

we have witnessed rapid transition from human-based intelligence in govern-

ance to artificial machine-based intelligence. Public management was also

enriched with new human‒machine interaction (HMI) style of governance

intelligence. Studies suggested that if intelligence is related with new know-

ledge, the centers of knowledge have started to shift from humans to machines

and algorithms, from individuals to computers, and especially to the interfaces

that relate them. This transition was accompanied by a variety of dilemmas such

as questions of strategic development in governance and in public administra-

tion (when and in what form to use the new tools of intelligence and HMI

interfaces), practice (how to use these tools), and ethics (what may be the moral

impact of using such tools). Overall, it seemed that the fields of governance,

public administration, and public management struggled with growing chal-

lenges and barriers to co-creation and innovation that called for even more

intelligent solutions (Torfing et al., 2021).

The rise of machines such as bots, robots, and algorithms in the first two

decades of the twenty-first century is at the heart of the third wave of digital

transition that lasts even today. Machines based on high-technology within

governance use big-public-data and multisource information systems gradually

penetrate the public sector and dramatically change governance and nonprofit

sector activity in many ways. Katsonis and Botros (2015: 43) describe it as “a

corresponding shift from e-government to Government 2.0 with the application

of Web 2.0 tools and principles to the public sector and public management.”

The third wave of digitization in governance uses Web 2.0 technologies which

became more dynamic and socially oriented. It allows people to collaborate and

share information online through tools such as blogs, wikis, RSS feeds, tagging,

and other social media and social networking platforms. It enables read-write
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properties and harnessed the collective intelligence of users in sites such as

Wikipedia, Flickr, and YouTube (O’Reilly, 2005). Government 2.0 also pave

the way to greater direct citizen engagement in governments decisions and

services and more extensive and authentic participation in public policy and co-

production activities, also known as e-democracy. In that regard, greater col-

lective intelligence is encouraged and promotes the public interests.

Simultaneously, greater pressures for open access to public sector information

and data emerged. Public sector values of collaboration, transparency, open-

ness, and authentic engagement of both service receivers and service providers

in governments decisions and actions was brought to the forefront of public

deliberation. Digitization, information, data, and machines in the forms of bots,

robots, and algorithms dramatically changed the way government interacted

with the community, shared information, and achieved better outcomes for

citizens (Victorian Government, 2010). Nevertheless, although this stage

undoubtedly affected individuals in many ways, empirical research about the

relationship between artificial intelligence of the third wave of digitization, and

intelligent governance as a generic theme remained scarce.

Our times and the next waves: Today, the intelligence of governance calls for

reconstruction and redefinition of theoretical borders, and for reevaluation of

concepts, antecedents, and impacts of what we define as IntelliGov. Governance

is increasingly built up on machine power. Artificial intelligence by machines is

involved in almost every segment of public activity and together with human

intelligence have growing impact on policies, management and overall proced-

ures and processes in governance. Robots are part of daily routines in healthcare

and in public hospitals services; cameras and sensors are spread in urban spaces,

across communities and along transportation lines; biometric systems monitor

borders, data and finance transaction with governance; algorithms control

education, welfare, culture and environmental initiatives; community safety

and communication channels are daily assessed and evaluated by governance

computers and tracking systems. Only recently we were introduced with tools

of artificial intelligence like ChatGPT and Bard that allow both public institu-

tions and individuals to build skills and infrastructures of knowledge that are

beyond anything produced independently before by either humans or machines.

These capacities have major implication for future overall governance intelli-

gence. They may be used to help policymakers in deciding better (e.g., Giest,

2017); they may assist bureaucrats (and street-level bureaucrats) in providing

better services (e.g., Considine et al., 2022); they may extend the control and

auditing circles and allow better supervision of governments outputs (e.g., Hunt

et al., 2021); and they may take the lead in interacting with citizens and other

stakeholders (e.g., Criado & Villodre, 2021). One of the fields that is leading
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these processes is national security and defense, where artificial and digital

intelligent systems are intensively replacing humans in a variety of missions

related with homeland security and military actions in land, marine, and air

combat zones (e.g., Horowitz, 2020; Gomez & Whyte, 2021). Artificial intelli-

gence is also increasingly used in diplomacy and foreign affair tasks (e.g.,

Adler-Nissen & Drieschova, 2019), healthcare, education, welfare services,

and other public services. Overall, we witness exponential growth of artificial

and digital intelligence infusion into our public life, beyond our personal lives.

The integration of machines like bots, robots, and algorithms in all fields of

governance responsibility undoubtedly contribute to their intelligence, but the

potential of integrating it with human and institutional intelligence is still far

from complete and may be the challenge of next waves. This integration is at the

core of improving the quality of decisions and policies, improving responsive-

ness and services to citizens, and better using governments budgets and

resources in new and open spheres. Nonetheless, maximizing the full intellec-

tual potential of machines and algorithms still rests in improved integration

among major players: People, machines, and institutional bureaucracies. This

may be done largely by greater public management intelligence, by smarter

tools and better knowledge that is accessible and easily adopted by individuals

in daily management of public agencies.

7.1.2 IntelliGov during Crises and the Digital Age

Katsonis and Botros (2015) suggest that the one of the major facilitators of digital

and artificial intelligence in governance was the global financial and economic

crisis of 2008. It was the beginning of a more advanced digitization age in public

management. Other crises that followed, and especially the global COVID-19

pandemic, escalated this process dramatically. Economies were heavily affected

by these crises and greater citizens’ expectations from government emerged. It

enabled the penetration of sophisticated ITandAI into the public sphere, despite its

limitations and hazards. The flow of data and information thus set higher standards

for governance who was urged to become more intelligent and make better use of

public resources. Citizens expected to transact with government 24/7 and thus

governments became more heavily depended on digital technology for both

individuals and organizations in their day-to-day activities. Studies stressed the

need to improve understanding of the interfaces between machines, individuals,

and the overall administrative system. Intelligent governance became more and

more dependent on high-speed broadbands, advanced mobile phone technologies,

cloud computing and storage of government databases, and remote accessing and

processing of big data. These technologies are only some innovations that increase
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efficiency, speed, and responsiveness in public management of our times.

However, at the same time, they also expose citizens, public organizations, and

many government agencies to threats such as cyber-attacks and privacy risks never

known before. Intelligence in governance is therefore advanced but also exposed

to new threats of greater magnitude and scales.

The most recent illumination of the impact of digitization on intelligent

governance, on citizens and on public organizations emerged during early

2020. Almost out of nowhere, the COVID-19 pandemic erupted and highlighted

major dilemmas in public management and in modern governance policies.

Moreover, it is already obvious today that major drawbacks in public manage-

ment theories and knowledge have affected and intensified the global corona-

virus pandemic crisis (e.g., Young, Wiley, & Searing, 2020; Vigoda-Gadot

et al., 2023b). Examples include the miscalculation of the potential risks and

lack of strategic plans for dealing with epic crises, the underestimation of the

threats to democracy and governance in turbulent times and during a digital

revolution of new and fake news, the incorrect preparations of policymakers

and lack of international coordination and collaboration, and the overall cogni-

tive bias inmanagerial decisions before and during the battle for public health. It

became clear that the interactions between governments and citizens is essential

to minimize damage in lives of millions and the health of even larger numbers of

individuals. Digital governance turned to be a major tool for dealing with some

of these problems and a vehicle to intelligent governance during crises. Digital

tools, IT, algorithms, and machines offered indispensable mechanism for pre-

vention and treatments, tracking the progress of the pandemic, assessing its

impact, and taking real-time policy decisions. New technologies greatly

affected governments policies and were crucial in changing individuals’ atti-

tudes and behaviors. Governance intelligence benefited from all these.

Intelligent governance today is a necessity, especially in face of broad

realization that future acute crises at a global scale are only a matter of time.

Thus, governance is expected to use external service providers to extend the

flow of information and data between private, not-for-profit, and public agen-

cies. These are important during crises but also in peaceful times. Mobile

devices such as smartphones and tablets transform the way services are pro-

vided and accepted by end users and will undoubtedly be crucial in times of

crises. They bring the demand for responsiveness and performance to higher

levels and redefine public values such as greater engagement, transparency, and

accountability. All these is no less important for governance in peaceful times.

Take teaching in universities and academic institutions as an example. Only few

years ago talks and information delivered in class were not subject to students’

examination against reliable (and less reliable) web sources, at least until class
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ends. In today classes, anything mentioned by anyone is subject to immediate

cross-check, criticism, and extension. Intelligence is thus continuously chal-

lenged by anyone, anytime, anywhere. Social media enabled transaction of

knowledge and information between citizens as clients and increased new

forms of citizenship, involvement. Individuals’ attitudes and behaviors such

as participation and engagement (Vigoda-Gadot, Shohat, & Eldor, 2013), col-

laboration, awareness and innovation were affected by these changes. With the

expansion of online services by mega-firms such as Google, Apple, and

Facebook big data sources were created and used for various purposes. Some

of them promoted constructive public values, and some have threatened them

significantly. But overall, crowed intelligence became part of governance intel-

ligence. Later, during the COVID-19 pandemic in 2020 and onward it was

evident that these datasets can serve the public interest well but also may

potentially endanger privacy, freedom of speech, autonomy, and other demo-

cratic values.

Furthermore, Katsonis and Botros (2015) also explain how data and techno-

logical revolution resulted with flattered organizational structures that helped

coping with the needs for efficiency, effectiveness, and minimizing public

spending. Digital governance is a source for greater intelligence but also the

result of such changes. The footprints of digital governance represented mod-

ernization strategies aimed at creating public value (OECD, 2014, 2020). The

OECD found in its 2009 study that the focus on technology alone in the era of

e-government overshadowed the need for organizational, governance, and

cultural changes in the public sector (OECD, 2009). Various stakeholders

such as government agencies, civil servants, citizens as individuals or as part

of voluntary and community organizations, non-governmental agencies, the

private and the finance sector are all part of this transition. Digital governance

may thus support the creation of more intelligence in governance but to do so it

must involve multiple delivery channels with a two-way relationship between

the government and citizen. Digital, and more intelligent governance in turbu-

lent and in peaceful times enable a whole-of-government approach compared to

the singular nature of E-government.

Hence, the digital governance approach builds on several pillars that may

altogether be relevant for future developments of IntelliGov as well: (1) A shift

from a citizen-centric to a citizen-driven model of government services; (2)

A ‘digital-by-default’ policy where governments make digital services the

default channel for service delivery; (3) Extended use of mobile devices to

access government information and services; (4) Developing new governance

arrangements with more collaborative and networked systems; (6) Building the

capability of the public sector through development of digital skills based on
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collaboration and innovation; (7) Adopting an agile approach to the design,

procurement, and development of IT systems across systems and organizations;

(8) Ongoing open provision of government information with appropriate secur-

ity and privacy protocols; (9) Enabling a data-driven process for collecting and

analyzing information about government services to inform policy development

and priorities. These pillars, suggested by Katsonis and Botros (2015) are still

relevant today. But are all these enough for building more intelligent govern-

ance? Nevertheless, does this process represents an evolution or revolution in

intelligent governance?

7.1.3 The Power of Machines in Governance: From Evolution to Revolution?

Recently, Rona-Tas (2020: 905) suggests that algorithmic governance is “the

replacement of social institutions and processes with algorithmic decision

making.” In that sense, one may argue that digital machines are taking over

humans in forming and altering governance, its missions, data, tools, and

outcomes. Novel ideas of governments by virtual reality and metaverse inspired

theoretical and empirical studies throughout the years. They further promoted

practical innovations in smart cities and other parts of government. However,

even at this stage, integrative empirical studies on the use of modern technology

and its contribution to intelligent governance suggest that we are still far from

a situation of machine monopoly. Algorithms and computers cannot fully

replace human intelligence and human component are still crucial in the process

of public goods definition, redefinition, and delivery. Social cues, narratives,

values, norms, and psychological perspectives are constantly ‘folded’ into

governments and markets in various forms (Muniesa, 2007). Their impact on

the collective and integrative governance intelligence remains indispensable.

Empirical evidence exists today as to the constructive power of technology,

and the impact of digitization on performance, efficiency, service quality, and

overall intelligence in governance. But studies also point to the problems and

dilemmas it poses, such as interface problems, ethical issues, and the cost of

adaptation and readaptation (e.g., Dunleavey et al., 2005, 2008). Moreover,

digital platforms and IT innovations are expected not only to affect people and

organizations but also to change norms and values related with our democratic

and liberal societies. All these are inherent parts of intelligent governance.

When machines become increasingly involved in the process of public goods

production and public service provision, the interface between individuals,

machine and organizations turn more crucial than ever. Can digital machines

affect what the public need as much as they affect what it wants? Can they shape

not only knowledge and skills but also aspirations and inspirations of citizens
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and governance? To answer these questions, we need much better interdiscip-

linary knowledge and understanding. Integration of digital machines and data

systems in governments similarly calls for growing need to investigate the

human and institutional side of interacting with machines. Our evolutionary

model of IntelliGov, that was described and rationalized in the early sections of

this Element explain and advocate this argument. It implies that individuals and

societies need to understand, accept, and willingly adapt the new digital tech-

nology vocabulary and learn how to work with digital governance transform-

ations. Organizations need to be receptive of digitization and make the best use

of it for the public interest through their greater intelligence. To do so, human-

machine-organization interfaces become essential and critical.

One of the main impacts of digital machines on individuals is in the form of

attitudinal, perceptual, and behavioral changes. When artificial intelligence and

digitization in public organizations results with attitudinal and behavioral

changes among individuals, it may further redefine democratic and public

values and boost intelligent decision-making among policymakers. For

example, public values like participation, engagement, communitarianism,

and good citizenship are changing vis-à-vis digital infrastructures and tools

such as social media, mobile technologies, and rapid global data exchange

between governmental agencies and between other partners. They allow more

voice and activism of individuals and better capacities to create effective

interest groups and collective pressure on governments to initiate reforms,

change policies and strategies. E-democracy is thus also related with intelligent

governance. The creation of networks and the collective action in and around

public organization increases public impact on governance and vice-versa. The

entire democratic ethos in modern states may thus take the shape of more

spontaneous and authentic discourse but also with greater sensitivity and

flexible nature. This may be typical of future intelligent governance

frameworks.

Paradigmatically, the positivist behavioral approach in politics and govern-

ment further accelerate this process (e.g., Lynn, 1996; Grimmelikhuijsen et al.,

2017). This approach devoted considerable effort to theories, methodologies,

and analytical frameworks aimed at better understanding individual’s attitudes

and behaviors in public environments. When the third wave of digitization and

artificial intelligence meets a positivistic approach, greater interest is expressed

in how digital machines alter our views and behaviors in relation with public

services, public goods, and policy decisions in central and in local government,

within communities, and across social spheres. In that sense they build intelli-

gent tools and interfaces based on more robust empirical designs and data.

These serve the public interest and the process of governing as decisions may be
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grounded on stronger empirical evidence. Conjoining the behavioral approach

in public management with the idea of digital public management and intelli-

gent governance is therefore a promising progress path for advancing modern

nations that are based on intelligent governance. Digital and intelligent govern-

ance walks hand in hand with behavioral public administration to explain

central and local government processes, decisions, and impact on citizens

wellbeing. This is where intelligent Human‒Machine Interactions (HMI)

meets public management and governance, and questions on the interface

between digital machines, humans, and public institutions become more rele-

vant than ever. Theories on such interactions call for extension and improve-

ment. They are essential not just from the technological and engineering

perspective (e.g., a focus on what makes these interactions better, smoother,

andmore effective) but also from the social and administrative perspective (e.g.,

why, how, and when such interactions make a difference for individuals and

organizations? Can they explain public organizational outcomes and individ-

uals’ reaction? Do they matter for improving public policies and enhancing

public performance in goods and services?).

Moreover, as the digital evolution turns to be a full-scale revolution it is

expected to foster a more intelligent governance that is committed to equal,

humanized, advanced, and public-value oriented policies. To meet such goals,

we must use behavioral knowledge, methodologies, and experience and integrate

them with digital machines, algorithms, and information bases that are digitally

controlled and monitored. Theories of “good governance” (e.g., Kaufmann &

Lafarre, 2021), “new public governance” and the “co-production of services”

(e.g., Sorrentino, Sicilia, & Howlett, 2018) will have to adjust by balancing the

human-institution-machine impacts and the interactions between them as a major

key for better public performance.

7.2 IntelliGov as an Integration of Minds

Undoubtedly, the most imminent construct of IntelliGov of recent decades

builds on artificial-technological-digital capacities that dramatically increase

the flow and use of data and information across public sector and governing

spheres. We maintain that comprehensive intelligence in governance must rely

on integration of the human, institutional, and machinery minds. The mind of

machines, while integrated with human minds and with institutional minds is

a powerful factor in our public environment. In that sense, AI and digitization in

governance and in public management has contributed immensely to IntelliGov.

It liberated the human minds to allow contributions from nonhuman minds. It

emerged alongside technological revolutions and promoted new ideas and
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better types of intelligent governance. Such models, in forms such as good

governance, smart cities, or collaborative administration are much in line with

IntelliGov. Although the extent and depth of digital transformations in public

sectors lag far behind the technological developments (Giest, 2017), it is clear

that all nations, developed and developing, put the goal of better using informa-

tion and knowledge at the forefront of their public policies. Hence, IntelliGov in

its full capacity and scope may be delayed but will eventually be sustained.

The obstacles on the way are many. Citizens still face immense difficulties in

handling new digital tools, and many of them are suspicious about governments’

use of information and data, especially during crises and emergencies. It is also

not clear how exactly the digital and AI revolution may affect the effectiveness

of individuals such as public servants, the performance of public organizations

as bureaucratic bodies, and the relations between governments and citizens. In

the presence of digital transformation in governance and in public management,

social relations among all parties who are involved in production and consump-

tion of public goods and services take new shapes and nature. Resulting from

them are new and serious problems at both the individual, institutional and

overall policy levels (e.g., increased inequality, lower mobility, corruption,

differentiation is service delivery and outreach, changing nature of public jobs:

e.g., Bastida et al., 2021; Roberts et al., 2020). Furthermore, studies in public

administration and management tend to suggest general, often philosophical,

analyses of these processes, or alternatively focus on very specific aspects of the

dilemmas in ways that leave much space for more integrative and multi-level

models for intelligent governance to grow and flourish.

Nevertheless, digital transformation and AI is a major addition to IntelliGov

and adds enormously to more traditional pillars of human and institutional

intelligence. Its centrality will intensify with the years as it develops faster than

any other element in the model. Its impact on our lives dramatically increases, not

only with natural technological advancement but also due to the fact that people

everywhere become dependent in those digital technologies and machinery wis-

dom. This dependency is highlighted during external events and emergencies such

as the global economic crisis of 2008 and the eruption of the COVID-19

pandemic (Dunleavey et al., 2005, 2008; Shen et al., 2023), and other global

crises such as international armed conflicts, the global terror threat, and environ-

mental climate change hazards (Clark & Albris, 2020). Greater digitization

extensively affects public policies and strategies, and fast translated into manager-

ial practices at the organizational and street levels. Crises and emergencies such as

the COVID-19 global pandemic exemplified how digital platforms in the hands of

governments were used to deal with healthcare concerns. In some countries this

battle was managed and won with more intelligence and less damage. But in other
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countries, with much less intelligence, the outcomes were much worse. In all

countries, however, it became evident that advanced digital technologies such as

AI also created quite troubling problems related with privacy, human rights,

citizens’ trust, and other impacts on democratic values (e.g., Cheng et al., 2020;

Mizrahi et al., 2021; Vigoda-Gadot et al., 2023a, 2023b). We thus argue that in

such circumstances of governance in turbulent times, better interactions of

humans, machines, and institutions is critical for building more intelligent gov-

ernance. The road toward turning this into reality is still long. Thus, the idea of

IntelliGov in the technological-digital age deserves more attention and

a systematic look. The next section deals with these future challenges.

8 Future Studies on Intelligent Governance: Major Challenges

What we have tried to demonstrate so far is that intelligence in governance

may worth exploration and construction as a stand-alone phenomenon. So

far, this idea as a concept, field of study, variable or even a measure is largely

underdeveloped. To be acknowledged as a valuable theoretical and empirical

idea it needs to add scholarly value which is beyond what we already know

about intelligence in general. Its value should be recognized based on

aggregation and integration of interdisciplinary knowledge. Intelligent gov-

ernance may be seen as a puzzle of pieces with close, but far from identical,

concepts, jargons, terminologies, scales, and measures. To infuse the mean-

ing of intelligence governance with critical scientific mass scholars should

clearly identify these pieces and deal with several types of challenges

resulting from the creation of the new puzzle. Table 1 suggests a short review

of these major challenges that may help unveil the meaning of Intelligent

Governance in the digital era. It includes theoretical, methodological, and

analytical challenges that altogether may open gates to new streams of

studies with better understanding of the public sphere, and by employing

an interdisciplinary, multi-level, and multi/mixed-method perspectives. The

table illustrates how complex intelligence governance may be, and how we

can foster better knowledge in this field in the coming years.

8.1 Theoretical Challenges

The theoretical challenges for the study of intelligent governance are many, and

they stand at the forefront of our concern and capability to defend this idea as an

autonomous scholarly territory. Such challenges include epistemological, con-

ceptual, exploratory, and explanatory problems. The most prominent theoretical

challenge is epistemological, that is, well defining the sources of knowledge that

are essential for the creation of intelligent governance as an abstractive and
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Table 1 Major challenges for the study of Intelligent Governance (IntelliGov)

Challenge Focus Major question

1. Theoretical Epistemological Deep meaning of what intelligence means for
Governance and other public agencies

What is the meaning of IntelliGov?

Conceptual Clear Distinction among close terminologies
(e.g., talent, skills, knowledge, wisdom,
smart, good, new, advanced)

How is it different from other
concepts?

Exploratory Unpacking the meaning of concepts by rich
information aggregated in previous studies
across disciplines

What do we already know based on
past knowledge?

Explanatory Mapping core relationships in the literature and
pointing to major evidence already supported
in past studies (using SLR ‒ Systematic
Literature Reviews, and theoretical meta-
analysis).

Which variables may be useful for the
study of IntelliGov?

2. Methodological Measurement issues Clarifying what we measure; Suggesting
testable measures. Confirming validity and
reliability of scales at various levels of
analysis (individual, group, institutional/
organizational, artificial).

How to measure IntelliGov?

https://doi.org/10.1017/9781009437783 Published online by Cambridge University Press
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Research designs and
samples

Developing potential experimental, quasi-
experimental, and non-experimental designs;
defining potential samples and respondents
among governance stakeholders

How to study IntelliGov?

Strategies for
intervention

Developing better strategies to acquire data;
identifying potential methodological
barriers; mapping suitable qualitative and
quantitative methods for the study of
intelligence; Using Mixed-Methods
approach.

How to conduct field intervention for
IntelliGov?

3. Analytical Soft-qualitative
analysis

Testing appropriate qualitative methods in the
field; Employing qualitative statistical tools
for human, institutional and artificial
intelligence

What the stories about IntelliGov tell
us? How to interpret them?

Hard-empirical
analysis: Using
Multi-level and
Multi/mixed
methods

Testing appropriate quantitative methods in the
field; Employing advanced quantitative
statistical techniques for human, institutional
and artificial intelligence; Suggesting mix
method analysis to combine knowledge on
intelligence from human, institutional and
artificial sources. Using Big-Data sources to
redefine questions and hypotheses.

What are the core variables that
empirically relate with IntelliGov?
Why do they matter?When? And for
whom?
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functional idea. These sources of knowledge should be as rich as possible and

may even include, at first stage, philosophical, ideological, linguistic, and even

normative thoughts about the epistemic nature of IntelliGov across settings,

times, cultures, populations, and cultures. This should help in convincing the

scientific community about the importance of intelligent governance for global

knowledge. Such knowledge undoubtedly rests on interdisciplinary knowledge

of the social science, but further on the humanistic, natural, environmental, and

life sciences. More specifically, epistemological considerations should stimu-

late thinking in public administration, public management, public policy, and

governance.

Stemming from the epistemological challenges are conceptual concerns.

Studies are encouraged to identify a set of related concepts, rooted in different

worlds of knowledge, that may later help understand intelligence in govern-

ance, its antecedents, and outcomes. The conceptual challenge should strive to

portray clearer borders for what intelligence in government really means and

to advance consensus among researchers about its internal and external

validity. For example, how concepts like knowledge, information, skills, and

talent relate with intelligence. Can we make clear distinction between them

and the various facets of intelligence in governance (e.g., human and nonhu-

man, rational and motional, business and institutional, social and artificial)?

These conceptual frameworks may also give rise to additional terminologies

that are unknown or unrecognized today as valuable enough for the study of

IntelliGov. They can result from extensive mapping of the thematic building

blocks of multiple intelligence in governance.

After major epistemological and conceptual challenges are met, even

partially, another level of progress should be the exploratory one. At this

stage theoretical exploration of relevant ideas related with the concepts

identified earlier is needed. Scholars engaged at exploratory efforts will

most likely disagree about how much concepts such as learning and deep

learning, information and data, knowledge and understanding, problem-

solving skills and improvisation combine together to build up a cohesive

scholarly platform of IntelliGov. An even more demanding task would be to

relate these, and other concepts and ideas, to the capacities of bureaucracies

and governance to better perform at various cultures, under different sets of

values, and across time and changing environmental events (e.g., peaceful

times, emergencies, political crises, social disorder, and economic decline).

The exploratory challenge is thus important for building a map of both

existing knowledge and future potential of extended knowledge related

with the theoretical frameworks for intelligent governance. This will set the

ground for the final theoretical challenge which is more explanatory.
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Finally, the explanatory challenge is the most prominent and complicated

among all. How intelligent governance affect policies and management of

public institutions and can it bring better outcomes for the benefit of nations

and the citizens. Specificmodels that may explain such outcome variable should

be designed and tested empirically with a search for prominent variables at

various levels (e.g., individual, institutional, digital, global). The behavioral

approach in public administration may contribute immensely at this stage

focusing on experimental models and robust direct and indirect explanations

for IntelliGov and its essence. The models may also look for the major ante-

cedents that may advance intelligent governance in different ways, across socio-

political environments and under local, regional, national, federal, and global

restraints. The explanatory challenge will allow portraying the specific direc-

tions, magnitudes, and forms of relationships. It may lead to determining if and

how intelligent governance affects the performance of bureaucracies and the

resulted wellbeing and prosperity of our communities. It may be also possible to

suggest direct and indirect aspects of the relationships across various types of

governance settings and sectors (government ministries, not-for-profit organ-

izations, service agencies, public firms, civic-society institutions).

8.2 Methodological Challenges

Themethodological challenges resulting from the theoretical ones are several. They

include measurement issues and considerations of validity and reliability threats,

problems of appropriate research designs, complexity of human and nonhuman

samples, and strategies for intervention within governance and around it.

Themeasurement issues relate with building appropriate scales (for humans),

instruments (for nonhumans), and other research tools to measure types of

intelligent in governance and IntelliGov as whole. Measurements can be sub-

jective (e.g., individuals’ report their views, attitudes, predispositions, percep-

tions, behavior intentions, and actual behaviors) or objective (third parties like

managers, citizens, or external stakeholders report their views and assessments

of others). These may include use of psychological and psychometric measure-

ments, as well as economical, fiscal, judicial, and other objective archive data

that is beyond attitudinal and behavioral data. Alongside this process proper

assurance of validity and reliability for the proposed scales should be guaran-

teed. Another challenge will be integrating the new types of measurements and

scales into a coherent multilevel framework that gives a better picture of the

nature of IntelliGov. Due to its multilevel and interdisciplinary nature, this

measurement challenge is complex and will undoubtedly result in additional

questions that to date have not even arisen.
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The challenge of constructing appropriate research designs and samples

must first consider the distinction between experimental and non-

experimental designs. Within the framework of experimental (and quasi-

experimental) designs studies on intelligent governance should well define

the level of analysis of intelligence. For human intelligence in governance

studies will most likely seek samples of individuals working for governance

and around it (public servants, street-level bureaucrats, citizens, decision-

makers, etc.) while for nonhuman intelligence in governance the focus will

be on institutional and organizational units, as well as on digital machines and

computerized systems (e.g., bots, robots, algorithms, AI systems). Designs

will need to consider the distinction of general individual intelligence from

collective institutional intelligence and ways to assess them objectively in

comparative models. The study in each one of these directions will call for

specific definition and adjustment of measurements and scales to the research

targets. A resulting question will obviously be the integration of knowledge

from the human and the nonhuman type of studies on intelligence into a lucid

body of knowledge on IntelliGov. Research designs will need to conduct

multilevel analyses of individual and nonindividual measures as well.

Finally, future studies will have to deal with strategies for intervention within

governance and around it. These strategies can take an objective and neutral

approach toward examination of multiple levels of intelligence in governance,

with minimal risks of errors such as common-method and common-source bias.

Interventions are likely to be formed in the shape of employing different levels

of analysis such as (1) individuals or groups/teams, (2) units within organiza-

tions, (3) institutions as a whole, via senior policy/decision-makers or through

documentation, archives, or other data sources, (4) artificial platforms and

technologically based information sources such as video-audio channels and

other types of sensors. Ethical issues will apparently be relevant and involved at

considering each one of these levels. Strategies for intervention and analyzing

intelligence should also promote mixed-methods techniques for integrating

knowledge among all levels of analysis. These may cover, for example (1)

collecting bias-free data on IntelliGov at the individual/human level and on

IntelliGov at the institutional and artificial levels, (2) developing useful ways to

use more objective information about intelligence in governance against more

subjective information, (3) integrating digital technology-based data sources

(e.g., brain scanning by fMRI, physical tests and biological/clinical/physical

indicators) into more human-based data sources (e.g., surveys, observations,

simulations, experiments) and distinguishing more clearly when exactly these

are useful and testable, and (4) usefully combining all these sources of data into

larger data-bases on the whole-of-IntelliGov.
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8.3 Analytical Challenges

Among the analytical considerations related to studies on IntelliGov one can

point to two major potential directions. Studies that adopt more soft-qualitative

analysis methods will most likely need to resolve issues related with exploration

and deep learning of specific cases, comparative problems of looking beyond

specific cultures and traditions, and mapping the accumulated knowledge about

interdisciplinary aspects of governance intelligence. The alternative direction of

hard-empirical analysis methods will need to deal with analyzing well defined

and established measures that are testable, re-constructable, objective, and

falsifiable. Within this direction a major challenge will be finding suitable

settings to test the theoretical ideas, defining the appropriate levels of analysis,

and getting data from humans and digital machines in a way that also builds

effective interfaces to ensure successful bridge of the digital gap.

The soft-qualitative analysismethod track is necessary for better understand-

ing the meaning of intelligence among various stakeholders, and its interpret-

ation at the artificial-digital-technical level. Soft-qualitative methods such as

Systematic Literature Reviews, Qualitative Comparative Analysis and qualita-

tive meta-analyses, strategies for mapping knowledge with Network Analysis

are extremely useful to provide a road map for the extension of knowledge on

how intelligence can master decisions and lead to better policymaking, policy

formation, and policy implementation. Comparative tools may provide useful

cases of how intelligence is used (or misused) in governance across agencies,

tasks, and services. Systematic comparative analysis may also track steps for

turning governance and individuals within government organizations into more

intelligent players in the way the produce knowledge, information, and insights

based on reliable data for the benefit of citizens. Comparative studies that also

integrate the use of digital systems, data and big-data sources with policy

decisions are useful from a cultural perspective as well. Studies acknowledge

today that the digital interface works differently across nations and cultures

(Kinn Abass, 2021). It is largely affected by value-based perceptions and

attitudes as individuals differ in their interpretations of information around

them. Thus, various stakeholders in and around governing bodies use different

presumption, dispositions, experience, and beliefs about governance when they

act and respond to relevant public problems. They develop “digital trust,”

alongside traditional trust in governance decisions and actions, and comparative

studies should aim at learning this process in detail.

The hard-empirical analysis method track follows the soft-qualitative stage to

provide more objective replicable data on this phenomenon, its transition, develop-

ment, and relationshipwith antecedents and outcomes. The hard-empiricalmethods
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will undoubtedly make use of the full range of options embedded in the behavioral/

cognitive sciences, natural/neurosciences, computer science, political science, pub-

lic administration, and governance. These may vary from interviews to surveys,

comparative methods, experiments (natural, surveys, and lab), observations, and

simulations (Vigoda-Gadot & Vashdi, 2020). No doubt that each of these methods

has much to offer to better understanding IntelliGov. Structured, semi-structured,

and open interviews with different stakeholders may explore variants of intelli-

gence in public spheres to which we have not yet been exposed or aware. Surveys

may contribute extensive knowledge on individuals’ attitudes, perceptions and

emotions related with IntelliGov. These may reflect rational and emotional reac-

tions to knowledge generation and assimilation in public agencies and around them.

One question that may be relevant is how various aspects of intelligence in

governance may affect each other and if the entire IntelliGov structure is the simple

sum of all intelligent capacities around governance, or alternatively, it is muchmore

than that? Only quantitative empirical analyses may reveal some answers in these

directions. In addition, empirical and analytical challenges also include integration

of multilevel and multi/mixed-method approaches. Analyses from neuroscience

and computer science of IntelliGov should be integrated with more social and

behavioral/cognitive analyses in useful ways. Thismay advance creation and use of

Big-Data sources with social, economic, clinical, and artificial data all within one

data setting. It may than allow redefinition of original questions and hypotheses

about IntelliGov. As intelligent governance has roots in personal, social, institu-

tional, and digital level analysis, new approaches should seek ways to integrate

them usefully. Thus, collaboration between scientists from various fields such

psychology, cognitive sciences, sociology, political science, organizational and

business studies, economy, computer science and engineering is crucial.

9 Discussion: Toward a Theory of Multiple Intelligence
in Governance

In the previous sections, we gradually developed the idea that intelligence is

a prominent and relevant concept for governance and that it should be studied

more thoroughly, considering its multiple forms, levels of analysis, and heteroge-

neous perspectives. We proclaimed that governance can be intelligent, but that to

become such several challenges should be met. These include more persuasive

and holistic theories, innovative and integrative models, and adequate methodo-

logical and empirical strategies to bridge them. Starting from the seminal studies

on human intelligence of the early twentieth century (e.g., Binet, 1916; Terman&

Merill, 1937; Piaget, 1972), moving through the understanding that there might

be multiple types of intelligence (e.g., Gardner, 1983; Salovey & Mayer, 1990;
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Herrnstein &Murray, 1994; Woolley et al., 2010), and until our digital-age times

of artificial intelligence, E-governance, and E-democracy (e.g., Adams, 2004;

Glikson & Woolley, 2020), the intelligence of governance still awaits compre-

hensive scholarly attention. The relatively few studies that tried to deal with

governance intelligence have done so from quiet limited and narrow perspectives

(e.g., EI, or AI, or II in governance) but none so far has come up with an

integrative approach in the interdisciplinary way proposed here.

This Element suggests that an advance on this road may benefit from an

integrative and interdisciplinary view of various approaches to the study of

intelligence in the context of public institutions, public administration and

management, bureaucracies, public stakeholders, and the evolving techno-

logical revolution. The comprehensive interdisciplinary model for intelligent

governance (IntteliGov) demonstrates how all previous evolutionary stages

can be combined into one solid framework. Thus, Figure 5 and Table 2

provide a broader examination of the comprehensive IntteliGov model by

Figure 5 The IntelliGov wheel
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Table 2 Intelligent Governance (IntelliGov): An interdisciplinary multiple intelligence perspective and potential scientific contribution

HI II AI HMII SI BI

Intelligent
Governance
(IntelliGov)

Discipline Behavioral science,
neuroscience

Management,
political science,
public
administration &
policy

Computer science and
Data science

Engineering, natural
and exact science,
behavioral science

Social science,
sociology,
communication,
Cognitive science

Business
organizations,
information
systems

Interdisciplinarity

Level of analysis Individual Institutional Machine Human-Machine Individual-
Institutional

Institution-Machine Governance:
individuals,
institutions,
policies, and
machines

Definition Mental and emotional
ability to reason,
plan, solve
problems, think
abstractly,
comprehend
complex ideas,
learn quickly, and
learn from
experience, and
interact with
others

Capability of an
institution/
organization to
comprehend and
create knowledge
relevant to their
goals and markets

The talent we relate to
computers,
algorithms, and
other machines in
our environment to
use data, handle it,
and use it to solve
complex problems

Those systems that
provide tools to
help minimize the
cognitive distance
between the mental
model that the user
has of the task and
the way in which
the task is
presented to the
user by the
computer when the
task is performed

Capacity to deal with
people and social
relationships.

Strategies and
technologies used
by enterprises for
the data analysis
and management
of business
information.

Integration of HI, II,
AI, SI, HMII, & BI
for better public
management and
policy in and
around governing
institutions
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Potential
Contribution:
Theoretical and
applied

Theoretical: Better
understanding
how intelligence
among public
stakeholders
(policymakers,
bureaucrats, SLBs,
citizens) develops
and evolves, and
how it relates with
governance
performance

Theoretical: Better
understanding how
intelligence of
public
organizations,
bureaucracies, and
related agencies
develops and
evolves and how it
relates with
governance
performance.

Theoretical: Better
understanding on
how machines in
service of
governance
acquire
intelligence and
how they support
human behavior
and the
performance of
governance.

Theoretical: Better
understanding on
how humans and
machines interact
intelligently.
Explaining the role
of IUI interfaces in
advancing public
performance and
the public interest.

Theoretical: Better
understanding of
how individuals
interact
intelligently and
collectively work
for governance.
Develop
explanations for
the role of social
intelligence in
enhancing
IntelliGov.

Theoretical: Better
understanding how
institutional
intelligence use
information and
knowledge
provided by
machines in
governance, to
support and
advance public
goals. How BI in
governance is
formed and how it
affects public
performance and
the public interest.

Theoretical: Better
understanding how
intelligence in
governance is
formed and
changes, what
makes an impact
on its evolvement
over time, across
cultures,
organizations, and
digital
environments.

Applied: Improving
public servants’
intelligence using
knowledge &
learning models
and maximizing
their impact on
governance
performance

Applied: Improving
public
organizations
collective
intelligence using
knowledge &
learning models
and maximizing
their impact on
governance
performance

Applied: Improving
machine learning
capacities of
managing
information and
knowledge and
maximizing their
impact on
governance
performance

Applied: Improving
adaptation of AI to
HI with intelligent
interfaces that
continuously learn
and adopt to public
interests

Applied: Improving
collaboration
among intelligent
public servants and
creating collective
public value

Applied: Developing
practical tools and
methods to
advance
integration of
institutional
knowledge &
learning with
machine
knowledge and
information, for
better public
outcomes.

Applied: developing
tools and methods
for the
measurement and
improvement of
policies and
management in
governance to
maximize
performance and
public interest.
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Table 2 (cont.)

HI II AI HMII SI BI

Intelligent
Governance
(IntelliGov)

Suggested research
questions

1. How civil ser-
vants’ intelligence
evolves?

2. Can citizens intel-
ligence contribute
to better govern-
ment decisions
and how?

3. Mapping the role
of multiple HI
types in the con-
text of IntelliGov.

4. How to measure
public stake-
holders’ intelli-
gence in the
context of
governance?

1. What makes an
impact on II?

2. Exploring the
constructs of II in
governance.

3. What is the con-
tribution of II to
public perform-
ance and how it
relates with the
public interest?

4. How to measure II
in the context of
governance?

1. What is the impact
of AI on
IntelliGov?

2. Are some AI tools
more relevant to
governance than
other? In what
way?

3. Does AI work dif-
ferently in differ-
ent nations/culture
types of govern-
ance? How?

4. What encourages
more effective use
of AI in
governance?

1. What is a better
HMII for
governance?

2. How HMII medi-
ate the HI-II
impact on public
outcomes?

3. What are con-
structive and
destructive
impacts of HMII
on policies?

4. How to compare
the effectiveness
of HMII in gov-
ernance across
cultures and
nations?

1. What are the
facets of SI in
governance?

2. How to measure
SI in governance?

3. Do individuals
working for gov-
ernment need spe-
cial SI skills and
knowledge? and
what?

4. How SI affects
IntelliGov?

1. Is BI different in
governance as
compared with
other
organizations?

2. What type of BI is
ideal for
governance?

3. What is the impact
of BI on govern-
ance
performance?

4. How to measure
BI in governance?

1. How to assess
IntelliGov?

2. What types of
intelligence more
important for
IntelliGov?

3. Does culture
affects IntelliGov?
How?

4. What makes
a difference
among Nations in
their IntelliGov?

5. What is the impact
of IntelliGov on
performance?

6. Does IntelliGov
matters in forming
more democratic
values? How?
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Threats to Intelligence Mentally biased
decision-making
and emotional
driven decisions
that are less
rational, more
intuitive, and thus
unfit with facts and
detached from
reality.

lack of organizational
training to teams,
ill skills of public
managers, and
unprofessional
political effects
that may endanger
the capacity of
bureaucracies to
use knowledge and
talents
competently and
thus to damage
policy outcomes

Low quality and low
reliability of
machine
technology and
computerized
algorithms,
insufficient and
wrong information
and data that may
cause wrong
machine
discretion, and
insensitive HMI
interfaces that will
limit access of
various
populations to
public services.

- - - -
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illustration of (1) the IntteliGov Wheel and, (2) a comparative assessment of

intelligence constructs for governance.

The IntelliGov wheel is presented in Figure 1. It details a series of internal

facets within each type of intelligence, as suggested in the relevant literature of

the discipline in which they were developed. The contribution of the IntteliGov

wheel is threefold. First, it suggests a fuller interdisciplinary perspective on the

types of intelligence that may be relevant for governance, with closer attention

to variants within each type. Second, it portrays the links among all types of

intelligence and highlight interconnections that can be further developed,

rationalized, and empirically tested in future studies. Finally, it looks at the

better and more effective type of intelligent governance as equally benefited

from human, institution, machine learning, and the knowledge aggregated and

used in a collective manner. The IntelliGov idea aims at inspiring thinking on

advanced learning tools and methods to secure expansion and assimilation of

reliable knowledge at all levels of governance. This may advance sustainable

progress of public policies and public management to meet the public interest

over time, with intelligence as a pillar of mental models, strategies, and long-

range evolution. It illustrates how intelligent governance involves human,

institutional, and artificial skills to support better bureaucratic decisions and

greater governability, under democratic values of freedom of mind and collect-

ive trust. It is aimed at higher service quality, effectiveness, and efficiency of

governing agencies, and, simultaneously, advancing social virtues of fairness,

equity, and resilience within these agencies and around them. The IntteliGov

wheel offers better resolution of interconnections between facets of each type of

intelligence and allows a more inclusive perspective. Both the comprehensive

IntelliGov model and the IntelliGov wheel exemplify how various types of

intelligence at all levels and by all sources, integrate and have special meaning

for governance. We believe that such a comprehensive perspective on intelli-

gence in governance may elevate public administration and other public agen-

cies to a higher level of learning, understanding, adopting, and developing

knowledge for public goals and in service of the collective public interests.

To help in summarizing our ideas, Table 2 suggests a comparative look into the

conceptual and theoretical foundations for IntelliGov. According to this table,

different human, institutional, social, business, and digital inputs should be

assessed and developed in several ways. First, the disciplinarity origins of each

type of intelligence should be recognized and acknowledged. Effort is needed to

bridge the disciplinary gaps which also determine the level of analysis for

intelligent governance. A major challenge in this direction is creating interdiscip-

linary thinking of models that combine the various perspectives and bridge them

theoretically, methodologically, empirically, and practically. Moreover, it is also
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essential to define the potential theoretical and applied contributions of each field

of knowledge about intelligence. We tried to suggest several such directions, but

we are well aware that other directions may rise and evolve with time.

Consequently, we more specifically postulated several research questions to

expand knowledge on each type of intelligence, in relation with the comprehen-

sive IntteliGovmodel. For example (1) How to assess IntelliGov? (2) What types

of intelligence more important for IntelliGov? (3) Does culture affect IntelliGov?

How? (4) What makes a difference among Nations in their IntelliGov? (5) What

is the impact of IntelliGov on governance performance? (6) Does IntelliGov

matters in forming more democratic values? How?

Finally, it may also be worth mentioning the major potential threats to

IntelliGov. These include threats at the individual, institutional and artificial

levels. At the individual level major threats are mentally biased decision-

making and emotional driven decisions that are less rational, more intuitive,

and thus unfit with facts and detached from reality. At the institutional level the

IntelliGov model may suffer from lack of organizational training of teams, ill

skills of public managers, and unprofessional political effects that may endanger

the capacity of bureaucracies to use knowledge and talents competently and thus

to damage policy outcomes. At the technological level the IntelliGov model may

be endangered by low quality and low reliability of digital machine technology

and computerized algorithms, insufficient and wrong information, and miscalcu-

lated data that may cause wrong digital machine discretion. These may also result

with insensitive HMI interfaces that will limit access of various populations to

public services. These potential threats to the development of intelligent govern-

ance should be carefully examined and considered in future studies.

10 Summary: Can Governance Be Intelligent, and How?

This theoretical manuscript tried to gradually develop an inclusive agenda and

a set of evolutionary models for the study of intelligence in governance. We

presented constructs of intelligence as suggested in the rich literature that

evolved over more than a century. Its roots are in psychology, but it had fast

grown to affect various disciplines as well. The greatest challenge for scholars

in political science, governance, public administration, and public management

and policy is to make sense of integrating them into a sound analytical frame-

work. Hence, the uniqueness and potential contribution of this Element is in

setting the ground for more interest in governance as intelligent entities and

doing so in a way that may inspire future theory and empirical efforts. We

believe that by applying human, institutional, and artificial/machine knowledge

and tools, intelligent governance can become a field worth of explicit study and
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development. Understanding it theoretically may drive applied knowledge as

well, which may help policymakers, public managers, and street-level bureau-

crats make more informed and effective decisions. These will further improve

the delivery of services to citizens and increase efficiency and transparency in

government operations.

Good/wise/smart/sound and intelligent governance of our times heavily rely on

modern public management which has evolved as a unique interdisciplinary field

of knowledge within other disciplines. These include, but not limited to, political

science, public administration, public policy, management, organizational behav-

ior, economy, and many other social and behavioral disciplines. However, its

digital and technological orientation is quite new and belongs to recent decades

only. In its classic aspiration, classic public management used marketplace ideol-

ogy and neo-liberal ideas to try and transform conservative public administration

into a new type of governance that better suits the modern age of consumerism,

individualism, capitalism, and business-like ideologies. In that sense, it may be

argued that public management encouraged intelligence in governance. It pro-

foundly and ideologically justified the use of vast knowledge and tools in a process

of redefining the expectations from governance. In many ways it posed the goal of

intelligent governance as a necessity of modern-liberal nations. Recent years’

technological advancements in the fields of computers, information systems,

machines such as bots, robots, and algorithms, as well as mass (social) media

and communication, dramatically transform public management and governance

(e.g., Liva et al., 2020), and thus also challenge its intelligence.

Thus, intelligence in governance as well has moved from its human based

knowledge to more sophisticated digital machine and human-machine sphere.

IT and digitization in governance became an integral part of our lives as citizens

and public customers. Digitization became a buzz word in public management

and its impact today on public organizations, government agencies, citizens,

civic servants, and policymakers, as well as other stakeholders in the public

arena is undisputable. Theoretically, it redefined our expectations, aspirations,

and exchange relations with governments and its agents. Similarly, we expect

governance to be more intelligent than ever, and when it fails to meet higher

standards, we criticize it and increase demands. Practically, the new forms of

intellect and the rise of big-data and extensive knowledge-based policies,

brought question of intelligent governance to our front door. Such intelligence

is undoubtedly affected by our rising levels of knowledge, greater skills, and

growing experience, but even more so by our attitudes, perceptions, and behav-

iors in relation to governance decisions and actions. These also give birth to new

models of intelligence development by integrating machines, humans, and their

interfaces in public service.
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Future challenges for studying IntelliGov are thus many, and we suggest only

a partial list: (1) Establish the construct validation of measurements for intelli-

gence in governance, at the individual, social/organizational and digital levels. (2)

examine the possibility for generic intelligence in governance, across sectors,

agencies, cultures, and traditions; (3) explore the evolution of IntelliGov by better

understanding the roots, formation, and development over time and cases; (4)

analyze the different stages of intelligence formation in government; (5) Map the

major barriers that obscure governments from becoming more intelligent, and

specifying differences between more and less intelligent governments using

comparative methods; (6) Develop concreate field studies to test public adminis-

tration as an intelligent workplace; (7) Test how problem solving, and policy

decisions are affected by intelligent governance; (8) Practically improve intelli-

gence in governance based on the theoretical knowledge

We hope that such directions for future research may yield innovative models

with improved explanatory power for the meaning of intelligence in governing

halls, and for how governments can work better for citizens. We believe that the

idea of intelligent governance may significantly change our view of public

organizations theory and practice, contributing to the public interests. It may

become a promising path to increase citizens’ welfare and prosperity while

minimizing inequalities and ills caused by natural or man-made social threats,

and by blunders of policymakers.
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