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ON ZETA FUNCTIONS ASSOCIATED WITH QUADRATIC
FORMS OF VARIABLE COEFFICIENTS

TOSHIAKI SUZUKI

Introduction

In 1938, C. L. Siegel studied zeta functions of indefinite quadratic
forms ([6], c). On the other hand, M. Sato and T. Shintani constructed
the general theory of zeta functions of one complex variable associated
with prehomogeneous vector spaces in 1974 ([1]). Moreover T. Shintani
studied several zeta functions of prehomogeneous vector spaces, especially,
"Dirichlet series whose coefficients are class-numbers of integral binary
cubic forms" ([3]) and "Zeta functions associated with the vector space
of quadratic forms" ([2]).

In this paper, we study zeta functions associated with quadratic
forms of variable coefficients" which are closely related to zeta functions
(indefinite) quadratic forms (in SiegeΓs sense) and zeta functions as-
sociated with the vector space of quadratic forms (in Shintani's sense).

Let U be vector space of real symmetric matrices X of size n, and
W be the vector space of %-dimensional column vectors v. The group
GLin R) acts on U by X ^ gX'g = X['g] (g e GL(n R)). For any X e U,
the isotropy subgroup G(X) = O(X) of X in GL(n R) acts canonically on
W. It is easy to see that the pairs (GL(n;R),U) and (O(Z) x R*9W)
are real forms of prehomogeneous vector spaces (/?? acts on W by mul-
tiplication). Let M and N be lattices in U and W, which are invariant
under the actions of the groups GL(n; Z) c GL(n;R) and 0{X)z =
O(X) (Ί GL(n;Z) c O(Z), respectively. By [1] and [6], c), if n > 4 and
detZ — |X| Φ 0, we can consider "zeta functions of quadratic forms X"

Vj(s,N,X)= J ] ^ μAv)\X[v]\-, 0 " = ± D ,

where N/~ is the set of O(Z)z-equivalence classes in N and μx(v) are
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defined by the normalized measure dgx on O(X) such that

f f(g)dg = f \\XUg] Vn+l)/2 d(X[sg]). f f(gg)dgz(g) ,
J GL(n\ R) J GL(n; R)/O(X) J O(X)

(dg = Hflf ||-" Π dgφ (g = (?„)), fig) e L\GL(n R))) .

Our "zeta functions" are defined as follows:

BgnX=(i,n-ί)

slf s2, L) = ΣJ
sgn F = (i,w-i)

, / = ±1) ,

where L = M®N, L = M* 0iV (M* is the dual lattice of M), M/-
and M*/~ are the sets of GL(w Z)-equivalence classes on M and ilf*,
respectively. Here Yc is the cofactor matrix of Y and GL(n R) acts
contragrediently on the dual lattice M* of M.

On the other hand, we can see that the zeta functions ξij(s19 s29 L) and
ζίj(Sι9s29L) are also defined as zeta functions of two complex variables
associated with the following prehomogeneous vector space (G, p, V) and
(G, p, V), respectively. This will be done in Section 2. We identify the
vector space U with its dual U* by TrZY (XeU, Ye U*), and identify
W its dual W* by *vu (velf, ue W*). Let p9p and p* be the represen-
sentations of G = GL(n R) x Rx on the vector spaces V = Z7 Θ W, V =
U*®W and F* = £7* Θ IF* defined by

p(g,h)(Y,v) = (Ylg-'l'g-'vh)

and

P*(g,h)(7,u) =

respectively, where # 6 GL(n i?), h e i?x, Z e U, Y e Z7*, v e W and w e W*.
It is easy to see that complexifications of the triples (G, p, V), (G,p,V)
and (G, /?*, 7*) are prehomogeneous vector spaces.

In Section 4, we prove the main results of this paper (Theorem 2),
which assert that, for n ̂  4, f^fo, s2, L), I^(§i, s2> L) and ξij(s19 s2, L*) are
absolutely convergent for sufficiently large Refe) and Re(s2)> and have
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analytic continuations to meromorphic functions of (su s2) in the whole
plane C2 satisfying the following functional equations:

hjl—^— ""* Sι ~ δ2> S2>

\ ' Λ ( Q Q \ξ ( Q Q Ύ \

and

/ ™ \
<? 1 Γ Π Q ^

- — o2 \L \X. — o2j

Σ •
e=±i

(0 ^i^n, j = ±1) ,

(for details, see Section 2 and 4) .

The functional equations of "zeta functions" are based on their integral
expressions and functional equations of "local zeta functions (Section 1
and 3)".

We know that zeta functions ^(s, N, X) have simple poles at s = n/2
and s — 1 with respective residues

f
θ(X)/O(X)z

-1 f
Jθ

(v(N) = dv, d/v = cẐ j dvn)
\ J WIN )

and

sinπ(n — i)/2 when j = + 1

sinπi/2 when j = — 1

where ^(X) = ||Z||1/2ζ(^ - 2) Σ i ^ * ^(^<)» a n d {̂ i, -,vk} is a complete
system of representatives of O(X)z-equivalence primitive points on
{veN:X[v] = 0, v Φ 0} (see [1], §2,4). So, we may expect that zeta
functions ξij(slf s2, L) have poles at s2 = n/2 and s2 = 1 with respective
residues
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l?i(«i + j ,

and

sinττ(w — i)/2 when / = + 1

sin πi/2 when / = —1

where

2 / /
sgnZ=(i,n-ί)

are "zeta functions associated with the vector space of quadratic forms" and

-βi-l/2

In Section 5, we define the zeta functions ξi(s, M 0 N*) by a similar way
to the case of zeta functions associated with prehomogeneous vector
spaces, which are in accord with the above formal residues. Further
we prove the convergence of £ί(s,M©2V*)'s. The above formal argu-
ment is justified, and we obtain functional equations of $i(s,M) and
ξi(s,M 02V*) (Theorem 3) which are inherited from that of ?^(Si, s2, L)'s.
It is easy to see that the (inherited) functional equation of ξt(s9 M) is
accord with the result of [2].

The author would like to thank Prof. T. Kubota, Prof. T. Shintani
and Dr. Y. Kitaoka for their helpful advices.

Notation

For symmetric matrix X of size n, w-dimensional column vector v,
and g e GL(n R), we use following symbols:

X[v] - <vXv, XVg] - gX'g:\X\ = detZ.
Xc: the cofactor matrix of X (\X\-X~l when \X\ Φ 0).
| |Z| |, |X[>]|: the absolute value of \X\ and X[v], respectively.
sgnXM = XΓy]/|X[>]| when X[v] is not zero.
sgnZ = (i,n — ϊ) when \X\ is not zero.

(£: the number of positive eigenvalues of X)
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e[x] — exp (2πV — lx), (x e C).
<9*(V): the space of rapidly decreasing functions on the vector space V.
^Q(E): the space of complex-valued smooth functions on the smooth

manifold E with compact support.
Qp: the field of p-adic numbers.
Zp: the ring of p-adic integers in Qp.
Fp: the fitite field with p elements.
\a\p: the normalized absolute value of aeQp.
#[S]: the cardinality of a set S.

For an algebraic set A defined over Q, we denote by Aip) the
algebraic set defined over Fp obtained from A by reduction modulo p.

1. Local zeta functions

In this section, we define "local zeta functions" of the triplets (G,
p,V), (G,p,V) and (G, ̂ *, 7*). We write the elements of V by x or
(X, v), where V = U Θ W and X eϋ, v e W. Similarly, we write x =
(Y, v) and x* = (Γ, ύ) for the elements of V = [7* ® TF and 7* = [7* Θ PF*,
respectively.

The singular sets S,S and S* of (G,/o,7), (G,p,V) and (G,^*,7*)
are respectively defined as follows:

S = PUR, P = {(X,v)eV:\X\ = 0}, R = {(X, v) e V: X[v] = 0} ,

S - P U 5, P = {(Γ,v) e F: |Γ | = 0}, 5 = {(Y,v) e V: Yc[v] = 0}

and

S* -P*Uβ* , P* =

β* = {(y,ίί)e7*;y[ίί] - 0} .

P u t χx(g) = \gf and χ2(h) = h2 (g e GL(n: R), heRx), then we have

\XVg]\ - χiίflOI-XΊ , X[^][^-^W - z 2 (ft)Φ] ,
I Γtflr-i]! = Xl(g)-ι I Y| , Yίflr-1]!^-^^] - χ1(griχ2(h)Yc[v]

and

We set, for 0 < i < n and j = ±1,

Vυ - {(X,v) e V - S: sgnZ - (ί,n - i),sgnZM - fl ,

= (ifn- i), sgn YCM - j)
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122 TOSHIAKI SUZUKI

and

Vfj = {(Y,u) e F* - S*: sgn Y = (i,n - i),sgn Y[u] = j)

Then we have

V-S= \J VtJ, V-S

and

V* _ £* = \j y* (disjoint union) ,
0ϊ

which are the orbital decompositions of V — S, V — S and F* — S* by

the group G+ = GL(n;R)+ x i?x, respectively. We normalize Euclidian

measures dx,dx and ete* on F, F and F* by d^ = dX-dv, dx = dY dv

and dx* = dY du, respectively, where

dx - π <te</ ( ^ = (;%)), dv = π
(ZΓ = f] dyw (Γ = (#„)) , dw

For any rapidly decreasing functions f(x)e£f{V), J(x)e£f{V) and

/*(»*) e ^(7*), we set

,«» s2) = f /(*) ||X|r | I M | S ! dx ,
J Vij

ΦiAf, «„ s2) = f Λx) ii

and

((sly s2) e C\ Re (sj > 0, Re (s2) > 0, 0 < i < ny j = ±1), respectively. It

is clear that ΦiJ(f,sί,s2), Φij(f9s19s2) and Φ*(f*,s1,s2) are holomorphic

functions of (s1? s2) e C2 in the region {(s19 s2) e C2: Re (s^ > 0, Re (s2) > 0},

and the mappings

f{x) i > Φijif, slf s2) , fix) i > Φ,//, su s2)

and

/•(a *),—>Φ*(f*,8ι,8j
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are tempered distributions on V, V and 7*. Now we call these distri-
butions "local zeta functions" of (G,p,V), (G,p,V) and (G,p*,V*), re-
spectively.

THEOREM 1. (1) As analytic functions of (slf s2), Φ
analytic continuations in the whole complex plane C2.

(2) For any f(Y, v) e S?(V), set

f{X, v) = f /(Y, v)e[Ύr XY]dY .
Ju*

Then we have f(X,v)e£f(V), and

and Φfj have

(1-1) , Sl - ^ > s * - j ) = &πYns^πn{n-l)μr(sλ + s2-

• Σ
0<i<n

if
\

(0 < k < n, t— ±1) ,

where Ak£)ij(sι,s2) are defined by

**-klΛ fwi> ^2/ ~~ \

- (n -

Γ g,
Γ

- (n -

when £ = + 1 , j = (—l)71"^ ,

(n + D/2 - n +

= +1, j = (-l)n~i+l

1 Γ
J L

(w

when £ = - 1 , / = (-1)"-* ,

= - 1 , / = (-l)w"

== >y/— l<w + i)(Λ + i-n/2)/' y ( n - i ) ( n - i + l)/2

min(A;,i) Γ O ^ 3̂ , Λ "I

r = max (0,A; + i-n) L Δ J
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Oίίr = 1

( — l ) ( i r ) / 2 ( ' ) when i and r even ,
\r/2/

when ί even, r odd ,
i - D/2\

m/2 /

(r —
w h e n i a n d r o d d #

(3) For any /*(Y, w) e ^(F*) , p^ί

TΛβ^ we have f(Y, v) e «^(F) and

(1-2) φw(/,β l + β a - i L ± l , - .

φ*, s, - * s2 - %) , (0 < k < n, £ = ±1)
\ Δ ΔJ

where Bk

ej(s2) are defined by

— sin7r(fc/2 — s2) ,

sin τrfc/2 ,

when £ = (-ΐ)n~\ j = + 1 ,

when £ = (-l)n" f c, j = - 1 ,

- k)/2 - s2) , when I = (-l) n-Λ + 1, j = - 1 .

Let \d/dY\, (d/dY)[v] and Y[d/dt;] be the differential operators on

V defined by

d
dY

—
(X- JL

β[Tr XY] = {2π^l)n \X\ e[Ύτ XY] ,

respectively. It is clear that \d/dY\ (d/dY)[v] = (ώ/dY)b] |d/dY|. Simi-

larly we can define the differential operators \d/dx\, (d/dx)c[v] on V and

on 7*.

COROLLARY TO THEOREM 1. We have the following equations:
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dY

= ; « i + β 2 -

1̂ °2,,-f)
n — S

2 •XSi + S2 -
n - 1

= ;(-l)(β, + s

= 4j(s2 - l)(s2 - fjφψ*, Sl - | , s2 - I - l) .

= 4j(s2 - l)(s2 - ψ)Φi}(f, Si - β2 - 1, β, - | - - l) ,

( 0 < ί < « , ; = ±1) ,

Proof of Cor. In (1-1), we put \d/dY\ (d/dY)[v]f instead of / .

Then / is changed into {-l)n*\2π^ΐ)n+ι\X\-X[v]f, and we have;

, 8 l - | ,β, - ^

, S l - | . + l , s 2 -

We calculate the above both members using (1-1) and the following

equations

Aw,i,(s, + 1.S, + 1) = {-l)n-kjeAkeΛj{Sι,s2) .

Then we have (1-3). In order to obtain (1-4), we put \Y\ Y°[v]f in-

stead of / , then / is changed into \d/dX\-(d/dXy[v]f(2πVZIϊy2n*ί and

other parts are similar to the above, (q.e.d.)
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We consider differential forms ω0, ω0 and ωξΛ on V — S, V — S and

F* — S*, which satisfy the following equations:

dx = d(\X\) A d(X[v]) Aω0 on V - S ,

cte = d{\ Y\) A d(Yc[v]) Aω0 o n F - S

and

dx* = cKIYD Λ fflw]) Λ ω0* on 7* - S* ,

respectively, where ete = cfon Λ dxn A Λ dα;^ Λ ώ i Λ Λ dι;w (α; =

(X,v), X = (α?^), i; = (^i)) and so on. Next we define the differential

forms ω, ω and ω* on V — S, V — S and F* — S* by

and

respectively. We may assume that ω0yωQ9ωf9ω9ω and ω* are all positive,

because V — S, V — S and V* — S* are orientable. And we can identify

the above differential forms with the measures on the following mani-

folds :

Vijiίu t2) = {x = (X, v) e Vis: \\X\\ - tί9\X[v]\ = ί2} .

Vij(tl912) = {x = (Y, v) e ViS: || Y\\ = t l f | Y
β[v]| - ί2}

and

7* (ί,, ί2) = {x* = (Y, w) e 7* : || Y || = tl9 \ Y[u] \ = t2} ,

(0 < i < n, j = ± 1 , t t > 0, ί2 > 0) ,

respectively. For any /(α?) e y(V), f(x) e ST{V) and /*(a?*) e ^ ( 7 * ) , set

= [ f{x) ω,
JVij(tl,t2)

and

ΨTΛf*, tu tύ = j F , /*(»*>*,

(0 < i <, n, j = ± 1 , ί, > 0, ί2 > 0) ,
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respectively. Then it is easy to see that

and

where

and

ffgM(x*) = /*(

for (g,h)eG+. Moreover we have

(1-7) Φt,(J,8u8ύ =

Jo Jo ;

and

poo Λoo

Jo Jo

(0 < i < n, j = ± 1 , Re (sλ) > 0, Re (s2) > 0)

2. Zeta functions

Set

= SL(n;R) x {±1} .

We normalize the Haar measure dG+ on the group G+ by

dG+=\g\~n Π dgij\hrdh, (g = (gtJ)eGL(!i;R)+,heR*).

Then we can define the Haar measure dιg on the group G\ by

(2-1) f f(g,h)dG+ = \ M?λM£

Set G+{x) = {(flr, 70 e Gi : /Kflr, h)x = x}, G+(x) = {(g, h) e G\ : p(g, h)x = x}
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and G+(x*) = {(g, h)eG\ : p*(g, h)x* = x*} for any xeV, xeV and #* e V*,
respectively. Since \\X\\-n/2\x[v]\~n/2dx, \\Y\\'1 \Yc[v]\~n/2 dx and | |Γ|Γ n / 2

| Y[u]\~n/2 dx* are G+-invariant measures on Vij9 VtJ and Vfj9 respectively,
there exist, for any x e Vij9 x e VtJ and x* e Vfj9 Haar measures dvx,
dvx and dvx* on the groups G+(x), G+(x) and G+(x*) such that

(2-2) f f{g, h)dG+ = f
JG+ jG + /G+(a)

• d(p(g, h)x)- f(gg>h)dvx(g)
JG+(x)

(2-2Y J G + f(g, h)dG+ = f ^ lirW"1]!!"1 lyCff-1]0!^"^'

dQδ(ff,Λ)*) f f(ύg,h)du,(g)
J G+(x)

and

J G+ jG+/G+(3;*)

• dQ>*(0> h)x*) I / ( ^ ^ , h)dvx*(g) ,
jG+(a?*)

(f(g,k)eLι(G+)),

respectively. Now we can easily prove the following equations:

(2-3) f A(g)Φg = f ω(P(g, l)x) f Λ(ύg)dvx(g) ,
JG\ JG\/G+(x) JG+(X)

(2-3)' f A(g)tPg = f ω(jδ(ff, 1)35) ί Mg)ώ>*{g)
JG\ JG^/G+ix) JG+(x)

and

(2-3)^ f Ug)dιg - f ω(p*(ί,l)«*) f Ugg)dvAg),
Jί?^. JG\/G+x* jG+(x*)

(f1(g)eL1(G\)).

The complexifications of the triplets (G, ̂ , 7), (G, p, V) and (G, ̂ o*, V*)
have natural Q-structures such that GQ = GL(n; Q) x Qx, UQ is the set
of rational symmetric matrices of size n, and WQ is the set of ̂ -dimen-
sional rational column vectors. Set Γ = SL(n;Z)x{±l}cG 1 +, and
let L — M®N be a IΓ-invariant lattice in V, where M and N are
lattices in U and W, respectively. Write M* and 2V* for the dual lat-
tices of M and N, respectively, (i.e., M* = {Y e t/*: ΎrXYeZ for any
any xeM}). Then L = I * 0 i V and L* = I * θ i V * are also Γ-invari-
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ant lattices in V and V*, respectively. We call two points in V (or V,

V*) 'T-equivalent" if they lie in the same orbit of Γ. For any Γ-

invariant subset A of V (or V9V*)9 let A/~ be the complete set of

representatives of Γ-equivalence classes in A. We set

U = L- S , Ώ = L - S , (L*) = L* - S*

and

L,, = L Π 7 W , LiJ = Ln7iJ, Lfj = L*nVtj,

(0 < i < ny j = ±1) .

Now we define (formally) the following Dirichlet series which we

call "zeta functions associated with quadratic forms of variable coef-

ficients" :

ξiM,82,L) - Σ μ(x) \\X\\-*\X[V]\— ,
x=(x,υ)eLij/~

?„(*, s2, L)=

?f/Sl, β2, L*) =
r*=(r,«)6l?y/~

(s19 s2eC, 0 <i < n, j = ±1) ,

where μ(x),μ(x) and /*(#*) are defined by

μ(x) = f d^ , (Γβ = Γ Π

M« = f d»*f (Λ = Γ Π
jG+(x)/Γ

and

/ι(a?*) = f d ^ , (TV = Γfl G+(^*)) ,

respectively. It is easy to see that ξfj(slfs29L) = fi/Si,s2,L), so that we

write ξijiSi, s2, L*) instead of ξfj(Sι,82,L*).

Then we can state the main results of this paper.

THEOREM 2. (1) For n > 4, there exist positive numbers A and B

such that if Re (sx) > A emcZ Re(s2) > B then ξίj(sι,s2,L), ξij(slfs2yL) and

ξij(Si, s2, L*) are absolutely convergent, and they are analytic functions

of (Si, s2) in the region {(sl9 s2) e C2 Re (sj > A, Re (s2) > B} (0 < ΐ < n,

j = ±1).

(2) ξi}(sιys2,L), ξijis^s^L) and $u(sus2,L*) have analytic continua-

https://doi.org/10.1017/S0027763000018353 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000018353


130 TOSHIAKI SUZUKI

tions to meromorphic functions of (s19 s2) in the whole plane C2 satisfy-

ing the following functional equations

(2-4)

s2 -

(2-5) „(«„ β2> L*) = v(

• Σ
6= ±1

2 / 0<k<n
e±i

s2-

(0<i<n, j = ±1)

where

v(M*) = f
J U*/M*

(3) The functions

= f du.
J W*/N

- 2)(sλ - 2 - 1 , - 2 -

and

x + s2 - 1 -

•fί/Sx, s2, L) , (0 ̂  i ^ n9 j = ±1) ,

o/ (Si, s2) α^e entire on the whole plane C2.

3. Proof of Theorem 1

We introduce the following distributions for fixed vQ = f(l, 0, , 0)

e W. For any /(Z) e £T(JJ) and /*(Y) 6 ST(U*), we set

, «!, s2) = f € / (Z) | |* | |" IZIt
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J , β» s2) = f f*{Y) \\γ\r i Ye[v0] i d y ,
JsgnFc[i)o] = i

(s19 s2 e C, Re fo) > 0, Re (s2) > 0, 0 < i < n, j = ±1) .

It is known that the mappings

f(X) i > β«,(/, S l , s2) , /*(Y) i—• β,//*, β l , 52)

are tempered distributions which have analytic continuations to mero-
morphic functions of (s1,s2) in the whole plane C2 (see [4]).

LEMMA 3-1. For any f*(Y) e S?(U*)9 if we set

f{X)= \ f*(Y)e[Tr XY]dY ,

Ju*
then f(X) e y(U) and

z_

(0 < k < n, £ = ±1) .

Proof. This is a similar calculation to Lemma 4.1 of [1]. Also,
we can derive the above result by the method of "microlocal calculus"
(see [14]), too.

Remark. v(fy(sYs are expressed by the following generating function.

π ( \ s ~~ (n "*" ̂ ^ + P 1
l<p_n-i V L 4 J

π i (4-__t__L ] + 4^
4

where T is indeterminant (see [2], [14]). It is easy to see that

e[8/2]<K«) ~ <i-i(g) _ J -(w + D/2 + t Ί (._! / 1_________ ê  _ J V ί M ^ S -

e[s/2] - e[-s/2]
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-g/2M3(g) + g£U(*) = J a - ( n + l)/2 + t | M ) / _ 1 \
e[s/2]-e[-s/2] L 4 J *'*Λ 2 / '

e[s/2] - e[-β/2] L 4 J *'* \ 2/

Proo/ o/ Theorem 1. In Lemma 3-1, we replace v0 by arbitrary v in
PΓ, then we can see that functional equations are unchanged. Replacing
f*(Y) by /(Γ, v) e Sf(V), we integrate those functional equations on
parameter v9 then we obtain (1) of Theorem 1. In similar way, we
obtain (2) of Theorem 1 by integrating "Formula of Fourier transforms
of distributions attached to quadratic forms Y[v]" ([5], [6]) on parameter Y.

Note. At first the author calculated the results (1) of Theorem 1 in
a different way. The above simple method was noticed later. On the
other hand, F. Sato, who were studying" Eisentein series for indefinite
quadratic forms [13]" by a similar way to [1], pointed out the fact, too.

4. Proof of Theorem 2.

First, we prove the convergence of "zeta functions". It is easy to
see that the following method is applicable to the cases of many pre-
homogeneous spaces.

Let tx and t2 be non-zero rational numbers. We define

V(tu tθ = {(X, v) e Vc: \X\ = tl9 X[v] = t2}

and

V(tl912) = {(Γ, v) e Vc: I Y\ = tϊ9 Yc[v] = t2} ,

which are affine varieties defined over Q. We set

V(tlf QR = V(tl9 U Π 7 , V(tu QQ = V(tl912) Π VQ ,

L(t1912) = V(t19 t2)Γ)L , LtJ(t1912) = V(t1912) Π Lij ,

(0 < i < n, j = ±1) .

Similarly, set for VR(tlf t2), etc. We show that, if n > 4, there exist
positive numbers A', Bf and C such that

(4-D Σ

(4-D' Σ μ(z) < C\UA'\t2\
B', (0 ̂  i < n, j = ± 1 ) .

5 6 £ ( f ί ) /
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By Lemma 2-3 in [1], we have

f Σ f(p(β, Vχ)dιg = Σ μte) f /•*>, ifix) env)).
JG\/ΓxeL' xeL'/~ J ρ(G\)x

For the sake of brebity we set g = (g, 1) e G\ = SL(n;R) X {±1}. We
may assume that / ^ 0 and the support of / is contained in ViJ9 then
we have

Σ μ(x) = (f Z ω)"1 f Σ f(p(g)x)dιg
xeLij(t1,t2)/~ \JV(ti,t2)R / J G\IΓ a?6i(ίi,ί2)

= (f f-ω)'1 ί Σ f(p(g)x)dιg. .

Let iϊ = SL(n), HA be the adelization of H and diϊ^ be the canonical

Haar measure on HA (i.e., dHA = 1). We denote by pA the action
\ J HA/HQ J

of HA on the adelization VA of Vρ. It is easy to see that

f Σ fip{g)χdίg
SL(n: R)/sL(n: Z) xeL{tχM)

= f Σ F(pA(g)x)dHΛ(g) [
J HA/HQ xeV(t!,t2)Q J SL(n.A/HQ xeV(t!,t2)Q J SL(n. R)/SL(n: Z)

where F is the Schwarz-Bruhut function on VA defined by the direct
product of fix) and the characteristic functions of Lp for all prime
numbers p. Here Lp is the closure of L in Vp = VQ (x) QP. Using the
fact that Tamagawa number of the isotropy subgroup of any Q-point
of Vit1912) is 2 and Hasse principle for the homogeneous space (iϊ, Vitιy t2)),
we get

f__ . Σ FipAig)x)dHAig)

F ωA
HA V(ti,t2)Q JV(ti,t2)A

where ωA and ωp are derived from the differential (gauge) form ω on
Vit1912), and L(ίi, ί2)p is the closure of L(ίj, ί2) in Vp. Then we have

(4-2) Σ μ(x) ^ 2 ί d'gUΪ
xeLij(.t!,t2)/~ J SL(n: R)/SL(n: Z) p J L(t2,t2.

υp .

It is easy to see that there is a finite set / of prime numbers, such
that, if peJ, then Lp = 7Zp, and fl"(:p) and the isotropy subgroup of an
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jFp-point of V(l,iyp) a re both connected. Here VZp = {x = (X,v) eVp:

the entries of X and v a r e containted in Zp}. We calculate ωp

in the following cases:

1. peJ1 = {p^J: \ti\p = 1, | ί 2 | p = 1},

2. p eJ2 = {2? (g J : l^lp < 1 or \t2\p < 1},

3. p e / .

This is easy when p e Λ (see [8]):

(4-3) f ωp = f ωp = p- d l m τ r + 2 #[7(ί 1 ,
JLUiM)p JVZptti,t2)

Here VZp(tu t2) = {x = (X,v) e VZp: \X\ = ίx, Z[t;] = ί2}.

When the other cases, we have

JVZp(tut2)

ί ^ F p ̂  L|6 ί l(i+pz,) rfFP = ^"2 ί

and

w h e r e (ωo)p is derived from ω0 and cί7 p is from dV. So, when p e J2,

by the inequality p ̂  lίi^lp1? we have

(4-4) f
Ji(ίl,ί2

When p e J , we have

(4-4y ί
Ji(ίl,t2)p

where cp is a constant depending on p. On the other hand we must

show that the product

peJi

is dominated by a constant which is independent of tx and t2. We know

that V(fiι, t2) is a homogeneous space of the special linear group H =

5L(w) and the isotropy subgroup Ho of a Q-rational point of V(tίf t2) is a

special orthogonal group. So, (iϊ, F(ίχ, ί2)) is αa special homogeneous

space" in the sense of [9], Further, we have
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where p eJx.

LEMMA 4-1 (Chevally and Steinberg). Let H be a linear algebraic
semisimple group {defined over Q) and Hc be a maximal compact sub-
group of H. We have the following inequalities for primes p {if H{p) is
defined):

Π (1 - p~ai) ^ p-dim*#[ff(^] ^ Π (1 + p'aί) ,

where at ^> 2 for all i and ί is the rank of Hc. Here a/s are deter-
mined by the Betti numbers bv of Hc, i.e.,

Proof. See [7] and [10].
It is a straight consequence of Lemma 4-1 that there exists a con-

stant Co which is independent of tx and t2 such that

Π p - d l m F

peJi

By (4-4), (4-4)7 and the above inequality we have

(4-5) Π ί ωp < CΌIW2*1 .

Then we obtain (4-1) by (4-2) and (4-5).
For (4-1)', we can apply similar arguments.

Next, we consider integral expressions of "zeta functions" and prove
their analytic continuation and functional equation.

We define the following integrals:

,L,8lf8d = ί Xi(g)SlX2(h)s* Σ f(ρ(g,h)x)dgdh ,
JG + /Γ XGL'

Z(f, L, su s2) = ί fr(flr)-«x,(fe)'» Σ Λp(9> h)x)dgdh
Jβ+/r χez'

and

z*(f*,L*,si,s2)= f UgY^λh)-** Σ f*(p*(g,h)x*)dgdh ,
JG + /Γ x*e(L*)fΣ

x*e(L*)

where f{x) e £f{V), f(x) e y(V), /*(»*) e
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LEMMA 4-2. We have the following integral expressions of "zeta
functions":

(4-6) Z(f, L, slf s2) = Σ ξtj(8l9 s2, L) φjf, β l - " β2 - 2L) ,
Hύiύn \ 2 2 /

) > A , R e ( s 2 ) > β ) ,

(4-6y Z(f,L,sl9s2) = Σ ?i/βi - 8i9s29L)'ΦiJίf98ι - s2 - 1, s2 - %
Os£_ί J n \ 2

(Re (βj - s2) > A, Re (s2) > B) ,

)" £*(/*, L*, β l, s2) - Σ StM, 82, L*) Φ?//*, β l - ^ , s2 - %) ,
O ΐ̂̂ n \ 2 2 /

(Re fe) > A, R e ( s 2 ) > £ ) .

Proof. We only show the case of Z. We have

, L, sl9 s2) - f χ 1 ( ά ) - S l χ 2 ( W S 2 ^ ^ - ^ § ~ f Σ /(ρ(ί/fl
JG+/GV χj(^) χ2(fe) jG\/rseL'

sex;'/- J χito) χ2(h) JP(G\).X

where f(gfh)(x) = f(p(g,h)x). It is easy to see that

J/?(ί?V) s J p(G\){p{g,h)x)

when x = (Y, v) e F^, (0 sΞ i ̂  %, i = ±1). And we have

, 8U s2) = Σ t**) • *«(/, xM)-1 ii yιι, xMrw) •

•f ,
Xι(g)

Σ /
ϊ Jo Jo

= Σ Σ μ(χ)\\Y\rί+s*\Yc[v]\-

tγ dt2

Λoo Λco

* I \ Φi (/> t\9 t2)tlSl~S2 * t2

Jo Jo £j ί2

- V ? fς ς 9 Π Φ ^ f ς ς 1 ς ^
Z-i ^ί./V6! 62> ̂ 29 *J) 'ψίj\ J 9 &1 ^2 J-ί 6 2 7Γ / *

O^i^ri \ Δ /
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The above calculations are justified if Re (sι — s2) > A and Re (s2) > B.

(q.e.d.)

Now we prove the functional equation. For f(x)eSf(V), put

f(x) = f{X, v) = f /(Y, v)e[Ύr XY]dY ,
Ju*

then we have the Poisson summation formula

(4-7) Σ
xeL χ£L

where v(M*) = ί dY.
J U*/M*

Let fQ(x)eVo(V- S) and set f(x) - |ώ/ώΓ| W/dY)b] /0(^), then the

function f(x) = f(X,v) = /(Γ, v)β[TrZΓ]dΓ vanishes on thehypersur-

face S. We apply the formula (4-7) to the function f(p(g, h)x) of x, where

(g, h) e G+, then we have

(4-8) zi(flr)-<n+1)

It is easy to see that the functions

Z+(f9L98lfsO = f χi(#)Slχ2(/*)S2 Σ fip(g,h)x)dgdh
JG + /Γ xeL'

and

Z+(/, L, s19 s2) = f χi(g)-%(hy Σ Λp(g> h)x)dgdh

are holomorphically continued to the domain {(sl9 s2) e C 2: Re (s2) > B). By

(4-8), we can calculate

(4-9) v{M*YιZ(J, L, 8l9 s2) = v(M*Yι{ [ + ί
U(?+/Γ JG + /Γ

•Zi(^)Slχ2(W
S2 Σ f(p(g,h)x)dgdh

xeL'

- ι Z + (/ , L, «i, s2) + ί
G + /Γ

• Σ f(p(ff> h)x)dgdh
xel'

= v(M*)-*Z+(f9 L, 8l9 s2) + Z+(f9 L,
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Similarly we have

(4-10) Z(f, L, ̂ -tλ - slt s2) = v{M*y>Z+{f, L, 8ι, s2)

And, the following equation holds:

(4-11) v(M*y'Z(f, L, su s2) = z(f, L, *±λ - sl9 s2} ,

which are holomorphic in the domain {(s19 s2) e C2: Re (s2) > B}.
Now we suppose that supp (/„) c Vij9 then (1-1), (4-6), (4-6)7 and

(4-11) imply

(4-12) ί « ( ^ ^ - βi - sits2,L>j.φi3(f, ^ λ _ Sl _ 8uS2 _ ψ

2 2

^ΓJSJΓU - —

s2 - ^ λ \ \ Σ A (Si> 8)

2 / LO^ft
e i

•ξ^8u 8t, L)]φtJ(f, i ^ l - 8 ι - 8U »2 - | - ) .

On the other hand, by (1-3), we have

For any (slf s2) e C\ we "can find fQ(x) e ̂ o(Vυ) such that Φij(f0, sl9 s2) Φ 0.
So, the functions

t^»»/= ±D.
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are holomorphic in the domain {(s19 s2) e C2: Re (s2) > B}, and (2-4) holds
in this domain.

Let fix) e <g%(Vi$) and set f(x) = \d/dx\(d/dx)c[v]'f0(x), then the func-
tion f(x) = /(Y, t;) = ί fiX, v)e[Ύr XY]dX vanishes on the hypersurface

Ju
S. For this fix) and fix), (4-11) holds, too. So, by (1-4), the functions

• - * - * )

>i, s2, L) ,

(o ^ ί ^ w, y = ± i )

are holomorphic in the domain {(slf s2) e C2: Re (s2) > B}.

Next for /*(»*) e ̂ (7*) and /(x) = ί /*(Y, w)e[^i;]^, we have the
Jw*

Poisson summation formula
J] /*(£*) = ^ (N)-1 Σ /(X) .

We take /?(£*) e ̂ ( 7 $ ) and put /*(«*) = YcW/^] /0*(^*). The follow-
ing is easy:

(4-13) χi(gy/2χ2(hrn/2 Σ f*(p*(9, h)x*) =
χ*et.L*y j € £

By calculation similar to (4-9), we have, for the above / * and / ,

(4-14) v(N*)-ιz(f, L, 8 l + i-, | - - *,) = Z*(f*, L*, s1; s2) ,

which is holomorphic in the domain {(slf s2) e C2: Re (Sj + s2 — (n — 1/2))
> A, Re (sj > A}.

By (1-2), (4-6)', (4-6)" and (4-14), we obtain

(4-15) £„(«„ s2, L*) Φ* (/*, β l - I", «2 - I")

- s2)

(o ^ < ̂  w, y = ±
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By (1-5) and similar arguments to the former part, we can see that the

functions (s2 — (n/2))(s2 — l)f^(Si, s29 L*), (0 <̂  i <̂  n, j = ±1) are holomor-

phic in the domain {(slf s2) e C 2 : Re fe + s2 — (n — 1/2)) > A, Re (s) > },

and (2-5) holds there.

Similarly, the functions (s2 — (n/2))(s2 — 1)1 </Si — s2, s2), (0 <*i <^n,

j = ±1) are holomorphic in the domain {(sx, s2) e C 2 : Re (st — s2) > A,

R e ( s , ) - 1/2 > A}.

Combining the above results, the functions

and

s2 - 1 - l ^ S l + s2 - 1 -

(0 ^i ^ n, j = ±1)

are holomorphically continued to the domains {(s19 s2) e C2: Re fe + s2

-(n- 1/2)) > A, Re (βl) > A} U {(s1? 52) e C 2 : Re (s2) > B}. So, they are

holomorphic on the whole plane C2, and (2-4), (2-5) hold on the whole

plane C2.

5. Some residues

In this section, we shall study some residues of the zeta functions

ξtj(slf829L) and f̂  O^s,,!/), (0 ^ i £ n, j = ±1).

The triplet (G, p, V) induces the action of GL(n R) c G on the subset

R — P oί V, whose complexification is prehomogeneous. We decompose

(GL(n R), R -P) into two spaces (GL(n ;R),R-P- U®{0}) and (GL(n R),
U Θ {0} — P), whose complexifications are homogeneous. The zeta func-

tions associated with the vector space of quadratic forms, ξέ(s), (0 ίg i <̂  n),

is obtained from the latter space, (see [2]). We define zeta functions

ξi(s), (1 ^ £ ̂  n — 1), attached to the former space (GL(n R),R — P — U
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® {0}). For the sake of brevity, we write R instead of R - P - ί/Θ{0}.

Similarly, we write R and # * instead of R - F - U* Θ {0} and # * - P*

- £7* Θ {0}, respectively.

Let R* = {x* = (Y, u) e # * : sgn Y = (i,n- i)} and 5 , = {£ = (Γ, v)

e R: sgn Y = (i, w - i)}, (1 ^ i ^ w - 1), then we have R* = U Λf and

JS = u J?^ which are the orbital decompositions of R* and i? by the

group GL(n;R), respectively.

We define the measures dR* and dR on R* and R by

= dY- dY[u]

dux

and

dR = dY- dYc[v]

dvx

du2 - dun =

dv2 -" dvn = (v =

,un))

yvn))

respectively. (It is easy to see that ωf and ωQ can be defined on a neigh-

borhood of any generic point of the hypersurface S.) Let Rfit) = {(Y, ^)

€ β* : I Y\ = t} and R^t) = {(Y, v) e Rt: | Y| - *}, for a real number t Φ 0.

We define the differential forms ω% and ωB on i2* and R by <4 = || Y||-(n-2)/2ω0*

and ωjj = || Y\\~(n~2)/2ω0, respectively. They may be considered the measures

on Rf(f) and S<(ί), respectively.

For any x* e i2f (ί) and xeRi(t), there exist Haar measures dvx* and

c?v̂  on the isotropy subgroups G+(x*) and G+(x) of G\ a GLQn R) such

that

f fi(g)dιg = f f
G+(x*)

fi(gg)di>*(g)

and

ί f,Wg = ί
JG X

+ J Ri(t)

. f Ugg)dv-X(g) ,

respectively.

The zeta functions ?£(s, L*) and f£(s, L), (1 ^ i ^ n — 1), are defined

by

(5-1) ξ'iis, L*) =

and
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(5-iy fί(β, L) = Σ _ MΦ II yII" > a ^ < ̂  w - l ) ,

w h e r e

Λ£CΛ?*) = ί dvJίΓ* = G+(%*) Π Γ)

and

(̂a?) - £ + ^ ώ^(Γ, = G+(x) Π Γ) ,

respectively.
We show that there exists a positive number K such that, if n JΞ> 5

and Re (s) > Z, then ξ -(s, L*) and | (s, L), (1 ^ ΐ <; n — 1), are absolutely
convergent, i.e., there exist positive numbers Kf and C such that

(5-2) Σ /£(**)<

(5-2)' Σ M«) < C\t\κ'

where t is a rational number.
For any rational number tφO, set 22*(ί) = {x* e (R*)c: \Y\ = ί} which

are affine varieties defined over Q. Suppose n ^ 5 and consider the special
homogeneous space (H,R*(t)). By similar arguments to the former part
of section 4, we have

(5-3) Σ μ(x*) rg 2 f c ^ . Π f

where (β*(ί) Π L*)p is the closure of R*(t) Π L* in F* and (ωl)^ is de-
rived from ω%. There is a finite set J of prime numbers such that, if
p g J, then L* = Ffp, and iϊ ( p ) and the isotropy subgroup of an Fp-point
of R*(t)ip) are both connected. Further, by Lang-Weil theorem, we can
choose J such that p ^ p-v™v+i[R*w] if p gj ( s e e [12]). When \t\p = 1
for p € J, we have

i,
When | ί |p < 1 for peJ, we have

because
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(t)Zp

where (dR*)p is derived from dR*.
And other parts follow after similar arguments to section 4. We

can identify [/* Θ {0} with [/*. Let ϋf = {Y e £7*: | Y\ Φ 0, sgn Y =
(i, n — ΐ)} be considered the submanifold of F* and F, (o <*i<Lri).

Let /* e ίί OT) and fix) - ί /*(Y, u)eVvu\du. Then, supp (/) is
JW

contained in ( U Vi}) U Rι U Uf c V — P. At least formally, we show

the following by routine arguments ([1]):

(5-4) ξtj(.8l, s2, L*) Φ*j(f*, β, - | , s2 - | .

= Z* + (/*, L*, 8 l, s2) + v(Λ^*)-^+(/, L, s, + 1 , | - -

1 ί Zl(^)-Sl-a/2)z2(/i)<?!/2)-S2 Σ Λpiβ, h)x)dgdh

1 Γ Xl(grsi-a/2)X2(hy^-s* Σ Λp(g,h)x)dgdh,
JG + /Γ xeU*Γ[L

χeu*r\L

where

Z*+(f*,L*,s198d=[ χι(grsiχ2(hys* Σ f*(p*(g,h)x*)dgdh
JG+/Γ x*e(L*y

and

Z+(/, L, sx, s2) = Xi(g)~SlX2(h)s* Σ /(?(#> h)x)dgdh .
JG + /Γ xzZ'

Using the results of [1], §2, 4°, we calculate the following integral, which
is absolutely convergent if Re (sj > K:

(5-5) ί χί(grsi-"/2)χ2(hyn/2)-s> Σ f(p(g,h)x)dgdh
JG+/Γ xeEiKL

Z2(Λ)£1

= f , χi(ά)-S l-< 1 / 2 )χ 2WW 2 )-S 2-^^- - ^ ^ - ί Λp(gg,h)χι)dιg
J o ^ Zl(fir) χ2(Λ) JxβΛ nz
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= (s 2 -

= (β f -

• f Λx)dYc[v]

dvι

dv2 - - -

f /*(«*) || Y||̂ -<*/2) \Y[u]\-(n-2/2)dYdu

Jsin πθι — i)/2 when = + 1 ,

\sin τri/2 when y = — 1 .

Similarly, using the results of [2], chap 2, we have

(5-6) f χi(flf)"1-(1/2)χ2(Λ)(n/2)-' Σ Λp(g>h)x)dgdh
JG + /Γ SeU*f]L

za(ft)£i

We can see that (5-4) is justified in the domain {(s1( s2) e C 2 : Re (s^ > A,

Re (A + (1/2) - (n/2) + s2) > A, Re (β, + (1/2)) > Max{ί:, (n + D/2}}. So,

(5-5) and (5-6) imply

(5-7) ( β , - 5-)e«(s,,«ML*)|Λ.

(o^i^n, Re (s,) > MaxίA, K - —, —})

and

(5-8) (s2 - l)f„(«!, s2, L*) !„ . ! =

ίsin π(n — ί)/2 when y = + 1 ,

{sin πi/2 when j = — 1 ,

^i^n-1, Re (βl) > (Max A + 2LnA, M - 1 ,
4U

Similarly, for sufficiently large ReίsJ, we have

(5-7)' (β, - ψ ±1,
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(s2 - fytJ(819 s2, L) \s^nn = v{N)-lSi{8x + \>M),

(0 <,i<Ln, j = ±1)

and

(5-8)' (s2 - l)f,,(S l,s 2,L)U= 1

# [sin π(n — ί)/2 when j = ( —I)71"* ,

lsin ri/2 when 7 = ( - l ) n - ΐ + 1 ,

sin πθι — ΐ)/2 when j = + 1 ,

sin πi/2 when y = — 1 ,

(1 <: i £ n - 1) .

Now it is clear that ξ^(s, L*) and f ̂ (s, L) (1 < i < n — 1) are continued

to meromorphic functions of s on the whole plane C.

THEOREM 3. For n :> 5, £fre zβία functions ξ O, L*) and | (s, L)

(1 !g i ^ n — 1, ami, i/ n is even, i is odd.) are absolutely convergent if

Re (s) > K, and continued to meromorphic functions of s on the whole

plane C satisfying the folloτving functional equation:

... r((s- 2LzA)r(8 - ^^)-^u~1)/4 Σ Dίk(s)
\ 2 / \ 2 / l<k<n-l

where

Dίlc(s) = Akf_ιΛ)_λ(s, 1) when n,i odd ,

Dίk(s) = A f c f + M > - 1 (s, 1) ^ ^βn w odd, i even ,

when n = 2(4), i odd

Dίk(s) = Ajfc.+Li,.^, 1) - Ak^ιΛt^{891)
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146 TOSHIAKI SUZUKI

when n = 0(4), i odd .

Proof. Because, by Theorem 2 and the above results, we obtain the
following equations:

/sin π(n - ί)/2\ =,/ n 1 T

n S ι

• r U -

(<S "Π Gin -rr ^ ^ 4 - 4 ^Q 1 ϊ QΊΠ 7Γ ^
fl,ί(-l)»-iVoi> -U o l l l 7Γ — -f -rL f c f_i i i (_ 1 ) n-iVOi, i.; b l l lTΓ—

v- Δ ΔΣ
sin π^-t- + Ak^lM_l)n-i+1(Su 1) sin ra-1
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