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Abstract

For a prime power q , let Fq be the finite field of q elements. We show that F∗q ⊆ d A2 for almost every

subset A⊂ Fq of cardinality |A| � q1/d . Furthermore, if q = p is a prime, and A⊆ Fp of cardinality
|A| � p1/2(log p)1/d , then d A2 contains both large and small residues. We also obtain some results of
this type for the Erdős distance problem over finite fields.
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1. Introduction

The sum-product phenomenon asserts, roughly speaking, that given a finite nonempty
set A in a ring R, then either the sum set 2A= {a + a′ | a, a′ ∈A} or the product set
A2
= {a · a′ | a, a′ ∈A} will be significantly larger than A, unless A is somehow very

close to being a subring of R, or if A is highly degenerate (for instance, containing
a lot of zero divisors). For instance, in the case of the set of integers R= Z, which
has no nontrivial finite subrings, a long-standing conjecture of Erdős and Szemerédi
asserts that |2A| + |A2

| �ε |A|2−ε for every finite nonempty A⊂ Z and every ε > 0.
(The current best result on this problem is a recent result of Solymosi [14], who
showed that the conjecture holds for any ε greater than 2

3 .) A related question, posed
in a finite field Fq with q elements, is how large A⊂ Fq needs to be to assure that
d A2
=A2

+ · · · +A2
= Fq . It is known (see, for example, [5, 6]) that, for any ε > 0,

there exists d = d(ε) such that if |A| � q1/2+ε then d A2
= Fq . In particular, Hart

and Iosevich [6] have obtained a good lower bound on the size of A that guarantees
d A2
= Fq , with the possible exception of 0. They also showed that the lower bound

on A may be relaxed if one settles for a positive proportion of Fq .

THEOREM 1.1. [6] Let A⊆ Fq , where Fq is an arbitrary finite field with q elements,
such that |A|> q(1/2)+(1/2d). Then

F∗q ⊂ d A2.
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Suppose that
|A| ≥ C1/dq1/2+1/2(2d−1)

for some constant C > 0. Then

|d A2
| ≥

C2−1/d

C2−1/d + 1
q.

Motivated by Theorem 1.1, it is plausible to conjecture that if |A| ≥ q1/2+ε then
2A2 covers Fq or at least a positive proportion of Fq . When q = p is a prime, the
prime field Fp can be naturally identified with Zp = {0, 1, . . . , p − 1}. Garaev and
Garcia [4, Theorem 3] showed that the conjecture holds if A is an interval of length
|A| � p1/2(log p)1/4. In the general case, the best known result is still Theorem 1.1.
The main purpose of this paper is to present some results in favor of this conjecture.
We show that for any d ≥ 2, for almost every subset A⊂ Fq of cardinality |A| � q1/d ,
then F∗q ⊂ d A2. More precisely, our first result is the following.

THEOREM 1.2. For a positive integer d ≥ 2 and for any α > 0, there exist an integer
q0 = q(d, α) and a number Cd,α > 0 with the following property. If one chooses a
random subset A⊆ Fq where |A| = t ≥ Cd,αq1/d , then the probability of F∗q * d A2 is
at most qαt , provided that q ≥ q0.

Furthermore, if q = p is a prime, for a sufficiently large subset A⊆ Zp, we show
that d A2 contains both large and small residues.

THEOREM 1.3. For A⊆ Zp ≡ {0, . . . , p − 1} where

|A|
p1/2(log p)1/d

→∞ as p→∞,

then
max

x∈d A2
x = (1+ o(1))p,

and
min

x∈d A2
x = o(p).

Another classical problem in combinatorics is the Erdős distance problem. For
E ⊂ Fd

q , d ≥ 2, the analog of the classical Erdős distance problem is to determine the
smallest possible cardinality of the set

1(E)= {|x − y|2 = (x1 − y1)
2
+ · · · + (xd − yd)

2
: x, y ∈ E},

which is viewed as a subset of Fq . Iosevich and Rudnev [8], using Fourier analytic
methods, showed that there are absolute constants c1, c2 > 0 such that for any odd q
and any set E ⊂ Fd

q of cardinality |E | ≥ c1qd/2,

|1(E)| ≥ c min{q, q−(d−1)/2
|E |}. (1.1)
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(In fact one can also obtain (see, for example, [12, 13, 15]) more general results for
the number of pairwise distances between elements of two sets E, F ⊂ Fd

q .) In view of
this result, Iosevich and Rudnev [8] conjectured that for any subset E ⊂ Fd

q with |E | �
qd/2+ε , |1(E)| ≥ cq for some c > 0. This conjecture is false in general. Hart et al. [7]
constructed, for any small c > 0, a subset E ⊂ Fd

q of cardinality 1/2cq((d+1)/2) such
that 1(E)≤ cq. They, however, showed [7, Theorem 2.11] that, for any c > 0, if E is
uniformly distributed on the sphere and |E | � q , then |1(E)| ≥ cq. We will show that
a similar result holds for almost every subset E ⊂ Fq of cardinality |E | � q .

THEOREM 1.4. For any α > 0, there exist an integer q0 = q(α) and a number Cα > 0
with the following property. When a subset E ⊆ Fd

q , where |E | = t ≥ Cαq, is chosen
randomly, the probability of Fq *1(E) is at most qαt , provided that q ≥ q0.

Note that the implied constants in the symbols ‘o’ and ‘�’ may depend on an
integer parameter d . We recall that the notation U � V is equivalent to the assertion
that the inequality U � c|V | holds for some constant c > 0. The rest of this paper is
organized as follows. In Section 2, we summarize several useful lemmas, which will
be used throughout the paper. The proofs of Theorems 1.2, 1.3 and 1.4 are given in
Sections 3–5, respectively.

2. Preliminaries

2.1. Incidence geometry. One of our main tools is the following geometric
incidence estimate, which was developed and used in [6] (see also [2] for a functional
version).

LEMMA 2.1. [6] Let B(·, ·) be a nondegenerate bilinear form in Fd
q . For any λ ∈ Fq

and two subsets E, F ⊆ Fd
q , we define

vλ(E, F)=
∑

B(x, y)=λ

E(x)F( y),

where E(·) and F(·) are the characteristic functions of E and F , respectively. For any
λ ∈ F∗q ,

vλ(E, F)=
|E ||F |

q
+ R(λ),

where

|R(λ)| ≤
√

qd−1|E ||F |.
2.2. Finite Euclidean graphs. For a fixed a ∈ Fq , the finite Euclidean graph Eq,d(a)
in Fd

q is defined as the graph with the vertex set Fd
q and the edge set

{(x, y) ∈ Fd
q × Fd

q : x 6= y, |x − y|2 = (x1 − y1)
2
+ · · · + (xd − yd)

2
= a}.

In [10], Medrano et al. studied the spectrum of these graphs and showed that they are
asymptotically Ramanujan graphs.
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THEOREM 2.2. [10] The finite Euclidean graph Eq,d(a) is a regular graph with qd

vertices of valency

k(q, a)=


qd−1

+ χ((−1)(d−1)/2a)q(d−1)/2 a 6= 0, d odd,
qd−1

− χ((−1)d/2)q(d−2)/2 a 6= 0, d even,
qd−1 a = 0, d odd,
qd−1

− χ((−1)d/2)(q − 1)q(d−2)/2 a = 0, d even

where χ is the quadratic character

χ(a)=

1 a 6= 0, a is square in Fq ,

−1 a 6= 0, a is nonsquare in Fq ,

0 a = 0.

Let λ be any eigenvalues of the graph Eq,d(a) with λ 6= valency of the graph. Then

|λ| ≤ 2q(d−1)/2. (2.1)

2.3. Eigenvalues and expanders. We call a graph G = (V, E) an (n, d, λ)-graph
if G is a d-regular graph on n vertices where the absolute values of each of its
eigenvalues except for the largest one are at most λ. It is well known that if λ� d ,
then an (n, d, λ)-graph behaves similarly to a random graph Gn,d/n . Specifically, we
have the following result.

LEMMA 2.3. [1, Corollary 9.2.5] Let G be an (n, d, λ)-graph. For every set of
vertices B and C of G, ∣∣∣∣e(B, C)−

d

n

∣∣∣∣B‖C‖ ≤ λ√|B‖C |, (2.2)

where e(B, C) is the number of edges in the induced bipartite subgraph of G on (B, C)
(that is, the number of ordered pairs (u, v) where u ∈ B, v ∈ C and uv is an edge
of G).

2.4. A graph theory lemma. Let G(X, Y ) be a bipartite graph. We denote the
number of edges going through X and Y by e(X, Y ). The average degree d̄(G) of
G is defined as

d̄(G)=
2e(X, Y )

|X | + |Y |
.

We will need the following bound on the probability of an induced bipartite subgraph
being empty.

LEMMA 2.4. [11, Lemma 2.1] Let {Gn = G(Vn, Vn)}
∞

n=1 be a sequence of bipartite
graphs with |Vn| →∞ as n→∞. Assume that for any ε > 0, there exist an integer
v(ε) and a number c(ε) > 0 such that e(A, A)≥ c(ε)|A|2d̄(Gn)/|Vn| for all |Vn| ≥

v(ε) and all A ⊂ Vn satisfying |A| ≥ ε|Vn|. Then for any α > 0, there exist an integer
v(α) and a number C(α)with the following property. If one chooses a random subset S
of Vn of cardinality s, then the probability of G(S, S) being empty is at most αs ,
provided that |S| = s ≥ C(α)|Vn|/d̄(G) and |Vn| ≥ v(α).
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2.5. Character sums for bilinear forms over finite fields. The next lemma is an
estimate of a character sum with bilinear forms over finite fields.

LEMMA 2.5. Let B(·, ·) be a nondegenerate bilinear form in the d-dimensional vector
space Fd

q , and ψ be a nontrivial additive character on Fq . For any two sets E, F ⊂ Fn
q

with |E | = E, |F | = F, ∣∣∣∣ ∑
u∈E,v∈F

ψ(B(u, v))
∣∣∣∣≤√qd |E ||F |. (2.3)

PROOF. Viewing
∑

u∈E,v∈F ψ(B(u, v)) as a sum in v, applying the Cauchy–Schwarz
inequality and dominating the sum over v ∈ F by the sum over v ∈ Fd

q , we see that∣∣∣∣ ∑
u∈E,v∈F

ψ(B(u, v))
∣∣∣∣2 ≤ |F |

∑
v∈Fd

q

∑
u,u′∈E

ψ(B(u − u′, v))

≤ |F |
∑

u,u′∈E

∑
v∈Fd

q

ψ(B(u − u′, v))

≤ qd
|E ||F |,

since the inner sum over v vanishes unless u = u′. 2

2.6. Discrepancy of sequences. For any real number x , set e(x)= e2π i x . The
fraction part {x} of x is defined by {x} = x − [x], where [x] denotes the integral part
of x , that is, the greatest integer less than or equal to x . For any interval I ⊆ [0, 1)
and a sequence {xn}n≥1, xn ∈ R, let A(I, N , xn) be the number of xn , 1≤ n ≤ N , for
which {xn} ∈ I , that is,

A(I, N , xn)=

N∑
n=1

χI({xn}), (2.4)

where χI is the characteristic function of I . The discrepancy DN (xn) of a finite
sequence {xn}1≤n≤N is defined as follows.

DEFINITION 2.6. Let x1, . . . , xN be a finite sequence of real numbers. Then the
number

DN = DN (xn)= sup
I⊆[0,1)

∣∣∣∣ A(I, N , xn)

N
− |I|

∣∣∣∣
is called the discrepancy of the given sequence.

We will need the following variant of the Erdős–Turán–Koksma inequality.

LEMMA 2.7. [3, Equation (1.62)] Let x1, . . . , xN be a finite sequence of real
numbers. For any H > 2,

DN (xn)≤
1

H + 1
+

∑
0<h≤H

1
h

∣∣∣∣ 1
N

N∑
n=1

e(hxn)

∣∣∣∣. (2.5)

https://doi.org/10.1017/S0004972709000537 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972709000537


6 L. A. Vinh [6]

3. Sum of products in random sets

In this section, we mimic the proof of [11, Lemma 2.1] to give a proof of
Theorem 1.2. Let A be an ordered random subset, whose elements are chosen in
order (a1 first and at last). For any λ ∈ F∗q , we compute the probability that λ 6∈ d A2.
For 1≤ s < t , let

Ns = {a ∈ Fq : ay1 + x2 y2 + · · · + xd yd = λ,

for some x2, . . . , xd , y1, . . . , yd ∈ {a1, . . . , as, a}}.

Since λ 6∈ d A2, as+1 6∈Ns . Let

Ms+1 = {as+1 ∈ Fq \ {a1, . . . , as} : |Ns+1 \Ns | ≤ εq
1/d/2},

where ε later will be chosen to be small enough. Suppose that |Ms+1|> εq for some
1≤ s < t . From Lemma 2.1,

vλ(Md
s+1, Md

s+1)≥
|Ms+1|

2d

q
− q(d−1)/2

|Ms+1|
d . (3.1)

Since Ms+1 ∩Ns = ∅, it follows that

vλ(Md
s+1, Md

s+1)≤ vλ(Md
s+1, (Fq \Ns)

d)≤ |Ms+1|
d(εq1/d/2)d <

εdq|Ms+1|
d

2d .

(3.2)
Putting (3.1) and (3.2) together leads to a contradiction. Therefore, |Ms+1| ≤ εq for
1≤ s < t . Let t ≥ 4q1/d/ε, and assume that the set A has been chosen such that
λ 6∈ d A2. Let t1 be the number of as+1 that do not belong to Ms+1. Then

q ≥ |Nt | ≥
∑

as+1 6∈Mk+1

|Nk+1 \Nk | ≥ εt1q1/d/2.

This implies that
t1 ≤ 2q1/d/ε ≤ t/2.

Therefore, there are t − t1 ≥ t/2 elements ak+1 that belong to Mk+1 where |Mk+1|

≤ εq . Hence, the number of ordered subsets A⊆ Fq such that λ 6∈ d A2 is bounded by∑
t1≤t/2

(
t

t1

)
q t1(εq)t−t1 ≤ (6ε)t/2q(q − 1) · · · (q − t + 1).

Choosing ε = α2/6, we complete the proof of the theorem.

4. Largest and smallest residues

We give a proof of Theorem 1.3 in this section. Choose H := p − 1, N := |A|2d

and

{x1, . . . , xN } :=

{∑d
i=1 ai bi

p
: a1, . . . , ad , b1, . . . , bd ∈A

}
.
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From Lemma 2.7,

DN (xn)≤
1
p
+

∑
1≤h≤p−1

1

h|A|2d

∣∣∣∣ N∑
n=1

e(hxn)

∣∣∣∣. (4.1)

Applying Lemma 2.5 for additive character ψ(x)= e(hx/p) and E = F =Ad ,∣∣∣∣ N∑
n=1

e(hxn)

∣∣∣∣≤ pd/2
|A|d , (4.2)

for 1≤ h ≤ p − 1. It follows from (4.1) and (4.2) that

DN (xn)≤
1
p
+

pd/2

|A|d
∑

1≤h≤p−1

1
h
≤

1
p
+

pd/2 log p

|A|d
. (4.3)

Let I1 = [1− (2pd/2 log p/|A|d), 1); then∣∣∣∣ A(I1, N , xn)

N
−

2pd/2 log p

|A|d

∣∣∣∣≤ DN (xn)≤
1
p
+

pd/2 log p

|A|d
.

Therefore, A(I1, N , xn) > 0, or equivalently

max
x∈d A2

x ≥

(
1−

2pd/2 log p

|A|d

)
p = (1+ o(1))p.

Similarly, let I2 = [0, 2pd/2 log p/|A|d ]; then A(I2, N , xn) > 0, or

min
x∈d A2

x ≤
2pd/2 log p

|A|d
p = o(p).

This completes the proof of Theorem 1.3.

5. Distances in random sets

Let Gq,d(a) be a bipartite graph with the vertex set Fd
q × Fd

q and the edge set

{(x, y) ∈ Fd
q × Fd

q : |x − y|2 = (x1 − y1)
2
+ · · · + (xd − yd)

2
= a}.

Then
d̄(Gq,d(a))= k(q, a)+ δ0(a),

where δ0(a)= 1 if a = 0, and 0 otherwise. From Theorem 2.2 and Lemma 2.3, for any
A ⊂ Fd

q , ∣∣∣∣e(A, A)−
k(q, a)

qd |A|2
∣∣∣∣≤ 2q(d−1)/2

|A|.
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Hence, it is easy to check that, for any ε > 0, if |A| � εqd and q � (2/ε)2/(d−1), then

e(A, A)≥
d̄(Gq,d(a))

2qd |A|2.

Let c(ε)= 1/2 and n(ε)=
⌈
(2/ε)2/(d−1)

⌉
. Theorem 1.4 now follows immediately

from Lemma 2.4.

6. Remarks

For a prime number p and a sufficiently large subset E ⊆ Zd
p, similar to Section 4,

we can show that 1(E) contains both large and small distances.

THEOREM 6.1. [9] For E ⊆ Zd
p and |E | ≥ pd/2 log p,

max1(E)= (1+ o(1))p,

and
min1(E)= o(p).

Theorem 6.1 and other general results are given in [9]. Theorem 1.3 was inspired
by that paper.
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