## ON PERMANENTAL IDENTITIES
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$$
\begin{aligned}
& \text { ABSTRACT. Let } M_{n}(F) \text { be the algebra of } n \times n \text { matrices over a field } F \text { of characteristic } \\
& p>2 \text { and let } * \text { be an involution on } M_{n}(F) \text {. If } s_{1}, \ldots, s_{r} \text { are symmetric variables we } \\
& \text { determine the smallest } r \text { such that the polynomial } \\
& \qquad P_{r}\left(s_{1}, \ldots, s_{r}\right)=\sum_{\sigma \in \mathcal{S}_{r}} s_{\sigma(1)} \cdots s_{\sigma(r)}
\end{aligned}
$$

is a $*$-polynomial identity of $M_{n}(F)$ under either the symplectic or the transpose involution. We also prove an analogous result for the polynomial

$$
C_{r}\left(k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{r}^{\prime}\right)=\sum_{\sigma, \tau \in \mathcal{S}_{r}} k_{\sigma(1)} k_{\tau(1)}^{\prime} \cdots k_{\sigma(r)} k_{\tau(r)}^{\prime}
$$

where $k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{r}^{\prime}$ are skew variables under the transpose involution.

1. Introduction. Let $x_{1}, \ldots, x_{m}$ be non commuting indeterminates and $S_{m}$ the symmetric group on $1,2, \ldots, m$. The standard polynomial

$$
S_{m}\left(x_{1}, \ldots, x_{m}\right)=\sum_{\sigma \in S_{m}}(\operatorname{sgn} \sigma) x_{\sigma(1)} \cdots x_{\sigma(m)}
$$

plays an important role in the study of the polynomial identities of $M_{n}(F)$, the algebra of $n \times n$ matrices over a field $F$. The Amitsur-Levitzki theorem ([6, Theorem 1.4.1]) states that $S_{2 n}\left(x_{1}, \ldots, x_{2 n}\right)$ is a polynomial identity of minimal degree for $M_{n}(F)$ and also, if $f$ is a polynomial identity of degree $2 n$ then $f=\alpha S_{2 n}$ for some $\alpha \in F$.

A permanental version of the standard polynomial is given by the polynomial

$$
P_{m}\left(x_{1}, \ldots, x_{m}\right)=\sum_{\sigma \in \mathcal{S}_{m}} x_{\sigma(1)} \cdots x_{\sigma(m)} .
$$

Clearly $P_{m}$ is obtained from the polynomial $x^{m}$ by complete linearization. Hence, if char $F=0$ (or char $F=p>0$ and $p>m!$ ) it easily follows that if $m \geq 1, P_{m}\left(x_{1}, \ldots, x_{m}\right)$ is not a polynomial identity for $M_{n}(F)$, for all $n \geq 1$. Nevertheless in [8] Zalesskii proved that if char $F=p>0$ then $P_{n p}\left(x_{1}, \ldots, x_{n p}\right)$ is a polynomial identity for $M_{n}(F)$; moreover $P_{n p}$ is of minimal degree in the sense that, if for some $k \geq 1, P_{k}\left(x_{1}, \ldots, x_{k}\right)$ is a polynomial identity for $M_{n}(F)$ then $k \geq n p$.

[^0]Let $F$ be a field, $X=\left\{x_{1}, x_{2}, \ldots\right\}$ a countable set and $F\{X, *\}$ the free algebra with involution $*$ over $F$. We denote by $x_{i}^{*}$ the image of the variable $x_{i}$ under $*$. If $R$ is an $F$-algebra with involution $*$ we shall consider only involutions such that $(\alpha a)^{*}=\alpha a^{*}$ for all $a \in R$ and $\alpha \in F$. Recall that a non-zero polynomial $f\left(x_{1}, x_{1}^{*}, \ldots, x_{m}, x_{m}^{*}\right)$ in $F\{X, *\}$ is a $*$-polynomial identity $(*-\mathrm{PI})$ for $R$ if $f\left(r_{1}, r_{1}^{*}, \ldots, r_{m}, r_{m}^{*}\right)=0$ for all $r_{1}, \ldots, r_{m} \in R$.

Now, if $*$ is an involution on $M_{n}(F)$, it is well known that if $F$ is an infinite field of characteristic not 2, then only two involutions play a role in the study of the $*$-polynomial identities of $M_{n}(F)$ : the transpose involution, denoted $*=t$, and the canonical symplectic involution, denoted $*=s$.

Recall that $s$ is defined only in case $n=2 m$ is even and it is given by the rule: if $A \in M_{n}(F)$, write $A=\left(\begin{array}{cc}B & C \\ D & E\end{array}\right)$ where $B, C, D, E \in M_{m}(F)$ and set

$$
A^{s}=\left(\begin{array}{cc}
E^{t} & -C^{t} \\
-D^{t} & B^{t}
\end{array}\right)
$$

where $t$ is the usual transpose.
In what follows we shall write $\left(M_{n}(F), s\right)$ and $\left(M_{n}(F), t\right)$ to indicate that $M_{n}(F)$ is endowed with an involution of transpose or symplectic type respectively.

If $\operatorname{char} F \neq 2$, for $i=1,2, \ldots$, we define $s_{i}=x_{i}+x_{i}^{*}$ and $k_{i}=x_{i}-x_{i}^{*}$ so that $F\{X, *\}=F\left\{s_{1}, k_{1}, s_{2}, k_{2}, \ldots\right\}$ and $s_{i}$ and $k_{i}$ are symmetric and skew-symmetric variables respectively.

In a paper relating the Amitsur-Levitzki theorem to the cohomology of the unitary group [3], Kostant proved that if $n$ is even $S_{2 n-2}\left(k_{1}, \ldots, k_{2 n-2}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$. This theorem was later extended by Rowen in [5] who showed that $S_{2 n-2}\left(k_{1}, \ldots, k_{2 n-2}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$ for all $n$. Concerning the symplectic involution Rowen in [7] proved that $S_{2 n-2}\left(s_{1}, \ldots, s_{2 n-2}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), s\right)$. It is not known for generic $n$ if the above polynomials are *-polynomials identities of minimal degree for $\left(M_{n}(F), *\right)$.

In the present paper, by generalizing Zalesskii's theorem, we shall prove that if char $F=p>2$ then $P_{m p}\left(s_{1}, \ldots, s_{m p}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), s\right)$ where $m=n / 2$. Also $P_{m p}\left(s_{1}, \ldots, s_{m p}\right)$ is of minimal degree in the sense that if $P_{r}\left(s_{1}, \ldots, s_{r}\right)$ is a *-polynomial identity for $\left(M_{n}(F), s\right)$, then $r \geq m p$. In case of transpose involution we prove that $P_{r}\left(s_{1}, \ldots, s_{r}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$ if and only if $r \geq n p$.

Another result we shall prove concerns a permanental version of the Capelli polynomial, i.e., the polynomial

$$
C_{r}\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=\sum_{\sigma, \tau \in S_{r}} x_{\sigma(1)} y_{\tau(1)} \cdots x_{\sigma(r)} y_{\tau(r)}
$$

where $x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}$ are distinct non commuting variables.
In [2] it was proved that $C_{r}\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ is a polynomial identity for $M_{n}(F)$ if and only if $r \geq n p$ where char $F=p>0$.

Let $k_{1}, k_{1}^{\prime}, \ldots, k_{r}, k_{r}^{\prime}$ be distinct skew variables. By extending the above result, in [4] Revesz and Szigeti proved that, if char $F=p>2$, then $C_{r}\left(k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{r}^{\prime}\right)$ is a *-polynomial identity for $\left(M_{n}(F), t\right)$ provided that $r \geq\left[\frac{n+1}{2}\right] p$ and $p>\sqrt{\left[\frac{n+1}{2}\right]}$.

We shall improve this theorem by showing that the conclusion still holds if we remove the hypothesis $p>\sqrt{\left[\frac{n+1}{2}\right]}$; we shall also prove that, if $n$ is even, this polynomial is of minimal degree in the sense that if $C_{r}\left(k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{r}^{\prime}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$ then $r \geq\left[\frac{n+1}{2}\right] p$.

One final remark is in order. All the results proved in this note extend to matrix rings over an arbitrary commutative ring with 1 such that $p \cdot 1=0$.

Throughout $F$ will be a field of characteristic $p>2$.
2. Permanental standard polynomials. Let $A$ be the algebra generated over $F$ by the countable set $\left\{a_{1}, a_{2}, \ldots\right\}$ with relations $a_{i}^{p}=0$ and $a_{i} a_{j}=a_{j} a_{i}$ for all $i, j$. If $*$ is an involution on $M_{n}(F)$, then the algebra $M_{n}(A) \cong M_{n}(F) \otimes_{F} A$ has a natural induced involution, that we shall still denote $*$, defined by requiring that $(b \otimes a)^{*}=b^{*} \otimes a$, for $b \in M_{n}(F)$ and $a \in A$.

Recall that a $*$-polynomial $f\left(x_{1}, x_{1}^{*} \ldots, x_{m}, x_{m}^{*}\right)$ is multilinear if in every monomial of $f, x_{i}$ or $x_{i}^{*}, i=1, \ldots, m$, appears exactly once. We have the following

LEMMA 1. Let $f\left(x_{1}, x_{1}^{*} \ldots, x_{m}, x_{m}^{*}\right)$ be a multilinear *-polynomial. Then $f$ is a *polynomial identity for $M_{n}(F) \otimes_{F} A$ if and only iff is a $*$-polynomial identity for $M_{n}(F)$.

Proof. Since $f$ is multilinear it is enough to check $f$ on elements of the type $b \otimes a$ with $b \in M_{n}(F)$ and $a \in A$. Let $b_{1}, \ldots, b_{m} \in M_{n}(F)$ and $a_{1}, \ldots, a_{m} \in A$ then

$$
f\left(b_{1} \otimes a_{1}, b_{1}^{*} \otimes a_{1}, \ldots, b_{m} \otimes a_{m}, b_{m}^{*} \otimes a_{m}\right)=f\left(b_{1}, b_{1}^{*}, \ldots, b_{m}, b_{m}^{*}\right) \otimes a_{1} a_{2} \cdots a_{m}
$$

It is now clear that $f$ is a $*$-PI for $M_{n}(F)$ if and only if $f$ is a $*$-PI for $M_{n}(F) \otimes_{F} A$.
Let $C$ be a commutative ring and suppose that $M_{2 m}(C)$ is endowed with the symplectic involution. Let $e_{i j},(i, j=1, \ldots, n)$ be the usual matrix units of $M_{n}(C)$. Let us denote by $P f(c)$ the Pfaffian of the matrix $c$. If $b=b^{*} \in M_{2 m}(C)$, it is know [6, Theorem 2.5.10] that every eigenvalue of $b$ has even multiplicity; also if $u=\sum_{i=1}^{m}\left(e_{i i+m}-e_{i+m i}\right)$ and $p(x)=\operatorname{Pf}((x-b) u)$ then $p(b)=0$ and $p(x)^{2}$ is the characteristic polynomial of $b$.

The polynomial $P_{k}$ satisfies the following obvious relation
REmARK. For every $h \leq k$,

$$
P_{k}\left(x_{1}, \ldots, x_{k}\right)=\sum_{i_{1}, \ldots, i_{h}} x_{i_{1}} \cdots x_{i_{h}} P_{k-h}\left(x_{1}, \ldots, \hat{x}_{i_{1}} \cdots \hat{x}_{i_{h}} \ldots x_{k}\right)
$$

where $\hat{x}_{j}$ means that the variable $x_{j}$ is omitted.
The following theorem shows that the bound of Zalesskii's theorem can be considerably lowered if one evaluates the polynomial $P_{k}$ on symmetric matrices under the symplectic involution.

THEOREM 2. $P_{r}\left(s_{1}, \ldots, s_{r}\right)$ is a *-polynomial identity for $\left(M_{2 m}(F), s\right)$ if and only if $r \geq m p$.

Proof. Let $A$ be the algebra defined above and consider $M_{2 m}(A)$ with canonical symplectic involution. For $b=b^{*} \in M_{2 m}(A)$ let $p(x)=\operatorname{Pf}((x-b) u)$, and write

$$
p(x)=x^{m}-\mu_{1} x^{m-1}+\ldots+(-1)^{m} \mu_{m} .
$$

Since $\mu_{i} \in A$ it follows that $\mu_{i}^{p}=0$, for all $i=1, \ldots, m$; hence, since $p(b)=0$,

$$
0=p(b)^{p}=b^{m p}-\mu_{1}^{p} b^{(m-1) p} \ldots+(-1)^{m} \mu_{m}^{p}=b^{m p}
$$

and $x^{m p}$ is a $*$-PI for $M_{2 m}(A)$ in one symmetric variable $x$. By completely linearizing the polynomial $x^{m p}$ we get that $P_{m p}\left(s_{1}, \ldots, s_{m p}\right)$ is a $*$-polynomial identity for $M_{2 m}(A) \cong$ $M_{2 m}(F) \otimes_{F} A$; since $P_{m p}$ is multilinear, by Lemma 1, it follows that $P_{m p}$ is a $*-\mathrm{PI}$ for $M_{2 m}(F)$.

By the previous remark, if $r \geq m p$ then $P_{r}\left(s_{1}, \ldots, s_{r}\right)$ is still a $*-\mathrm{PI}$ for $M_{2 m}(F)$. Also, in order to finish the proof we only have to show that $P_{m p-1}\left(s_{1}, \ldots, s_{m p-1}\right)$ is not a $*$-PI for $M_{2 m}(F)$. Let us consider the following symmetric elements of $M_{2 m}(F)$ :

$$
\begin{gathered}
t_{1}=e_{12}+e_{m+2 m+1}, \quad t_{2}=e_{23}+e_{m+3 m+2}, \ldots, t_{m-1}=e_{m-1 m}+e_{2 m 2 m-1} \\
t_{m}=e_{m 1}+e_{m+12 m}, \quad v_{1}=e_{22}+e_{m+2 m+2}, \ldots, v_{m-1}=e_{m m}+e_{2 m 2 m}
\end{gathered}
$$

Then we get

$$
\begin{aligned}
e_{11} P_{m p-1}\left(t_{1}, \ldots, t_{m}, t_{1}, \ldots, t_{m}, \ldots, t_{1}, \ldots, t_{m}, v_{1}, \ldots, v_{m-1}\right) e_{11} & =(p-1)!^{m}(p-1)^{m-1} e_{11} \\
& \neq 0
\end{aligned}
$$

We should remark that $(p-1)^{m-1}$ counts the monomials of the form

$$
t_{1} a_{2} t_{2} a_{3} \cdots a_{m} t_{m} t_{1} b_{2} t_{2} b_{3} \cdots b_{m} t_{m} \cdots t_{1} c_{2} t_{2} c_{3} \cdots c_{m} t_{m}
$$

where, for all i, $\left\{a_{i}, b_{i}, \ldots, c_{i}\right\}=\left\{v_{i}, 1, \ldots, 1\right\}$.
Then $P_{m p-1}\left(s_{1}, \ldots, s_{m p-1}\right)$ is not a $*$-PI for $M_{2 m}(F)$.
Unfortunately the analogue of Theorem 2 for transpose involution doesn't give a bound smaller than $n p$ on the degree of the polynomial $P_{k}$.

THEOREM 3. $P_{r}\left(s_{1}, \ldots, s_{r}\right)$ is $a *$-polynomial identity for $\left(M_{n}(F), t\right)$ if and only if $r \geq n p$.

Proof. By Zalesskii's theorem we know that $P_{n p}\left(s_{1}, \ldots, s_{n p}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$. Therefore it is enough to show that $P_{n p-1}\left(s_{1}, \ldots, s_{n p-1}\right)$ is not a *-PI for $M_{n}(F)$. Take

$$
t_{1}=e_{12}+e_{21}, \quad t_{2}=e_{23}+e_{32}, \ldots, t_{n-1}=e_{n-1 n}+e_{n n-1}, \quad t_{n}=e_{1 n}+e_{n 1}
$$

and

$$
v_{1}=e_{22}, \ldots, v_{n-1}=e_{n n} .
$$

Then

$$
\begin{aligned}
e_{11} P_{n p-1}\left(t_{1}, \ldots, t_{n}, \ldots, t_{1}\right. & \left., \ldots, t_{n}, v_{1}, \ldots, v_{n-1}\right) e_{11} \\
& =2^{p-1}(p-1)!^{n}(p-1)^{n-1} e_{11} \neq 0
\end{aligned}
$$

where the last inequality holds since $\operatorname{char} F=p \neq 2$ and the only monomials giving a nonzero contribution are those written as products of terms of the form $t_{1} a_{2} t_{2} a_{3} \cdots a_{n} t_{n}$ and $t_{n} a_{n} \cdots t_{2} a_{2} t_{1}$, where $a_{i}=1$ or $v_{i}$.
3. Permanental Capelli polynomials. In [4] Revesz and Szigeti proved that, if $r \geq p\left[\frac{n+1}{2}\right]$ and $p>\sqrt{\left[\frac{n+1}{2}\right]}$ then

$$
C_{r}\left(k, k^{\prime}\right)=C_{r}\left(k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{r}^{\prime}\right)=\sum_{\sigma, \tau \in \mathcal{S}_{r}} k_{\sigma(1)} k_{\tau(1)}^{\prime} \cdots k_{\sigma(r)} k_{\tau(r)}^{\prime}
$$

is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$ in the skew variables $k_{i} s$ and $k_{i}^{\prime} s$. In this section we shall remove the condition $p>\sqrt{\left[\frac{n+1}{2}\right]}$ from this theorem and moreover we shall prove that, if $n=2 m, C_{m}\left(k, k^{\prime}\right)$ is of minimal degree in the sense that, if for some $r \geq 1$, $C_{r}\left(k, k^{\prime}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$ then $r \geq m p$.

We also consider the polynomial

$$
\begin{aligned}
D_{r}(s, k) & =D_{r}\left(s_{1}, \ldots, s_{2 r}, k_{1}, \ldots, k_{r}\right) \\
& =\sum_{\substack{\sigma \in S_{2} r \\
\tau \in S_{r}}} s_{\sigma(1)}\left(s_{\sigma(2)} \circ k_{\tau(1)}\right) s_{\sigma(3)}\left(s_{\sigma(4)} \circ k_{\tau(2)}\right) \cdots s_{\sigma(2 r-1)}\left(s_{\sigma(2 r)} \circ k_{\tau(r)}\right)
\end{aligned}
$$

where $s_{1}, \ldots, s_{2 r}$ are symmetric variables and $s \circ k=s k+k s$. Here we shall improve the result in [4] concerning $D_{r}(s, k)$ by removing as above the hypothesis on char $F$.

If $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a homogeneous polynomial then we can apply to $f$ the well known process of multilinearization [6, p. 126] that will produce a multilinear polynomial. At each stage of this process we still get a homogeneous polynomial $g$ that we shall call a proper linearization of $f$ provided $g \neq f$.

The following lemma is stated only for polynomials in skew variables since this is the setting in which we shall apply it. Anyway it is obvious that it can be generalized to polynomials in any number of symmetric and skew variables.

Lemma 4. Let $R$ be an $F$-algebra with involution $*$ and $f\left(k_{1}, k_{2}, \ldots, k_{n}\right) \in F\{X, *\}$ a homogeneous polynomial which is not multilinear. Suppose that all proper linearizations off are $*$-polynomial identities for $R$. If $B$ is a basis for the space of skew elements of $R$ and $f\left(b_{1}, b_{2}, \ldots, b_{n}\right)=0$, for all $b_{1}, \ldots, b_{n} \in B$, then $f$ is $a *$-polynomial identity for $R$.

Proof. Let $a_{1}, \ldots, a_{n}$ be skew elements of $R$ and write $a_{i}=\sum \alpha_{i j} b_{j}$ where $b_{j} \in B$ and $\alpha_{i j} \in F$. Notice that $f\left(\sum \alpha_{1 j} b_{j}, \ldots, \Sigma \alpha_{n j} b_{j}\right)$ can be written as a linear combination of valuations of the proper linearizations of $f$ and terms of the type $f\left(b_{i_{1}}, \ldots, b_{i_{n}}\right)$ with $b_{i_{j}} \in B$. Then, by applying the hypothesis, we get that $f$ is a $*-\mathrm{PI}$ for $R$.

THEOREM 5. $C_{m p}\left(k, k^{\prime}\right)$ is a *-polynomial identity for $\left(M_{n}(F), t\right)$ where $m=\left[\frac{n+1}{2}\right]$. Moreover, if $n=2 m$ and $C_{r}\left(k, k^{\prime}\right)$ is a $*$-polynomial identity for $\left(M_{n}(F), t\right)$ then $r \geq m p$.

Proof. We may assume that $n=2 m$ is even. Let $A$ be the algebra defined at the beginning of Section 2 . Let $K, K^{\prime}$ be two skew matrices in $M_{n}(A)$ under the transpose involution and suppose that $K$ is invertible. Then the map $\phi: D \rightarrow K D^{t} K^{-1}$ defines an involution of symplectic type on $M_{n}(A)$ and under this involution $K K^{\prime}$ is a symmetric element. As in the proof of Theorem 2 it follows that $K K^{\prime}$ satisfies a polynomial of degree $m$; let

$$
\left(K K^{\prime}\right)^{m}-\mu_{1}\left(K K^{\prime}\right)^{m-1}+\cdots+(-1)^{m} \mu_{m}=0
$$

By a Zariski density argument we can remove the assumption that $K$ is invertible and by taking $p$-th power, as in the proof of Theorem 2, it follows that $\left(K K^{\prime}\right)^{m p}=0$. At this point it s enough to notice that $C_{m p}\left(k, k^{\prime}\right)$ is the multilinearization of the polynomial $\left(k_{1} k_{1}^{\prime}\right)^{m p}$; hence we get that $C_{m p}\left(k, k^{\prime}\right)$ is a $*$-PI for $\left(M_{n}(A), t\right)$ and, so, by Lemma 1 , for $\left(M_{n}(F), t\right)$.

Suppose now that $C_{r}\left(k, k^{\prime}\right)$ is a $*$-PI for $\left(M_{n}(F), t\right)$ and $r<m p$. Recall that, since by Lemma $1, M_{n}(F)$ and $M_{n}(A)$ satisfy the same multilinear $*$-PIs then $C_{r}\left(k, k^{\prime}\right)$ is also a *-PI for $M_{n}(A)$. Define now the two matrices

$$
K=\left(\begin{array}{cc}
O & B \\
-B^{t} & O
\end{array}\right) \quad \text { and } \quad K^{\prime}=\left(\begin{array}{cc}
O & -D^{t} \\
D & O
\end{array}\right)
$$

where $B=\left(b_{i j}\right) \in M_{m}(A)$ is such that $b_{i j}=0$ if $j \not \equiv i+1(\bmod m), b_{i i+1}=a_{i}$ and $b_{m 1}=a_{m}$ and $D=\left(d_{i j}\right) \in M_{m}(A)$ is such that $d_{i j}=0$ if $j \neq i$ and $d_{i i}=a_{m+i}$.

By direct computation we get that

$$
\left(K K^{\prime}\right)^{m}=\left(\begin{array}{cc}
B D & O \\
O & B^{t} D^{t}
\end{array}\right)^{m}=a_{1} a_{2} \cdots a_{m} a_{m+1} \cdots a_{2 m} I
$$

where $I$ is the $2 m \times 2 m$ identity matrix. From this equality, it follows that, since $a_{i}^{p}=0$, $m p$ is the smallest exponent such that $\left(K K^{\prime}\right)^{m p}=0$. Thus $\left(K K^{\prime}\right)^{r} \neq 0$.

We claim that all the proper linearizations of the polynomial $\left(k_{1} k_{1}^{\prime}\right)^{r}$ are $*$-PIs for $\left(M_{n}(A), t\right)$. Let $f$ be a proper linearization of $\left(k_{1} k_{1}^{\prime}\right)^{r}$. We use induction on the number of distinct variables appearing in $f$. Let $f$ be of degree $d_{i} \geq 1$ in $k_{i}$ and suppose first that $p \nmid d_{i}$. Then let $f^{\prime}$ be the linearization of $f$ which is of degree $d_{i}-1$ in $k_{i}$ and of degree 1 in one new skew variable $z$. By inductive hypothesis $f^{\prime}$ is a $*-\mathrm{PI}$ for $M_{n}(A)$. If we identify $k_{i}=z$ in $f^{\prime}$ we obtain that $d_{i} f$ and, so, $f$ is a $*-\mathrm{PI}$ for $M_{n}(A)$.

On the other hand suppose that $p \mid d_{i}$ and let $M_{n}(A)^{-}$be the space of skew elements of $M_{n}(A)$. If $B$ is a basis of $M_{n}(A)^{-}$, then the elements of $B$ can be written in the form $b_{i} \otimes c_{i}$ where $b_{i}=-b_{i}^{*} \in M_{n}(F)$. Thus we compute

$$
f\left(b_{1} \otimes c_{1}, \ldots, b_{u} \otimes c_{u}\right)=f\left(b_{1}, \ldots, b_{u}\right) \otimes c_{1}^{d_{1}} \cdots c_{u}^{d_{u}} .
$$

Since $p \mid d_{i}$ then $c_{i}^{d_{i}}=0$ and, so, $f$ vanishes on a basis of $M_{n}(A)^{-}$. By Lemma 4 then $f$ is $\mathrm{a} *-\mathrm{PI}$ for $M_{n}(A)$. This procedure also implies, again by Lemma 4, that $\left(k_{1} k_{1}^{\prime}\right)^{r}$ is a $*-\mathrm{PI}$ for $M_{n}(A)$, a contradiction.

We now prove the following result that has been proved in [4] with the additional hypothesis $p>\sqrt{\left[\frac{n+1}{2}\right]}$.

THEOREM 6. If $m=\left[\frac{n+1}{2}\right]$ then $D_{m p}(k, s)$ is $a *$-polynomial identity for $\left(M_{n}(F), t\right)$.

Proof. Let $K, K^{\prime}$ be two skew matrices in $M_{n}(A)$ under the transpose involution. As in the proof of the previous theorem we have that $\left(K K^{\prime}\right)^{m p}=0$. Now take $K^{\prime}=K S+S K$ where $S$ is a symmetric elements of $\left(M_{n}(A), t\right)$; then $(K(K S+S K))^{m p}=0$. By multilinearizing this polynomial we get that $D_{m p}(k, s)$ is a $*-\mathrm{PI}$ for $\left(M_{n}(A), t\right)$ and, so, for $\left(M_{n}(F), t\right)$.
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