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CONSTRUCTION OF SOME IRREDUCIBLE SUBGROUPS
OF Eg AND FEj

A. J. E. RYBA

Abstract

We construct two embeddings of finite groups into groups of
Lie type. These embeddings have the interesting property that
the finite subgroup acts irreducibly on a minimal module for
the group of Lie type. We present our constructions as exam-
ples of a general method that obtains embeddings into groups
of Lie type.

1.  Introduction
This paper establishes existence of two embeddings:
2Fy(2) < Eg(3)  and  L9(8).3 < Es(C).

These embeddings are of particular interest because in both cases the subgroup
acts irreducibly in a minimal projective representation of the overgroup. The two
embeddings complete the classification by Liebeck and Seitz of Lie primitive finite
subgroups that are irreducible on a minimal module for an exceptional algebraic
group (see [6]).

We give computer constructions of the embeddings. In each case, we start with a
natural invariant Lie algebra for the subgroup and construct an invariant subalgebra
of appropriate exceptional Lie type. This gives the desired embedding. Our approach
is similar to the computer construction used in [3], and is based on the strategy
introduced in [9].

The second embedding L2(8).3 < Eg(C) is independently constructed by
Aschbacher as Result 29.18 in the unpublished article ‘The maximal subgroups
of Eg’ (1986). This previous construction is noted in [1], where the character of the
embedding is reported incorrectly. We prove that there can be no embedding with
the character given in [1].

2. Invariant Lie subalgebras

In this section, we give a general description of our method for the construction
of embeddings of subgroups into overgroups of Lie type. Our method is to con-
struct an action of the subgroup on the Lie algebra of the overgroup. We begin
with a natural action of the subgroup on a larger Lie algebra, and we search for
invariant subalgebras to locate the desired action. The following standard pair of
theorems shows that there are natural invariant Lie algebras with appropriate types
of subalgebras.

This research was supported in part by a grant from the City University of New York PSC-CUNY
Research Award Program.

Received 31 July 2006, revised 29 March 2007; published 7 August 2007.

2000 Mathematics Subject Classification 20G15, 20E28

© 2007, A. J. E. Ryba

https://doi.org/10.1112/5146115700000143VPeblishebeniinetbyantbridpe l(Qi@e}Ei):yEPZ&SSZLO


http://www.lms.ac.uk
http://www.lms.ac.uk/jcm/
http://www.lms.ac.uk/jcm/10
https://doi.org/10.1112/S1461157000001431

IRREDUCIBLE SUBGROUPS OF Eg AND Eg

THEOREM 2.1. Suppose that a finite group G embeds in a finite Chevalley group E.
Let & be the Lie algebra of E and let ( , ) be the Killing form of €. Then £/Z(E)
is isomorphic to a G-invariant Lie subalgebra of the Lie algebra of derivations of

()

We use the term ‘Chevalley group’ to mean a quotient of a simply connected
universal Chevalley group. The term ‘Chevalley Lie algebra’ refers to the Lie algebra
of a Chevalley group. A linear transformation 7 is a derivation of a bilinear form
(, ) if, for all vectors v and w, (vr,w) + (v,wr) = 0.

Proof. The adjoint representation p of £ gives an E-invariant embedding of p(&)
into the Lie algebra of linear transformations of £. The Killing form is associative.
Hence the transformations in p(£) are derivations of ( , ). Moreover, the kernel of
p is the center of £. O

THEOREM 2.2. Suppose that a finite group G embeds in a finite Chevalley group
E. Let £ be the Lie algebra of E, and let U be a non-trivial absolutely irreducible
E-module in natural characteristic. Let k be the algebraic closure of the field of
definition of U. Let € and U denote the Lie algebra and E-module obtained from &
and U by extension of scalars to k. Then there is a non-trivial G-invariant homo-
morphism of Lie algebras: £ — HomE(U, U).

Proof. Tt is shown in [10, Lemma 2] that there is an action of E on € and a k&-
module structure on U such that the action: U x & — U is E-invariant. (In the case
where F is defined over a field that does not have prime order, there are inequivalent
(twisted) actions of E on the Lie algebra . These are obtained from a preferred
adjoint action by the application of a field automorphism. If the highest weight
of U is not p-reduced, a twisted action of E on £ is applied in [10, Lemma 2].)
The E-invariant action gives an E-invariant Lie algebra homomorphism from & to
HomE(U7 U). This homomorphism is perforce G-invariant. O

The following algorithm takes the action of a group on a Lie algebra as input.
The action is specified by matrices over a finite field of scalars, but the algebra is
considered to be defined over the algebraic closure of the input field. The algorithm
determines all invariant subalgebras that meet specified representation-theoretic
conditions. In the implementation, it is important to note that although we deter-
mine subalgebras defined over an algebraically closed field, we must work over one
or more finite fields. Write k for a finite field and k for its algebraic closure. We
add an overline to indicate that an algebra, module, or vector space defined over k
should have its scalars extended to k.

ALGORITHM 2.3. Suppose that G is a finite group and that (£, [, ]) is a G-invariant
Lie algebra over k. Let V' be a kG-module and let W be an irreducible submodule
of V. Determine all G-invariant Chevalley Lie subalgebras of £ that are isomorphic
(as kG-modules) to V and are generated by a kG-submodule isomorphic to W.

METHOD.
1. Determine a basis f1, fo, ..., fo for Homgg(W, £).
2. Let X be an ¢-dimensional k-space. (X parameterizes Homyq (W, £).)
3. Let M be a kG-submodule of £ that contains all copies of V in L.
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4. Select a pair of random vectors wy and ws in W.
5. Let f: X ® X — L be the linear transformation with

f((3617332,~--,$e) ® (yl,y2,--~7ye)> = [Zixifi(wl)y Zj yjfj(wz)]

6. Let S be the set of non-zero vectors in X for which the tensor square belongs

to f~1(M). Thus

S = {(xl,xg,...,xg) | f((z1,22,...,20) @ (x1,22,...,2¢0)) € M}

The set S is closed under non-zero scalar multiplication. Let S be a set of
representatives of the 1-dimensional spaces spanned by elements of .S.

7. For each (z1,72,...,7¢) in S:
(a) let . L be the subalgebra of C generated by the image of W under ), z; f;;
(b) if L is isomorphic to V' as a kG-module, output L. a

Note that the first six steps of this procedure serve to reduce the number of can-
didates that are considered in Step 7. It is obvious that all appropriate subalgebras
would be obtained by consideration of every 1-dimensional subspace of X at Step 7.

However, if (z1,22,...,7¢) is an element of X that gives a successful outcome at
Step 7(b), then >, x; f;(W) generates a subalgebra of £ that is contained in M. In
particular,

[Zl i fi(w1), Zj .%'jfj(wg)] e M.

Hence, (71,2, ..,2¢) € S. In other words, the reduction of candidates that is ac-
complished by Steps 1-6 does not lead to the omission of any invariant subalgebras.

Although there is no guarantee that the set S is finite, or even any smaller than
X itself, in the two cases that we consider in this paper, the set S that we obtain
is in bijection with the set of subalgebras of £ that are isomorphic to V as G-
modules. In other words, in our examples, S is as small as is possible. In any case,
the possibility of some reduction in work at Step 7 is worth the effort involved in
the earlier steps. The running time of these earlier steps is comparable with that
of a single iteration of Step 7(a). However, there may be instances where S turns
out to be infinite: in these instances our algorithm fails. (Formally, this possibility
of failure means that our method is not an algorithm.)

Steps 1 and 3 are accomplished by application of the MEATAXE [8] to analyze
the structure of the kG-module L. In Step 3, it is desirable to use a module M that
is as small as possible (since a larger module might result in an enlargement of the
set S). The algebra that is generated at Step 7 is computed with the spin routine
of the MEATAXE. Steps 2, 4, and 5 present no problems. Note that the first five
steps require only linear algebra over k.

The computation at Step 6 requires the solution over k of equations with
coefficients in k. This is the only non-linear step in our method. In general, we
seek a finite set of invariant subalgebras over k (see [14]). Therefore any method
must involve a non-linear step. A strategy of Algorithm 2.3 is to delay this non-
linear step for as long as possible.

Step 6 reduces to a relative eigenvector problem, as explained in [3]. A vector v
is a relative eigenvector for a set of (not necessarily square) matrices 4y, Aa, ..., A,
if the images vA;,vAs,...,vA, are scalar multiples of each other. (In other words,
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these images lie in a 1-dimensional space.) In Step 6, elements of X ® X may be
represented by vectors in such a way that a tensor product

(x1,x2,...71'[) ® (ylva""vyl)

is represented by the vector

(wlyla LT1Y2, - T1Ye, L2Y1, - - - s L2Ye, - - - 7$€y€)'

In this way, a basis of f~1(M) is represented by an m x ¢? matrix, B say. Partition
the matrix B as a sequence Bi, Bo,...By of £ blocks of size m x £. Then z =
(x1,22,...,7¢) € S if and only if there is a vector y with yB; = z;x, for 1 <i < /.
In this case, y is a relative eigenvector for the matrices By, Bo, ..., By.

Other than an exhaustive search, we know of no general solution to a relative
eigenvector problem. However, relative eigenvector problems often reduce to a se-
quence of ordinary eigenvector problems. This is the case in the example that arises
in [3]. A similar decomposition occurs in the relative eigenvector problem of the
first example considered in this paper.

REMARK 2.4. Algorithm 2.3 can be adapted to work with higher tensor powers in
place of X ® X.

For example, to work with the tensor cube of X, we modify Step 5 to select three
vectors wi, wy, and ws. We define a linear transformation g: X ® X ® X — £ such
that:

g(($17$2,~-,$£) ® (ylayZa"'vyZ) & (217227"' ;Zﬁ))

= [[ X wifitwi), 35y f5(w2) | 3 i fr(ws) |-

In this case, Step 6 would let S be the set of non-zero vectors in X for which the
tensor cube belongs to f~1(M). The other steps are exactly as in Algorithm 2.3.

In most situations, it is best to apply the original version of Algorithm 2.3.
It leads to a simultaneous system of quadratic equations, whereas the modified
algorithm that is described above leads to cubic equations. However, in the second
example that we consider in this paper, it is advantageous to apply the modified
algorithm. In Section 4, we explain why the modified algorithm is more useful in
that instance.

3. The embedding >Fy(2) < Fs(3)

Our strategy is to construct a natural action of 2F(2) on the Lie algebra of
GO3,5(3). Then, Algorithm 2.3 is applied to obtain actions of 2F;(2) on the Lie
algebra of Fg(3) and embeddings ?Fy(2) < Es(3).

Write V' for a 248-dimensional space over the finite field k = Zs. Let G be the
group 2Fy(2). Write x for the irreducible 3-modular Brauer character of G that
restricts to a sum of two conjugate irreducible characters (with degrees 124) of the
Tits group G’. (The irreducible 3-modular characters of the Tits group are obtained
in [4]. Exactly two of them have degree 124.)

Construct an embedding G = 2Fy(2) < GL(V) 2 GLass(3) that has character x.
(The 248-dimensional irreducible character of G has multiplicity 2 as a constituent
of the skew square of the 52-dimensional irreducible character. The corresponding
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52-dimensional matrix representation of G is given in [16]; cf. also [15]. Its skew
square is decomposed with the MEATAXE to yield an embedding G < GL(V).)

Let (, ) be a G-invariant bilinear form on V. Irreducibility of V' implies that
this form is essentially unique. It can be constructed with the MEATAXE standard
basis procedure [8] as follows. Let X be (a matrix that gives) a standard basis for
the matrix representation p of G on V. Let Y be a standard basis for the image
of p under the inverse transpose map. Then X 'Y represents an invariant bilinear
form for p. This construction is due to R. A. Parker; see [3] for more details.

Let O be the subgroup of GL(V) that preserves the form (, ). Then G <O <
GL(V) and O=GO3,43). The groups GL(V), O, and G act naturally on the Lie
algebra Homy (V, V). Moreover, the groups O and G act naturally on the subalgebra
D C Homy(V, V) that consists of derivations of (, ).

When considered as an O-module, V' is self-dual. Hence, as O-modules,
Hom(V,V) =2 V@V. The Lie product on Hom(V, V') is identified with an O-invariant
Lie product on V ® V' that is given by [v @ w,y® z] = (w,y)v @z — (v, 2)w Ry (see
[9]). The algebra (V @V, [, ]) has an O-invariant subalgebra A> V. This subalgebra
corresponds to the subalgebra D when V ® V is identified with Homy (V,V) (see

[9]).

COMPUTATIONAL THEOREM 3.1. There are two G-invariant subalgebras of
(AN°V,[, ]) that have type Es.

Proof. Apply Algorithm 2.3 to compute all G-invariant subalgebras of /\2 V' that
give G-modules isomorphic to V. (Since V is irreducible, the submodule W of
Algorithm 2.3 is taken as V itself.)

In the application of Algorithm 2.3, we find that ¢ = 3, at Step 1. At Step 3,
choose M to be the sum of the three copies of V' in the socle of /\2 V. The first
random pair of vectors selected at Step 4 results in a set S that has size 2. At Step 7,
both elements of S give 248-dimensional Lie subalgebras of /\2 V. For each of these
248-dimensional subalgebras, apply the algorithm of [11] to compute a split Cartan
subalgebra and its corresponding set of root spaces. In both cases, the root spaces
form root systems of type Eg. O

The two G-invariant Eg-subalgebras of (A*V,[,]) give two G-invariant sub-
algebras of D C Homy(V,V) under the O-invariant identification of V ® V' with
Homy (V, V). Let £ be one of these subalgebras of D. The group Ngpv)(€) has
the form Z(GL(V)) x E, where E < GL(V) is isomorphic to the Chevalley group
Eg(3). (Note that Aut(£) = E — see [13].) Hence, G < 2 x Es(3), and we obtain
an embedding G < Eg(3) (since G has no center).

The module V' decomposes as 124 & 124’ when it is restricted to the group
G'. Hence, Carv)(G') = 2 x 2. Let 2 be a non-scalar element of this centralizer.
Then z acts by conjugation on Z(GL(V)) x G. (The element = negates elements
of G\ G'.) Tt follows that for all g € G, gr9r = g9 = ¢, Hence, £79 = £%, and
therefore £7 is a G-invariant subalgebra of Homy (V, V). Moreover, = acts on D. (D
is the algebra of derivations of the (essentially) unique bilinear form invariant under
Z(GL(V)) x G, and x normalizes this group.) Hence, £ C D. However, £ cannot
be the algebra &£. (Otherwise x € Z(GL(V)) x E, so that [z, Z(GL(V)) x E] C E.
However, —1 € [z,G] C [z, Z(GL(V)) x E], and —1 ¢ E: a contradiction.)

https://doi.org/10.1112/51461157000001431 Published online by C§33idge University Press


https://doi.org/10.1112/S1461157000001431

IRREDUCIBLE SUBGROUPS OF Eg AND Eg

We have now shown that £ and £% are two G-invariant FEg-subalgebras of D.
According to Theorem 3.1, these are the only G-invariant Eg-subalgebras of D.

Observe that only one of the groups G and G* is a subgroup of E. (This is because
—1 € (G,G") and —1 ¢ E.) Suppose that it is the group G that is contained in E.
(If necessary, switch the algebras £ and £*, which switches the groups E and E*.)

THEOREM 3.2. The group E = Fg(3) has one conjugacy class of subgroups isomor-
phic to G that are irreducible on the adjoint module.

Proof. Suppose that H is a subgroup of E that is isomorphic to 2Fy(2) and is
irreducible on the adjoint module V' of E. Then there exists ¢ € GL(V) with
G = H'. (From [4], G has only one irreducible 3-modular representation with
degree 248.) We must show that the conjugation is effected by an element of E.

The module V supports an E-invariant bilinear form. This is the (essentially)
unique G-invariant form ( , ). The bilinear form is fixed by H. Therefore G fixes its
transform ( , ) under ¢. (The transform is defined by (u,v) = (ul,vf).) However,
since V' is an irreducible G-module, the invariant bilinear forms are related by a
scalar multiplication: ( , ) = +(, ).

The subalgebra D C Hom(V, V) that consists of derivations of (, ) is invariant
under the action of £. (Let & € D. Then

(val, w) + (v,wa’) = (VI ol w) + (v, wl™al)

= (w0 a, wl™) + (et wl k)
= +{(v o, wl™Y) + (v w1t a)}
= £0.)

Now, & is an E-invariant subalgebra of D. Hence, £¢ is a G-invariant subalgebra
of D (since & is invariant under H, and G = H*). Hence, £¢ € {£,£*}. In the former
case £ € Z(GL(V)) x E, and therefore +¢ is an element of E that conjugates H
to G. The latter case is impossible. (It gives £ = €. Hence, fx € Z(GL(V)) x E.
Now, one of the elements +/x belongs to E. Thus (G, H***) < E. However, —1 €
(G,G") = (G,H***) and —1 ¢ E: a contradiction.) O

4. The embedding L2(8).3 < Eg(C)

Our strategy is to construct a natural action of Ly(8).3 on the Lie algebra of
L27(13). We then apply the modified algorithm described below Remark 2.4 to
obtain embeddings of L (8).3 into an algebraic group of type Eg in characteristic 13.
Larsen’s (0, p)-correspondence (see [3, Appendix 2]) provides embeddings L2(8).3 <
Eg(C).

LEMMA 4.1. Suppose that f:L2(8).3 — Eg(C) is an embedding for which f(L2(8).3)
acts irreducibly on the 27-dimensional projective representation of Eg(C). Then the
adjoint representation of Eg(C) restricts to a module of f(L2(8).3) whose character
is a sum of irreducibles of degrees 21, 27, 7, 7, 8, and 8. Moreover, in this sum
of irreducibles, either all four characters of degrees 7 and 8 are rational, or the
characters of degrees 7 and 8 form two pairs of conjugate, irrational characters.

The first decomposition allowed by Lemma 4.1 is the one asserted by [1]. Here the
characters of degree 7 and 8 are the two characters explicitly given in the ATLAS.
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These characters are written as 7 and 8" in [1]. (The decomposition of [1] includes
a clearly spurious second copy of 21. However, after omission of this second copy
of 21, the first decomposition allowed by Lemma 4.1 does remain.) Later we show
that the restriction of the adjoint representation to f(L2(8).3) cannot have this
decomposition.

In the second decomposition permitted by Lemma 4.1, the characters of degrees
7 and 8 are multiplied by cube roots of unity on outer elements of Ly(8).3. (In the
notation of [1] that is applied to other groups with an automorphism of order 3:

T8 =21 +27 47 4+ 7% 4 8% +8%.
Here w and @ denote cube roots of 1.)

Proof of Lemma 4.1. Write E for the triple cover of Fg(C), and write ¢ and X
for irreducible characters of E that have > degrees 27 and 78. Let v and x be the
restrictions of @/} and Y to the preimage L of f(L2(8).3) in E. The group Lis an
isocline of 3 x Ly(8).3 (see [2, p. xxiii]). In particular, L contains a copy of L (8)
on which 1 restricts to a sum of the three irreducible characters of degree 9. Let
92, g7, and gg denote elements of orders 2, 7, and 9 in this copy of Lo(8).

The values of 7:/; and Y at all elements of E that have order at most 7 are given in
(1, Table 2]. Now, 1(g2) = 3. Hence g2 belongs to the class 24 of [1] and therefore
X(g2) = —2. Similarly, ¥(g;) = —1 so that g; belongs to the class 7N of [1] and
x(g7) = 1. Further, 1(g9) = ¥(g3) = 0. A machine enumeration (using Kac theory;
see [7]) of elements of order 9 in E shows that the class of go in E is uniquely
determined and has x(go) = 0 and x(g3) = —3.

We have now obtained the value of x at all elements in a copy of L2(8). There-
fore the restriction of y to this group is completely determined: it contains each
irrational character with multiplicity 1 and each non-trivial rational character with
multiplicity 2. In particular, the irreducible constituents of x must have degrees 27,
21,8, 8,7, and 7. _

Write g3 for an element of E that maps to an outer element of order 3 in
f(L2(8).3). The order of the element g is either 3 or 9, but the order of its image
in F is 3. Moreover, 1;(93) = 0. Another machine enumeration (using Kac theory)
shows that the only possibilities for such an element g3 have order 3 and belong to
one of the E-classes called 3C' and 3D in [1, Table 2|. Hence, X(g3) is either —3
or 6 (see [1]). Together with the known degrees of the irreducible constituents of
X, each of these possibilities determines a single decomposition of the character y.
The two decompositions that arise are as stated above. O

LEMMA 4.2. There is no embedding of G = L2(8).3 in E¢(C) for which G is irre-
ducible on the 27-dimensional module of 3.Eg(C) and G has adjoint character

21427+ 2x 7T +2 x 8T,

Proof. We suppose that there is such an embedding, and obtain a contradiction.
Let (€,], ]) be the Lie algebra of Eg(C). Let V be a copy of the CG-module with
character 7*. Let f; and f; be two independent CG-module homomorphisms from
Vto€&.

The space Hom cg(A?V, €) is 1-dimensional (because A2V is irreducible). Let F
be a non-zero element of Hom cg(A2V, ).
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Three antisymmetric bilinear functions from V' x V to £ are given by mapping
() o [fi (w), fi(0)], [f2(u), fo(v)], and [fy(u), fa(0)] + [fa(w), f1(v)]. The induced
maps from A%V to €& may be written as oF, BF, and vF for some constants c, 3,
and 7.

Let (z,y) be a solution in C? \ (0,0) to the equation az? + yay + By?> = 0.
Write f for the homomorphism xf; + yfo:V — £. Then

[f(u), f(v)] = (aa® +yay + By*)F(u Av) = 0.

Therefore, f(V) is a 7-dimensional abelian subalgebra of (€,], ]).

The actions (on &) of elements in the abelian subalgebra f(V) commute. There-
fore, the maps s and n that replace an element of £ by the semisimple and nilpotent
parts of its Jordan decomposition are linear on f(V) (see [5, p. 18]). These maps
are clearly G-invariant functions from f(V'). In other words, they are G-module
homomorphisms.

We have: dim(s(f(V)) < 6 < dim(f(V)), since s(f(V)) is a toral subalgebra in
a Lie algebra of rank 6. Hence, irreducibility of f(V) gives s(f(V)) = 0. There-
fore f(V) acts as a set of commuting nilpotent endomorphisms of any £-module
([5, p. 30]). In particular, if W is any &-module, then W f(V) is a proper G-
submodule. If W is 27-dimensional then W (V) = 0, since W is irreducible as
a G-module. However the simple algebra £ acts faithfully on W. Hence, f(V) = 0:
a contradiction. O

We now show that there exist embeddings with adjoint character 21 + 27 +
T + 7% + 8% + 8“. Our method is to classify embeddings in characteristic 13. This
characteristic is convenient both because 13 f |L2(8):3| and because all irreducible
representations of L(8):3 can be written over Fis. Larsen’s (0, p)-correspondence
shows that there is a bijection between conjugacy classes of embeddings in char-
acteristics 0 and 13. Moreover, corresponding embeddings have the same adjoint
character restrictions.

Write U for a 27-dimensional space over a finite field k of order 13. Let G be the
group Lo(8):3. Write ¢ for the character of the irreducible kG-module of degree
27. Construct an embedding G = L2(8) :3 < GL(U) = GLar(k) that has charac-
ter ¢. The following steps implement such a construction. Make a 9-dimensional
representation of Ly(8) over k (for example by using [3, Recipe 2.2]). Decompose
the skew square of the 9-dimensional representation and locate an irreducible con-
stituent which gives the 7-dimensional representation of Lo(8) that has rational
character values. Find the images of generators of L2(8) under an automorphism
of order 3. Apply the standard basis program in the usual way (see for example,
[12, Section 4]) to extend the 7-dimensional representation of L2(8) to La(8).3. The
27-dimensional representation of Ly(8).3 is found as the non-trivial constituent of
the symmetric square of the 7-dimensional representation.

The groups GL(U) and G act naturally on the Lie algebra Hom(U,U). Under
the identification Hom(U,U) = U ® U*, the Lie product on Hom(U, U) is identified
with an invariant Lie product on U ® U* that is given by [u; ® v1,us ® va] =
(u1,v2)us @ v1 — (ug,v1)ur @ ve (see [9]). Let £ be the Lie algebra (U @ U*, [, ]).

Write k for the algebraic closure of k and ¥ for the subfield of & that has order
132. We indicate that the scalars should be extended to either k or k& by applying
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an overline or a hat to the name of a k-space, k-module, or k-algebra. For example,
the Lie algebras £ and L are obtained from £ by extending scalars to these fields.

COMPUTATION 4.3. There are siz G-invariant subalgebras of (L,[ , ]) that have
type Eg. Moreover, every G-invariant subalgebra with type Eg has character

27+ 21+ 7% + 7% 4+ 8 487,
This computation provides an alternative proof of Lemma 4.2.

Proof. The modified version of Algorithm 2.3 (see Remark 2.4) is applied twice to
locate all G-invariant subalgebras of £ that have type Eg. In the first application
the kG-modules called V' and W in Algorithm 2.3 are taken to have characters
27 +21 4+ 7t + 7t 4 8t 4+ 8% and 7T, respectively. In the second application the
modules V and W are taken to have characters 27 +21 + 7% + 7% +8“ + 8% and 7v.
The two applications correspond to the two possible characters that are allowed by
Lemma 4.1.

In both applications, the space Homye(W, L), that is computed at Step 1, is
three-dimensional (because each of the characters 7%, 7%, and 7¢ has multiplicity 3
in U®U™*). Hence, at Step 2, X is a 3-dimensional k-space. At Step 3, M is taken
to be the sum of all copies of irreducible constituents of V' in U ® U*. In the first
application M has degree 620 and character 3 x 77 +4 x 87 +9 x 21 + 14 x 28. In
the second application M has degree 673 and character 3 x 7 +3 x 7% +4 x 8% +
4 x 8% 49 x 21+ 14 x 28.

At Step 4, three random vectors of W are chosen, since the modification of Re-
mark 2.4 is being used. The map g: X ® X ® X — & is defined by the formula given
below Remark 2.4. The inverse image g~*(M) is calculated at Step 6. In the first
application it has dimension 4 and in the second application it has dimension 14.

Let S be the set of non-zero vectors in X whose tensor cube belongs to f~1(M).
The set of perfect cubes (of the form z ® © ® x, for some x € X) spans a copy of
the symmetric cube of X, which we write as S3(X). Therefore, the tensor cubes of
elements of S belong to S3(X) N f~1(M). In the two applications of our algorithm,
the space S3(X) N f~1(M) was computed and found to have dimension 0 and 7
in the respective cases. In particular, the first application terminates at this step:
there are no invariant subalgebras of type Eg with the first of the two characters
under consideration. This verifies Lemma 4.2 computationally.

The second application proceeds with the computation of the set of representa-
tives of the 1-dimensional spaces spanned by elements of S. This set S is obtained as
the set of solutions to a system of 3 homogeneous cubics in three variables. A series
of substitutions reduces this system to a polynomial of degree 7 in one variable. The
polynomial has six distinct roots, all of which belong to the field k. The six roots
glve rise to six elements of S. The elements of S determine six particular copies of
W in L. Each of these copies of W does generate a 78-dimensional subalgebra of
L. In cach case the algorithm of [11] locates a Cartan subalgebra (that splits over

k) and a root system of type Ej. O

In Computation 4.3 an application of the standard version of Algorithm 2.3 would
be ineffective. This is because the kG-module W ® W has structure 1° + 21 + 27.
Let M7 be the unique submodule of £ with character 1. At Step 5, the vectors of
the form [f;(w1), fj(w2)] all belong to the space M + M;. Accordingly, at Step 6,
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S would be computed from the weak condition that its elements have tensor squares
in a particular subspace of co-dimension 1 in S2(X). The modified algorithm leads
to a much more stringent restriction that the tensor cube of a vector should belong
to a subspace of co-dimension 21 in S3(X).

Write 51, 82, 53, 847 55, and 56 for the G-invariant subalgebras of L of type Eg.
For each i, the k-algebra &; is obtained from & by extension of scalars.

The next theorem is our main goal. The remaining rather technical arguments
serve merely to count the number of conjugacy classes of embeddings.

THEOREM 4.4. For each algebra &, the action of G gives an embedding of G into
the algebraic group Fg(k).

Proof. Computation 4.3 gives an embedding G < Aut(&;). Now, Aut(€;) has struc-
ture Fg(k).2 (see [13]). However, G = Ly(8).3 has no homomorphic image of order
2. Therefore the embedding into Aut(&;) gives an embedding into Eg(k). O

The action of G on E'Z does give an embedding of G into the Chevalley group
Eg(k). However, in this case the proof is more tricky because the automorphism
group of the Lie algebra includes diagonal automorphisms of order 3. One approach
is to show that the action of G gives an embedding into 2Fg(k); this is an easy
corollary of the following computation.

COMPUTATION 4.5. Fach algebra & has a G-invariant k-form. Moreover, the siz
k-forms obtained from these algebras are isomorphic kG-algebras.

Proof. For each algebra & we compute a ‘standard basis’. We then verify that the
k-span of this basis is closed under both the action of G and the Lie product.

Observe that if a scalar multiple cv of some vector v belongs to a kG-form of &
and o1 = v@G, then coq is a set of vectors in the k-form. Moreover, if further sets of
vectors are defined inductively by o, = [01, 05,—1], then "o, is also a set of vectors
in the k-form. Our strategy is to find a ‘seed vector’ with the properties of v, and
compute sets o1,09,... until we reach a spanning set for &. A lexicographically
earliest maximal independent subset of vectors provides a standard basis for any
available k-form.

We locate an appropriate seed vector v by an application of the MEATAXE to
output a vector that spans the nullspace of an element of kG and lies in the 21-
dimensional G-submodule of &. With this choice of seed, it turns out that o spans
&;. (It is not surprising that the Lie square of a 21-dimensional constituent should
span a 78-dimensional algebra). We select a maximal independent subset 8 C 9.
We check that the Lie product can be rescaled so that all elements of [3, 3] are
k-linear combinations of elements of 3. This verifies the existence of an appropriate
scale factor ¢ and gives a kG-form of &;.

The six k-forms that we obtain are observed to have identical structure constants,
and to support identical actions of G with respect to the bases constructed as
above. O

The k-form of & must be the Lie algebra of 2Eg(k) (since according to Compu-
tation 4.3 there is no G-invariant action on the Lie algebra of Eg(k)).

COMPUTATIONAL THEOREM 4.6. There are two conjugacy classes of embeddings
of G in Eg(k) that are irreducible on a 27-dimensional module of 3.Eg(k).
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Proof. Let £ be a G-invariant Lie algebra over k such that G is irreducible on a 27-
dimensional £-module. Consider the embedding G < E < Aut(€) < GL(E), where
E is a Chevalley group isomorphic to Eg(k). Computation 4.5 shows that there is
just one Aut(€) class of embeddings of G in E. However, there are two cosets of E
in Aut(€) — see [13]. We complete the proof by showing that if « € Aut(€) \ E,
then G is not an E-conjugate of G. Hence the conjugates of G by each of the two
cosets of E in Aut(&) give two E-classes of embeddings of G in E.

For suppose that a € Aut(£), e € E, and G* = G°. Then ea™! acts on G.
Therefore it acts on G’ = L5(8). However, G is the full group of automorphisms
of Ly(8). Hence, there exists g € G such that z = gea™! centralizes G’. View z
as a linear transformation of £. By Schur’s lemma, x acts as a scalar ¢ on U, an
absolutely irreducible 9-dimensional G’-submodule of €. (As a G’-module, £ has
3 non-isomorphic 9-dimensional constituents. The element = must act on each of
these constituents so as to commute with the action of G’.) However, we compute

that [U, U] is 36-dimensional and
U, U],U] = [[lU,U],U},U] = €.

It follows that x acts on &£ as the scalar ¢ and also as the scalar ¢*. In particular,
¢ = 1. Therefore x acts as the identity on £. We deduce that o = ge € GE C E.
This completes the proof, as we observed above. O]

As a corollary, Larsen’s (0, p)-correspondence gives the following theorem.

THEOREM 4.7. There are two conjugacy classes of embeddings of L2(8).3 in FEg(C)
that are irreducible on a 27-dimensional module.

Acknowledgment. 1 would like to thank the referee for an important correction to
Theorem 3.2.

References

1. A. M. CoHEN and D. B. WALES, ‘Finite subgroups of Eg(C) and Fy(C)’,
Proc. London Math. Soc. (3) 74 (1997) 105-150. 329, 334, 335

2. J. H. Conway, R. T. Currtis, S. P. NORTON, R. A. PARKER, and R.A.
WILSON, Atlas of finite groups (Oxford University Press, 1985). 335

3. R. L. Griess and A. J. E. RyBA, ‘Embeddings of SL(2,27) in complex
exceptional algebraic groups’, Michigan Math. J. 50 (2002) 89-99. 329, 331,
332, 333, 334, 336

4. G. Hiss, ‘The modular characters of the Tits simple group and its automor-
phism group’, Comm. Algebra 14 (1986) 125-154. 332, 334

5. J. E. HUMPHREYS, Introduction to Lie algebras and representation theory,
2nd printing, revised, Graduate Texts in Mathematics 9 (Springer, New York,
1978). 336

6. M. W. LIEBECK and G. M. SEITZ, ‘Subgroups of exceptional algebraic groups
which are irreducible on an adjoint or minimal module’;, J. Group Theory 7
(2004) 347-372. 329

7. R. V. Mooby and J. PATERA, ‘Characters of elements of finite order in Lie
groups’, SIAM J. Algebraic Discrete Methods 5 (1984) 359-383. 335

https://doi.org/10.1112/51461157000001431 Published online by C3¥}idge University Press


https://doi.org/10.1112/S1461157000001431

10.

11.

12.

13.

14.

15.

16.

A

IRREDUCIBLE SUBGROUPS OF Eg AND Eg

R. A. PARKER, ‘The computer calculation of modular characters (the meat-
axe)’, Computational group theory, Durham, 1982 (ed. Michael D. Atkinson,
Academic Press, London, 1984) 267-274. 331, 333

A. J. E. RyBA, ‘Short proofs of embeddings into exceptional groups of Lie
type’, J. Algebra 249 (2002) 402-418. 329, 333, 336

A. J. E. RyBa, ‘Identification of matrix generators of a Chevalley group’,
J. Algebra 309 (2007) 484-496. 330

A. J. E. RyBa, ‘Computer construction of split Cartan subalgebras’, J. Al-
gebra 309 (2007) 455-483. 333, 337

A.J. E. RyBA and R. A. WILSON, ‘Matrix generators for the Harada—Norton
group’, Ezxperiment. Math. 3 (1994) 137-145. 336

R. STEINBERG, ‘Automorphisms of classical Lie algebras’, Pacific J. Math.
11 (1961) 1119-1129. 333, 338, 339

P. SLobpowy, ‘Two notes on a finiteness problem in the representation theory
of finite groups’, Hamburger Beitrdge zur Mathematik, aus dem Mathematis-
chen Seminar, Heft 21, 1993; Algebraic groups and Lie groups (a volume of
papers in honour of the late R. W. Richardson), ed. G. I. Lehrer, Australian
Math. Soc. Lecture Series 9 (Cambridge University Press, Cambridge, 1997)
331-346. 331

R. A. WILSON, ‘An atlas of sporadic group representations’, The atlas of
finite groups: ten years on, Proceedings of the conference on group theory
and its applications, Birmingham, UK, 10-13 July, 1995, ed. R. Curtis et
al., London Math. Soc. Lect. Note Ser. 249 (Cambridge University Press,
Cambridge, 1998) 261-273. 333

R. A. WILSON et al., ‘ATLAS of finite group representations’,
http://brauer.maths.qmul.ac.uk/Atlas/v3/. 333

E. Ryba ryba@sylow.cs.qc.cuny.edu

Department of Computer Science
Queens College, CUNY
NY 11367

USA

https://doi.org/10.1112/51461157000001431 Published online by C3dif}idge University Press


http://brauer.maths.qmul.ac.uk/Atlas/v3/
mailto:ryba@sylow.cs.qc.cuny.edu
https://doi.org/10.1112/S1461157000001431

	Introduction
	Invariant Lie subalgebras
	The embedding ^2F_4(2) < E_8(3)
	The embedding L_2(8).3 < E_6(C)

