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Abstract

It has been known for some time that the Boltzmann weights of the chiral Potts model can be parametrised in terms of hyperelliptic functions, but as yet no such parametrisation has been applied to the partition and correlation functions. Here we show that for $N = 3$ the function $S(i, p)$ that occurs in the recent calculation of the order parameters can be expressed quite simply in terms of such a parametrisation.
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1. Introduction

There are a few two-dimensional models (and even fewer three-dimensional models) in equilibrium statistical mechanics that have been solved exactly. These are lattice models where spins $\sigma_i$ are assigned to the sites $i$ of a lattice (usually the square lattice). Each spin takes one of $N$ possible values and spins $\sigma_i, \sigma_j$ on adjacent sites $i$, $j$ interact with a specified positive real Boltzmann weight function $W(\sigma_j, \sigma_i)$. One wants to calculate the partition function (also called the sum-over-states)

$$Z = \sum \prod_{(ij)} W(\sigma_j, \sigma_i),$$

where the sum is over all states of all the spins, and the product is over all edges $(i, j)$ of the lattice.

If the number of sites is $M$, we expect the limit

$$\kappa = \lim_{M \to \infty} Z^{1/M}.$$
to exist and to be independent of the shape of the lattice, provided it becomes large in all directions: this is the “thermodynamic limit”, and $\kappa$ is the exponential of the free energy per site. If $1, \ldots, m$ are sites fixed on the lattice and the limit is taken so they become infinitely deep within it, then we also expect the average

$$\langle f(\sigma_1, \ldots, \sigma_m) \rangle = Z^{-1} \sum \prod_{(i,j)} f(\sigma_1, \ldots, \sigma_m) W(\sigma_j, \sigma_i)$$

to tend to a limit, for any given function $f$ of these $m$ spins.

Because spins only interact with their neighbours, one can build up the lattice one row at a time, and associate a row-to-row “transfer matrix” with such an operation.

To solve such a model, typically one shows that the Boltzmann weights $W$ satisfy the star-triangle or “Yang-Baxter” relations [5]. These ensure certain commutation relations between the transfer matrices, and this is usually a first step towards calculating $\kappa$.

The next step is to calculate the order parameters, which are averages of certain functions of a single spin $\sigma_i$ deep within the lattice. This is a harder problem than calculating $\kappa$. For instance, Onsager [19] calculated $\kappa$ for the square-lattice Ising model in 1944, but it was not till 1949 that he announced at a conference his result for the order parameter (namely the spontaneous magnetisation), and not till 1952 before a proof of the result was published by Yang [20].

However, since then the “corner transfer matrix” method has been developed by Baxter [4], and the “broken rapidity line method” by Jimbo, Miwa and Nakayashiki [18]. For many of the solved models (those with the “rapidity difference” property), these methods make the calculation of the order parameters comparatively straightforward.

Even so, one model has proved challenging, namely the chiral Potts model. This is an $N$-state model where $W(\sigma_j, \sigma_i)$ depends only on the spin difference $\sigma_j - \sigma_i$, mod $N$. The Boltzmann weights also depend on two parameters $p, q$, (known as “rapidities”), and on given positive real constants $k, k'$, related by

$$k^2 + k'^2 = 1.$$  (1.1)

The parameter $k'$ plays the role of a temperature, being small at low temperatures. For $0 < k' < 1$ the system displays spontaneous ferromagnetic order, becoming critical as $k' \to 1$.

Its order parameters can be taken to be

$$\mathcal{M}_r = \langle \omega^{r \sigma_i} \rangle,$$  (1.2)

where $\omega = \exp(2\pi i / N)$ and $r = 1, \ldots, N - 1$. It was shown in 1988 that its Boltzmann weights satisfy the star-triangle relation [2, 17], and the partition function per site $\kappa$ was soon calculated [6, 7].
The order parameters were another story. The model had developed from a one-dimensional quantum spin chain, which has the same order parameters. From series expansions it was conjectured [1] in 1989 that

$$\mathcal{M}_r = k^{r(N-r)/N^2}. \tag{1.3}$$

Much effort was expended in the ensuing years (certainly by the author) in attempting to derive this result. It was not until 2005 that this was done [14, 15].

![Figure 1](https://www.cambridge.org/core) The square lattice (circles and solid lines, drawn diagonally) and its medial graph of dotted or broken lines.

The method used was based on that of Jimbo et al. [18]. In Figure 1 we show the square lattice \(\mathcal{L}\), drawn diagonally, denoting the sites by circles and the edges by solid lines. We also show as dotted (or broken) lines the medial graph of \(\mathcal{L}\). Every edge of \(\mathcal{L}\) is intersected by two dotted lines. With each dotted line we associate a rapidity variable \((p, q, h\) or \(v))\). In general these variables may differ from dotted line to dotted line. They must be the same all along the line, except for the horizontal broken line immediately below the central spin \(\sigma_1\). We break this below \(\sigma_1\) and assign a rapidity \(p\) to the left of the break and a rapidity \(q\) to the right. With these choices of rapidities, define

$$\tilde{F}_{pq}(r) = \langle \omega^{\sigma_1} \rangle.$$

In the thermodynamic limit, the star-triangle relations will ensure that \(\tilde{F}_{pq}(r)\) is independent of the "background" rapidities \(v, h\), because it allows us to move any of these dotted lines off to infinity [3]. However, the effect of the break is that we cannot move the broken line \(p, q\) away from \(\sigma_1\), so \(\tilde{F}_{pq}(r)\) will indeed depend on \(p\) and \(q\).

An important special case is when \(q = p\). Then the \(p, q\) rapidity line is not in fact broken, so it can be removed to infinity and \(\tilde{F}_{pp}(r)\) must be independent of \(p\) and equal to the order parameter \(\mathcal{M}_r\) defined by (1.2): \(\mathcal{M}_r = \tilde{F}_{pp}(r)\).
We also define

\[ G_{pq}(r) = \frac{\tilde{F}_{pq}(r)}{F_{pq}(r - 1)}. \]  

(1.4)

The author wrote down [11] functional relations satisfied by \( G_{pq}(r) \) in 1998. They do not completely specify \( G_{pq}(r) \), but must be supplemented by information on the analyticity properties of \( G_{pq}(r) \). (Just as the relation \( f(z + 1) = f(z) \) only tells us that \( f(z) \) is periodic of period 1: however, if we can also show that \( f(z) \) is analytic and bounded in the domain \( 0 \leq \text{Re}(z) \leq 1 \), then it follows from Liouville’s theorem that \( f(z) \) is a constant.)

For \( N = 2 \) the chiral Potts model reduces to the Ising model and it is quite easy to find the needed analyticity information, to solve the functional relations and obtain the Onsager-Yang result \( \mathcal{M}_1 = k^{1/4} \).

For \( N > 2 \) the problem is much harder. It was not until late 2004 that the author realised that it is not actually necessary to solve for the general function \( G_{pq}(r) \). It is sufficient to do so for a special “superintegrable” case where \( q \) is related to \( p \). The function then has quite simple analyticity properties and it’s quite easy to solve the relations (in fact one does not even need all the relations), to obtain \( G_{pq}(r) \) for this case and to verify the 16-year old conjecture (1.3). For \( r = 1, \ldots, N \), the functions \( G_{pq}(r) \) can all be expressed in terms of a single function \( S(t_p) \) which is defined below.

Even so, it would still be interesting to understand \( G_{pq}(r) \) more generally. A fundamental difficulty is that for \( N > 2 \) the rapidities \( p \) and \( q \) are points on an algebraic curve of genus greater than 2, and there is no explicit parametrisation of this curve in terms of single-valued functions of a single variable. (There is for \( N = 2 \): one can then parametrisate in terms of Jacobi elliptic functions.) One can parametrisate in terms of hyperelliptic functions [8], but these have \( N - 1 \) arguments that are related to one another. As yet they have not proved particularly useful, but one lives in hope. The function \( S(t_p) \) is a simple example of a thermodynamic property of the chiral Potts model, and has the simplifying feature that it depends on only one rapidity, rather than two. It is an interesting question whether it can be simply expressed in terms of these hyperelliptic functions.

For \( N = 3 \) these hyperelliptic functions can be expressed in terms of ordinary Jacobi elliptic functions. One still has two related arguments (here termed \( z_p \) and \( w_p \)), but some of the properties can be expressed as products of Jacobi functions, each with an argument \( z_p \) or \( w_p \), or some combination thereof. A number of such results have been obtained [10], [9, pages 568–569].

There are two distinct ways of performing the hyperelliptic parametrisation. In [8, 16] we used what we shall herein call the “original” parametrisation. What we report here is that for \( N = 3 \) the function \( S(t_p) \) can be expressed quite simply as a product of Jacobi functions of \( z_p \) and \( w_p \), provided we use the second “alternative”
parametrisation.

2. The function $S(t_p)$

We can take a rapidity $p$ to be a set of variables $p = \{x_p, y_p, \mu_p, t_p\}$ related to one another by

$$t_p = x_p y_p, \quad x_p^N + y_p^N = k(1 + x_p^N y_p^N), \quad kx_p^N = 1 - \frac{k'}{\mu_p^N}, \quad ky_p^N = 1 - k'\mu_p^N. \quad (2.1)$$

There are various automorphisms or maps that take one set $\{x_p, y_p, \mu_p, t_p\}$ to another set satisfying the same relations (2.1). Four that we shall use are:

$$R : \{x_{Rp}, y_{Rp}, \mu_{Rp}, t_{Rp}\} = \{y_p, \omega x_p, 1/\mu_p, \omega t_p\},$$
$$S : \{x_{Sp}, y_{Sp}, \mu_{Sp}, t_{Sp}\} = \{y_p^{-1}, x_p^{-1}, \omega^{-1/2} y_p/(x_p \mu_p), t_p^{-1}\},$$
$$V : \{x_{Vp}, y_{Vp}, \mu_{Vp}, t_{Vp}\} = \{x_p, \omega y_p, \mu_p, \omega t_p\},$$
$$M : \{x_{Mp}, y_{Mp}, \mu_{Mp}, t_{Mp}\} = \{x_p, y_p, \omega \mu_p, t_p\}.$$  

They satisfy

$$RV^{-1} = V, \quad MRM = R, \quad MSM = S, \quad S^2 = V^N = M^N = 1. \quad (2.3)$$

Let $q$ be another rapidity set, related to $p$ by $q = Vp$, that is,

$$x_q = x_p, \quad y_q = \omega y_p, \quad \mu_q = \mu_p. \quad (2.4)$$

We take $\mu_p$ to be outside the unit circle, so $|\mu_p| > 1$. Then we can specify $x_p$ uniquely by requiring that $-\pi/(2N) < \arg(x_p) < \pi/(2N)$.

We regard $x_p, y_p, \mu_p^N$ as functions of $t_p$. Then $t_p$ lies in a complex plane containing $N$ branch cuts $B_0, \ldots, B_{N-1}$ on the lines $\arg(t_p) = 0, 2\pi/N, \ldots, 2\pi(N-1)/N$, as indicated in Figure 2, while $x_p$ lies in a near-circular region round the point $x_p = 1$, as indicated schematically by the region $\mathcal{R}_0$ inside the dotted curve of Figure 2. The variable $y_p$ can lie anywhere in the complex plane except in $\mathcal{R}_0$ and in $N-1$ corresponding near-circular regions $\mathcal{R}_1, \ldots, \mathcal{R}_{N-1}$ round the other branch cuts. With these choices, we say that $p$ lies in the “domain” $\mathcal{D}$.

With these choices, we show in [15] that

$$G_{pq}(r) = k^{(N+1-2r)/N^2} S(t_p), \quad (2.5)$$

for $r = 1, \ldots, N-1$, while $G_{pq}(0) = G_{pq}(N) = k^{(1-N)/N^2} S(t_p)^{1-N}$. Hence

$$G_{pq}(1) \cdots G_{pq}(N) = 1,$$

in agreement with the definition (1.4). The function $S = S(t_p)$ is given by

$$\log S(t_p) = \frac{-2}{N^2} \log k + \frac{1}{2N\pi} \int_0^{2\pi} \frac{k' e^{i\theta}}{1 - k' e^{i\theta}} \log[\Delta(\theta) - t_p] \, d\theta, \quad (2.6)$$

By taking $\Delta(\theta) = 1$ we also verify (2.4).
where \( \Delta(\theta) = [(1 - 2k' \cos \theta + k'^2)/k^2]^{1/N} \).

From [14], particular properties are

\[
S(0) = 1, \quad S(\infty) = k^{-2/N^2}, \quad S(t_p)S(\omega t_p) \cdots S(\omega^{N-1} t_p) = k^{-1/N} x_p.
\] (2.7)

The function \( S(t_p) \) is single-valued, non-zero and analytic in the cut \( t_p \) plane of Figure 2, but only the cut on the positive real axis is necessary: the other cuts can be removed for this function. If \( S_{ac}(t_p) \) is the analytic continuation of \( S(t_p) \) across the branch cut \( B_r \), then

\[
S_{ac}(t_p) = \begin{cases} 
S(t_p) & \text{for } r \neq 0; \\
(y_p/x_p)S(t_p) & \text{for } r = 0.
\end{cases}
\] (2.8)

If we interchange \( p, q \) in [15, Equation 49], then apply the restriction (2.4) and use the relation \( RS = M VRSV \) together with [15, Equation 50], we obtain

\[
G_{pq}(r)G_{p',q'}(N - r) = 1,
\]

where \( p' = V^{-1}q' = RSVp \). It follows that \( S(t_p) \) also has the symmetry

\[
S_pS_{RSVP} = S(t_p)S(1/t_p) = k^{-2/N^2}.
\] (2.9)

3. The Riemann sheets ("domains") formed by analytic continuation

We shall want to consider the analytic continuation of certain functions of \( t_p \) onto other Riemann sheets, that is, beyond the domain \( \mathcal{D} \). We restrict attention to functions...
that are meromorphic and single-valued in the cut plane of Figure 2, and similarly for their analytic continuations. Obvious examples are $x_p, y_p$ and $S(t_p)$. They are therefore meromorphic and single-valued on their Riemann surfaces, but we need to know what these surfaces are.

We start by considering the most general such surface. As a first step, allow $\mu_p$ to move from outside the unit circle to inside. Then $t_p$ will cross one of the $N$ branch cuts $B_i$ in Figure 2, moving onto another Riemann sheet, going back to its original value but now with $y_p$ in $R_i$. Since $y_p$ is thereby confined to the region near and surrounding $\omega^i$, we say that $y_p \simeq \omega^i$. Conversely, by $y_p \simeq \omega^i$ we mean that $y_p \in R_i$.

We say that $p$ has moved into the domain $D_i$ adjacent to $D$. There are $N$ such domains $D_0, D_1, \ldots, D_{N-1}$.

Now allow $\mu_p$ to become larger than one, so $t_p$ again crosses one of the $N$ branch cuts. Again we require that $t_p$ returns to its original value. If it crosses $B_i$, then it moves back to the original domain $D$. However, if it crosses another cut $B_j$ then $x_p$ moves into $R_{i-j}$, and we say that $p$ is now in domain $D_{i,j-i}$.

Proceeding in this way, we build up a Cayley tree of domains. For instance, the domain $D_{ijk}$ is a third neighbour of $D$, linked via the first neighbour $D_i$ and the second-neighbour $D_{ij}$, as indicated in Figure 3. Here $x_p \simeq 1$ in $D$, $y_p \simeq \omega^j$ in $D_i$, $x_p \simeq \omega^i$ in $D_{ij}$ and $y_p \simeq \omega^k$ in $D_{ijk}$. We reject moves that take $p$ back to the domain immediately before the last, so $j \neq 0$ and $k \neq i$. We refer to the sequence $\{i, j, k, \ldots\}$ that define any domain as a route. We can think of it as a sequence of points, all with the same value of $t_p$, on the successive Riemann sheets or domains.

The domains $D, D_{ij}, D_{ijk}, \ldots$ with an even number of indices, have $x \simeq \omega^\ell$, where $\ell$ is the last index. We refer to them as being of even parity and of type $\ell$. The domains $D_i, D_{ijk}, \ldots$ have $y \simeq \omega^\ell$ and are of odd parity and type $\ell$.

Figure 3. A sequence of adjacent domains $D, D_{ij}, D_{ijk}$. The automorphism that takes a point $p$ in $D$ to a point in $D_{ij}$, respectively, is the mapping $A_i = V^{-1} RV^{-i}$. If $q = A_i p$, then

\[ x_q = \omega^{-i} y_p, \quad y_q = \omega^i x_p, \quad t_q = t_p. \tag{3.1} \]

Because of (2.3), $A_{i+N} = A_i$, so there are $N$ such automorphisms.

We can use these maps to generate all the sheets in the full Cayley tree. Suppose we have a domain with route $\{i, j, k, \ldots\}$ and we apply the automorphism $A_\alpha$ to all points on the route. From (3.1) this will generate a new route $\{\alpha, i - \alpha, j + \alpha, k - \alpha, \ldots\}$. For instance, if we apply the map $A_\alpha$ to the route $\{m\}$ from $D$ to $D_m$, we obtain the route $\{\alpha, m - \alpha\}$ to the domain $D_{\alpha,m-\alpha}$. Thus the map that takes $D$ to $D_{ij}$ is $A_i A_{i+j}$.
Iterating, we find that the map that takes $D$ to $D_{ijk...mn}$ is

$$A_i A_{i+j} A_{j+k} \cdots A_{m+n}. \quad (3.2)$$

We must have

$$A_i^2 = 1, \quad (3.3)$$

since applying the same map twice merely returns $p$ to the previous domain.

Let us refer to the general Riemann surface we have just described as $G$. It consists of infinitely many Riemann sheets, each sheet corresponding to a site on a Cayley tree, adjacent sheets corresponding to adjacent points on the tree. A Cayley tree is a huge graph: it contains no circuits and is infinitely dimensional, needing infinitely many integers to specify all its sites.

Any given function will have a Riemann surface that can be obtained from $G$ by identifying certain sites with one another, thereby creating circuits and usually reducing the graph to one of finite dimensionality.

From (3.1), the maps $A_0, A_1, \ldots, A_{N-1}$ leave $t_p$ unchanged. We shall often find it helpful to regard $t_p$ as a fixed complex number, the same in all domains, and to consider the corresponding values of $x_p, y_p$ (and the hyperelliptic variables $z_p, w_p$) in the various domains. To within factors of $\omega$, the variables $x_p$ and $y_p$ will be the same as those for $D$ in even domains, while they will be interchanged on odd domains.

**Analytic continuation of $S(t_p)$** Now return to considering the function $S(t_p)$. It is sometimes helpful to write this more explicitly as $S(x_p, y_p)$. Then from (2.8) the map that takes $S(t_p)$ from domain $D$ to $D_i$ is

$$q = A_ip : \quad S(x_q, y_q) = (y_q/x_q)^{-\delta} S(x_p, y_p), \quad (3.4)$$

where $x_q, y_q$ are given by (3.1) and $\delta_i = 1$ if $i = 0$, mod $N$; otherwise $\delta_i = 0$. Note that $x_q, y_q$ are obtained by interchanging $x_p, y_p$ and multiplying them by powers of $\omega$.

For given $t_p$, let $S_0(t_p)$ be the value of $S(t_p)$ in the central domain $D$, given by the formula (2.6). Iterating the mappings (3.4) from domain to domain, in any domain we must have

$$S(x_p, y_p) = \omega^x (y_p/x_p)^r S_0(t_p), \quad (3.5)$$

where $x, r$ are integers. Note that in this equation $x_p, y_p$ are the values for the domain being considered, they are not the corresponding initial values of the central domain $D$.

In particular, in the domain $D_{ijk}$ we obtain

$$r = -\delta_i + \delta_{i+j} - \delta_{j+k}. \quad (3.6)$$
4. The original hyperelliptic parametrisation for $N = 3$

Hereinafter we restrict our attention to the case $N = 3$ and use the hyperelliptic parametrisation and notation of previous papers [8–10, 12]. We use only formulae that involve ordinary Jacobi elliptic (or similar) functions of one variable.

Given $k, k'$, we define a “nome” $x$ by

$$(k'/k)^2 = 27x \prod_{n=1}^{\infty} \left( \frac{1 - x^{3n}}{1 - x^n} \right)^{12}. \quad (4.1)$$

We regard $x$ as a given constant, not the same as the rapidity variable $x_p$. It is small at low temperatures ($k'$ small), and increases to unity at criticality ($k' = 1$). We introduce two elliptic-type functions

$$h(z) = \omega^2 h(xz) = \prod_{n=1}^{\infty} \frac{(1 - \omega x^{n-l}z)(1 - \omega^2 x^n/z)}{(1 - \omega^2 x^{n-l}z)(1 - \omega x^n/z)}, \quad (4.2)$$

$$\phi(z) = z^{1/3} \prod_{n=1}^{\infty} \frac{(1 - x^{3n-2}/z)(1 - x^{3n-1}/z)}{(1 - x^{3n-2}/z)(1 - x^{3n-1}/z)}. \quad (4.3)$$

We then define two further variables $z_p, w_p$ by

$$t_p = x_py_p = \omega h(z_p) = h(-1/w_p) = \omega^2 h(-w_p/z_p). \quad (4.4)$$

These are the relations (27) of [10]. The relations (32) of [10] are also satisfied:

$$x_p^{-3} y_p^3\mu_p^{-6} = \phi(xz_p/w_p^3) = \phi(-xz_pw_p) = \phi(-xw_p/z_p^3), \quad (4.5)$$

as are the relations (4.5), (4.6) of [9], in particular,

$$w = \prod_{n=1}^{\infty} \frac{(1 - x^{2n-1}w/z)(1 - x^{2n-1}w/z)(1 - x^{6n-5}w)(1 - x^{6n-1}w^{-1})}{(1 - x^{2n-2}w/z)(1 - x^{2n}w/z)(1 - x^{6n-2}w)(1 - x^{6n-4}w^{-1})} \quad (4.6)$$

writing $z_p, w_p$ here simply as $z, w$.

The $z_p, w_p$ variables satisfy the automorphisms

$$
z_{Rp} = xz_p, \quad z_{Sp} = 1/(xz_p), \quad z_{Vp} = -1/w_p, \quad w_{Rp} = z_p/w_p, \quad w_{Sp} = 1/(xw_p), \quad w_{Vp} = z_p/w_p.
\quad (4.7)$$

The operation $p \to Mp$ multiplies $(z_pw_p)^{1/3}$ by $\omega$, but does not change $z_p, w_p$ themselves.

The variables $z_p, w_p$ are of order unity when $k', x$ are small, $\mu_p$ is of order $1/k'$, and $x_p \approx 1$. This is the low-temperature limiting case of $p \in D$. It is convenient to define $u_p = \{z_p, -1/w_p, -w_p/z_p\}$. 
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The three automorphisms that leave \( t_p \) unchanged, while taking \( \mathcal{D} \) to \( \mathcal{D}_0, \mathcal{D}_1, \mathcal{D}_2 \), respectively, are

\[
A_0 = V^2 R, \quad A_1 = RV^2, \quad A_2 = VRV.
\]

(4.8)

If \( q = A_i p \), then

\[
x_q = \omega^{-i} y_p, \quad y_q = \omega^i x_p, \quad t_q = t_p,
\]

and \( u_q = A_i u_p \), where \( A_0, A_1, A_2 \) are the three-by-three matrices

\[
A_0 = \begin{pmatrix} 0 & x^{-1} & 0 \\ x & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & 0 & x \\ 0 & 1 & 0 \\ x^{-1} & 0 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & x^{-1} \\ 0 & x & 0 \end{pmatrix}.
\]

(4.9)

They satisfy the identities

\[
A_i A_j A_i = A_j A_i A_j
\]

(4.10)

for all \( i, j \).

They permute the three elements \( z_p, -1/w_p, -w_p/z_p \) of \( u_p \) and multiply them by powers of \( x \), the product of the elements remaining unity. Let \( z_p^0, w_p^0 \) be the values of \( z_p, w_p \) on the central sheet \( \mathcal{D} \). Then it follows that on any sheet, for the same common value of \( t_p \),

\[
z_p = x^m \alpha_p, \quad w_p = x^n \beta_p,
\]

(4.11)

where \( \{\alpha_p, -1/\beta_p, -\beta_p/\alpha_p\} \) is a permutation of \( \{z_p^0, -1/w_p^0, -w_p^0/z_p^0\} \).

Repeated applications of the three automorphisms will therefore generate a two-dimensional set of permutations and multiplications of the elements of \( u_p \). Each member of the set corresponds to a site on the honeycomb lattice of Figure 4. Adjacent Riemann sheets correspond to adjacent sites of the lattice. Sheets of even parity correspond to sites represented by circles, those of odd parity are represented by squares. If \( i \) is the integer inside the circle or square, then for even sites \( x_p \simeq \omega^{-i} \), while on odd sites \( y_p \simeq \omega^i \). The numbers shown in brackets alongside each site are the integers \( m, n \) of (4.11).

Thus for the functions \( z_p \) and \( w_p \) of \( t_p \), the graph \( \mathcal{G} \) of the Riemann surface reduces to this two-dimensional honeycomb lattice.

Note that the sites \( X, Y, Z \) in the figure are third neighbours of the central site \( \mathcal{D} \), and each can be reached from \( \mathcal{D} \) in two three-step ways. For instance, \( Y \) is both \( \mathcal{D}_{021} \) and \( \mathcal{D}_{211} \). (Note that for \( \mathcal{D}_{ijk} \) we here take the intermediate site \( j \) to be represented in Figure 4 by the integer \(-j\), mod 3. This is changed in the next section to \(+j\).)

Thus \( Y \) is obtainable from \( \mathcal{D} \) by the maps \( A_0 A_2 A_0 \) and \( A_2 A_0 A_2 \). From (4.10) these are the same, so we can identify the two sheets as one, represented by \( Y \).
Similarly, $X$ corresponds to $A_1 A_2 A_1 = A_2 A_1 A_2$ and $Z$ to $A_0 A_1 A_0 = A_1 A_0 A_1$. This is why $\mathcal{G}$ reduces to the honeycomb lattice.

However, the automorphisms (3.4) of the function $S(t_p)$ do not in general satisfy (4.10). On its Riemann sheets $\mathcal{D}_{021}$, $\mathcal{D}_{211}$ we find from (3.6) that $r = -2$ and 1. Thus from (3.5) the analytic continuation of $S(t_p)$ is $(y_p/x_p)^{-2} S_0(t_p)$ and $(y_p/x_p) S_0(t_p)$ on each sheet, respectively (ignoring factors of $\omega$). Thus the result for $Y$ depends on the route taken to it. (The same is true of $Z$, but not for $X$.)

Hence the values of $z_p$ (and $w_p$) are the same on $\mathcal{D}_{021}$ and $\mathcal{D}_{211}$, but $S(t_p)$ is different. It follows that $z_p$, $w_p$ do not uniquely determine $S(t_p)$. Hence neither $S(t_p)$ nor $S(t_p)^3$ is a single-valued function of these hyperelliptic variables $z_p$, $w_p$: one must look elsewhere for such a parametrisation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{honeycomb_lattice.png}
\caption{The honeycomb lattice formed by the hyperelliptic variables $z$, $w$ in either parametrisation. Circles (squares) denote sites of even (odd) parity.}
\end{figure}

5. The alternative hyperelliptic parametrisation for $N = 3$

There is another way of parametrising $k$, $x_p$, $y_p$, $\mu_p$, $t_p$ so that the nome $x$ is small when $k'$ is small. It can be obtained from the original parametrisation of the previous section by a simple mapping, and we do this in the Appendix. We take the results (A.1)–(A.4) therein and drop the hats on $x_p$, $y_p, \ldots, V, M$ to obtain

$$-k'^2 = 27 x \prod_{n=1}^{\infty} \left( \frac{1 - x^{3n}}{1 - x^n} \right)^{12}. \quad (5.1)$$
\[ \frac{y_p}{x_p} = \omega h(z_p) = h(-1/w_p) = \omega^2 h\left(-\frac{w_p}{z_p}\right), \]  
\[ -x_p^{-3} y_p^3 \mu_p^6 = \phi(xz_p/w_p^2)^3 = \phi(-xz_p w_p)^3 = \phi(-x w_p/z_p^2)^3. \]  
\[ z_{R_p} = -x w_p, \quad z_{S_p} = -1/(x w_p), \quad z_{V_p} = -1/w_p, \]  
\[ w_{R_p} = w_p/z_p, \quad w_{S_p} = -1/(x z_p), \quad w_{V_p} = z_p/w_p. \]

Again \( z_{M_p} = z_p, \quad w_{M_p} = w_p \). These equations replace (4.1), (4.4), (4.5), (4.7) of Section 4. The functions \( h(z), \quad \phi(z) \) remain defined by (4.2) and (4.3), and the relation (4.6) remains satisfied.

We now regard \( x_p, y_p, \ldots, V, M \) as being the same variables and automorphisms as those above, satisfying (2.1), (2.2) and (2.3). Then the hyperelliptic variables \( x, z_p, w_p \) are different from those of Section 4. If one takes \( p \in D \) and expands the functions in powers of the low-temperature variable \( k' \), then to leading order \( z_p, w_p \) are the same as the \( z_p, w_p \) of Section 4, being of order unity and satisfying \( w_p = z_p + 1; \quad x \) is negated and is of order \( k' \).

The three automorphisms that leave \( t_p \) unchanged while taking \( D \) to \( D_0, D_1, D_2 \) are again given by (4.8) and (4.9). Using the rules (5.4), we find that \( z_p, w_p \) transform according to the rules

\[ q = A_1 p : \quad z_q = x^{2-i-3\delta(i)}/z_p, \quad w_q = x^{-1}/w_p, \]  

for \( i = 0, 1, 2 \), writing \( \delta_i \) as \( \delta(i) \). If \( z_0^p, w_0^p \) are the values of \( z_p, w_p \) on the central sheet \( D \), then it follows that on any Riemann sheet the analytic continuations of \( z_p, w_p \) (for a given value of \( t_p \)) are

\[ x^m(z_p^0)^{\pm 1}, \quad x^n(w_p^0)^{\pm 1}, \]  

choosing the upper (lower) signs on sheets of even (odd) parity. Here \( m, n \) are integers satisfying

\[ m + n = \begin{cases} 
0 \pmod{3} & \text{on even sheets,} \\
1 \pmod{3} & \text{on odd sheets.} 
\end{cases} \]

The Riemann surface for \( z_p, w_p \) therefore corresponds to a two-dimensional graph \( \mathcal{G} \), each site of \( \mathcal{G} \) being specified by the two integers \( m, n \).

In fact this \( \mathcal{G} \) is the honeycomb lattice shown in Figure 4, but we must interpret it slightly differently from how we did in Section 4. Adjacent sites still correspond to adjacent Riemann sheets, and the parities of the sites are shown as in Section 4 by circles and squares. Again, on odd sites \( y_p \simeq \omega^i \), where \( i \) is the number shown in the figure. However, on even sites we now take \( x_p \simeq \omega^i \). For each site, the bracketed integers shown in Figure 4 are now the integers \((m, n)\) of (5.6).
As in the previous section, the sites $X, Y, Z$ in the figure are third neighbours of the central site $D$, and each can be reached from $D$ in two three-step ways. There is the difference that the $j$ of $D_{ijk}$ is now the number inside the corresponding circle of Figure 4, so in this section $X$ is both $D_{210}$ and $D_{120}$, so from (3.2) and (3.3) it is obtainable from $D$ by the maps $A_2A_0A_1$ and $A_1A_0A_2$. The reason we can identify $D_{210}$ with $D_{120}$ is that (5.5) implies that $A_2A_0A_1 = A_1A_0A_2$. More generally, it implies that

\[ A_iA_jA_k = A_kA_jA_i \]  

(5.7)

for all permutations $i, j, k$ of 0, 1, 2. This means that each $X, Y, Z$ corresponds to a single Riemann sheet rather than two, and is the reason that $G$ reduces (for the functions $z_p, w_p$ of $t_p$) from the full Cayley tree to the honeycomb lattice.

**Properties of $z_p, w_p, S(t_p)$**  
Within the central domain $D$ there is some circle of non-zero radius, centre the origin, such that none of $z_p, w_p, 1/z_p, 1/w_p, z_p/w_p, w_p/z_p$ can lie within the circle (for $x$ small the radius is of order $x^{1/2}$). Two special values of $p$ that lie within $D$ are

\[ p(1) : z_p = -\frac{1}{w_p} = -\frac{w_p}{z_p} = \omega^2, \quad y_p = 0, \quad x_p = k^{1/3}, \quad S(t_p) = 1, \]  

(5.8)

and

\[ p(2) : z_p = -\frac{1}{w_p} = -\frac{w_p}{z_p} = \omega, \quad y_p = \infty, \quad x_p = k^{-1/3}, \quad S(t_p) = k^{-2/9}, \]  

(5.9)

using (2.1) and (2.7).

Remembering that $x_p \simeq 1$, one can verify that the conditions (4.6), (5.2) are satisfied. These are the only two points within $D$ where $y_p/x_p$ has a zero or pole.

Any point where one of $z_p, -1/w_p, -w_p/z_p$ is equal to $\omega^2x^m$ or $\omega x^m$, for non-zero integer $m$, necessarily lies outside $D$ (that is, on another Riemann sheet). It follows that the functions $G(z_p), \ldots, h(-w_p/z_p)$ defined and used in the next section have no zeros or poles for $p \in D$: they are finite and non-zero therein. The same is true of $x_p, S(t_p)$ and the function $S(z_p, w_p)$ defined below.

Now consider the maps $A_i$ for the function $S(t_p)$, as given in (3.4)–(3.6). The mapping $A_iA_jA_k$ simply multiplies $S(t_p)$ by a power of $\omega$ and by $(y_p/x_p)^r$, where $r = -\delta_i + \delta_j - \delta_k$. Obviously this exponent $r$ is unchanged by interchanging $i$ with $k$, so is the same for both sides of (5.7).

The powers of $\omega$ are not necessarily the same, but we can avoid this difficulty by simply working with $S(t_p)^3$ instead of $S(t_p)$. The automorphisms $A_i$ for $S(t_p)^3$ do satisfy (5.7) and $S(t_p)^3$ is the same on the two sheets $D_{210}, D_{120}$, so again $X$ reduces to a single sheet. Similarly, so do $Y$ and $Z$.

As a result, $S(t_p)^3$ is uniquely determined if we know $z_p$ and $w_p$. In fact on any Riemann sheet $(m, n)$ the analytic continuation of $S(t_p)^3$ is

\[ (y_p/x_p)^{3r}S_0(t_p)^3, \]  

(5.10)
where
\[ r = \begin{cases} 
(m + n)/3 & \text{on even sheets,} \\
(m + n - 1)/3 & \text{on odd sheets.} 
\end{cases} \] (5.11)

The \( x_p, y_p \) in (5.10) are those of the sheet under consideration.

It therefore makes sense to look for a single-valued meromorphic function of \( z_p \) and \( w_p \) that is equal to \( S(t_p)^3 \). We can write \( S(t_p) \) itself as \( S(z_p, w_p) \) provided we accept that it is three-valued in the rather trivial way that its values differ by factors of \( \omega \). Then from the automorphisms (3.4) and (5.5), this function must satisfy the three relations
\[ S(z_p, w_p) = (x_p/y_p)S(x^{-1}z_p^{-1}, x^{-1}w_p^{-1}) = S(xz_p^{-1}, w_p^{-1}) = S(z_p^{-1}, xw_p^{-1}) \] (5.12)
for all \( z_p, w_p \). Also, using (2.2) and (5.4), the relation (2.7) becomes
\[ S(z_p, w_p)S(-1/w_p, z_p/w_p)S(-w_p/z_p, -1/z_p) = k^{-1/3}x_p. \] (5.13)

The function \( x_p^{-1} \) has no zeros or poles on even sheets, whereas on odd sheets (where \( y_p \sim \omega y \) it has the same zeros and poles as \( y_p/x_p \). It is therefore useful to work not with \( S(z_p, w_p)^3 \), but the function
\[ \tilde{S}(z_p, w_p) = x_p^{-1}S(z_p, w_p)^3, \] (5.14)
since from (5.10) and (5.11) this has the same poles and zeros as \( (y_p/x_p)^{m+n} \) on all Riemann sheets \((m, n)\), even and odd. From (5.2) we can write \((y_p/x_p)\) as a function of either \( z_p, w_p \) or \( z_p/w_p \): this suggests that it may be possible to write \( \tilde{S}(z_p, w_p) \) as a product of functions of these individual variables. We do this in the next section.

6. \( S(t_p) \) as a function of \( z_p, w_p \)

Define the functions
\[ F(z) = \prod_{j=1}^{\infty} \frac{(1 - x^j z)^j}{(1 - x^j z^{-1})^j} \quad \text{and} \quad G(z) = \frac{F(\omega z)}{F(\omega^2 z)}, \] (6.1)
so \( F(z) = 1/F(z^{-1}) \), \( G(z) = G(z^{-1}) \) and
\[ G(z)/G(xz) = \omega h(z) \] (6.2)
for all complex numbers \( z \).

Consider the product
\[ P = G(z_p)^{\alpha} G(-1/w_p)^{\beta} G(-w_p/z_p)^{\gamma} \] (6.3)
for arbitrary integers $\alpha, \beta, \gamma$. As a first step, we ask if we can choose $\alpha, \beta, \gamma$ so that $P$ has the same poles and zeros as $\tilde{S}(z, w)$, that is, as $(y/x)^{m+n}$ on all sheets $(m, n)$.

The integers $m, n$ specify a sheet and are defined in (5.6). From (5.2), on sheet $(m, n)$ the function $y/x$ has a simple zero when $z = x^m \omega^2, w = -x^n \omega, z/w = -\omega^{m-n} \omega$. Any one of these equalities implies the other two, so at this point $\tilde{S}(z, w)$ has a zero of order $m + n$. On the other hand, the three factors of $P$ have zeros of order $-m \alpha, n \beta, (m-n) \gamma$, respectively. Thus we require $m + n = -m \alpha + n \beta + (m-n) \gamma$, for all allowed integers $m, n$ and fixed values of $\alpha, \beta, \gamma$. This will be so if and only if

$$\alpha = \gamma - 1, \quad \beta = \gamma + 1.$$ (6.4)

There are also possible zeros and poles when $z = x^m \omega, w = -x^n \omega^2, z/w = -\omega^{m-n} \omega^2$, but the only difference from the above is that all the orders are negated, so again we obtain the conditions (6.4).

Neither $\tilde{S}(z, w)$ nor $P$ has any other zeros or poles, and $\tilde{S}(z, w)$ is independent of the integer $\gamma$, which is still arbitrary. Substituting (6.4) into (6.3), this implies that the functions

$$\tilde{S}(z, w)G(z)/G(-1/w), \quad G(z)G(-1/w)G(-w/z)$$

have no zeros or poles anywhere on the Riemann surface. Using (5.8) and (5.14), they have values $k^{-1/3}, F(\omega)^{-3}$ at $p = p(1)$, so if they were constants it would follow that

$$\tilde{S}(z, w) = k^{-1/3}G(-1/w)/G(z), \quad G(z)G(-1/w)G(-w/z) = 1/F(\omega)^3.$$(6.5) (6.6)

We can prove that these relations are indeed true by using Liouville’s theorem for a single Riemann sheet. Let $T(z, w)$ be the ratio of the RHS of (5.14) to the RHS of (6.5). Then from (5.12) and (6.1)-(6.2) it follows that

$$T(z, w) = T(x^{-1}z^{-1}, x^{-1}w^{-1}) = T(xz^{-1}, w^{-1}) = T(z^{-1}, x w^{-1}).$$

Thus the function $T$ is unchanged by the three automorphisms $A_0, A_1, A_2$. It is therefore a single-valued function of the variable $t$, without the branch cuts of Figure 2. It has no zeros or poles in $\mathcal{D}$, so it has no zeros or poles in the complex $t$ plane, including the point at infinity. By Liouville’s theorem it is therefore a constant. It is unity when $z = \omega^2$ or $\omega$, that is, when $t = 0$ or $\infty$, so it is one. This proves the identity (6.5). The identity (6.6) can be proved similarly by taking $T(z, w)$ to be the ratio of the LHS of (6.6) to the RHS.
Two more identities  We originally tried a much more general ansatz for the product $P$, allowing for factors such as $1 - x'^{\prime}z$ raised to a power linear in $j$ and mod $(j, 3)$. As a result we discovered yet two more identities satisfied by $z_p, w_p$. Define the function

$$\tilde{h}(z) = \prod_{n=1}^{\infty} \frac{(1 - x^{3n-2} \omega z)(1 - x^{3n-1} \omega^2/z)}{(1 - x^{3n-2} \omega^2 z)(1 - x^{3n-1} \omega/z)},$$

then we find that

$$\tilde{h}(z_p) \tilde{h}(-w_p) = \tilde{h}(-1/w_p) \tilde{h}(-z_p/w_p) = \tilde{h}(-w_p/z_p) \tilde{h}(1/z_p).$$

(6.7)

We can prove these identities in a similar way. First note that

$$h(z) = \frac{\omega^2}{h(x^{-1}z)},$$

for all $z$. We can use this last formula and (5.2) to eliminate ratios such as

$$h(x^{-1}z)$$

in favour of $\tilde{h}$ functions whose arguments do not contain $x^{-1}$ as a factor. Using this fact and applying the automorphisms $A_0, A_1, A_2$ to the ratios of the expressions in (6.7), we find that the automorphisms merely permute these ratios. If we write the three expressions as $J_1, J_2, J_3$ and form, for arbitrary $\alpha$,

$$T(z_p, w_p) = \begin{pmatrix} \alpha - J_2/J_1 \\ \alpha - J_3/J_2 \end{pmatrix} \begin{pmatrix} \alpha - J_1/J_2 \\ \alpha - J_3/J_1 \end{pmatrix},$$

then this $T(z_p, w_p)$ is unchanged by the automorphisms, so is a single-valued function of $t_p$. It has no zeros or poles in $D$, so by Liouville’s theorem it is a constant. At $p = p(1)$ or $p(2)$, the $J_i$’s are equal, so for all $z_p, w_p$

$$T(z_p, w_p) = (\alpha - 1)^6.$$ 

It follows that $J_1 = J_2 = J_3$ for all $t_p$, which establishes the identities (6.7).

For an arbitrarily chosen numerical value of $z_p$, working to 32 digits of accuracy, we have successfully checked the identities (6.5)–(6.7) to twenty terms in an expansion in powers of $x$.

From (2.2) and (5.4), the map $p \rightarrow RSVp$ takes $x_p, t_p, z_p, w_p$ to $1/x_p, 1/t_p, -w_p, -z_p$. From (5.14) and (6.5), noting that $G(-1/w_p) = G(-w_p)$, it is apparent that

$$S_p S_{RSVp} = S(z_p, w_p) S(-w_p, -z_p) = k^{-2/p},$$

in agreement with (2.9).
7. Summary

For the case when \( N = 3 \) and \( q \) is related to \( p \) by (2.4), the generalised order parameter function \( G_{pq}(r) \) is given by (2.5), where \( x_p^{-1} S(t_p)^3 \) can be simply expressed by (5.14) and (6.5) as a product of functions of the hyperelliptic variables \( z_p, w_p \) of Section 5. This is the first time that a thermodynamic property of the \( N > 2 \) chiral Potts model has been so expressed. (As distinct from algebraic functions of the Boltzmann weights, such as the function of \( f_{pq} \) of [12].)

The functions \( F(z), G(z) \) in (6.1) are infinite products similar to elliptic functions, except that factors such as \( 1 - x^jz \) are raised to the power \( j \). Such extensions of elliptic functions occur in the free energies of other solvable models, notably the Ising model. Good examples are [13, Equations (B.10), (B.17) and (B.18)].

We emphasise that (5.14) and (6.5) are in terms of the alternative hyperelliptic parametrisation of Section 5 herein. Papers [8] to [16] are in terms of the original hyperelliptic parametrisation of Section 4.

It is still an interesting question whether \( G_{pq}(r) \) can be simply expressed as a function of such variables for arbitrary \( p, q \). The result of this paper implies that one must use the hyperelliptic parametrisation of Section 5, rather than that of Section 4. There is a difficulty with this: if we write \( R^6 p, R^6 q \) as \( p', q' \), the relations (5.4) imply that \( z_p' = z_p \) and \( w_p' = w_p \), whereas it is not true that \( G_{p',q'}(r) = G_{pq}(r) \) or that \( G_{p,q'}(r) = G_{pq}(r) \). This means that \( G_{pq}(r) \) cannot be a single-valued function of \( z_p, w_p, z_q, w_q \). However, the function \( L_{pq}(r) = G_{pq}(r)G_{R_q, R_p}(r) \) of [11] is unchanged by \( p \to p' \), and by \( q \to q' \), so may be so expressible.

Appendix A.

Here we show how the alternative hyperelliptic parametrisation of Section 5 can be obtained from the original parametrisation of Section 4 by a simple mapping.

Let \( k, k', x_p, y_p, \mu_p, t_p \) be the variables of Section 4. Define new variables \( \hat{k}, \hat{k}', \hat{x}_p, \hat{y}_p, \hat{\mu}_p, \hat{t}_p \) so that

\[
\begin{align*}
    k &= \hat{k}^{-1}, & k' &= i \hat{k}' / \hat{k}, & x_p &= 1 / \hat{x}_p, & y_p &= \hat{y}_p, \\
    \mu_p &= e^{-i \pi / 2N} \hat{x}_p \hat{\mu}_p, & y_p / x_p &= \hat{t}_p.
\end{align*}
\]

Leave \( x, z_p, w_p \) and the functions \( h(z), \phi(z) \) unchanged.

Then the relations (1.1), (2.1) remain satisfied if we replace \( k, k', x_p, y_p, \mu_p, t_p \) therein by \( \hat{k}, \hat{k}', \hat{x}_p, \hat{y}_p, \hat{\mu}_p, \hat{t}_p \). The relations (4.1), (4.4), (4.5) become

\[
-\hat{k}'^2 = 27x \prod_{n=1}^{\infty} \left( \frac{1 - x^{3n}}{1 - x^n} \right)^{12}, \tag{A.1}
\]
\[
\hat{y}_p / \hat{x}_p = \omega h(z_p) = h(-1/w_p) = \omega^2 h(-w_p/z_p, x), \tag{A.2}
\]

\[-\hat{x}_p^3 \hat{y}_p^3 \mu_p^{-6} = \phi(xz_p/w_p)^3 = \phi(-xz_p w_p)^3 = \phi(-x w_p/z_p^3)^3. \tag{A.3}
\]

Define automorphisms \( \hat{R}, \hat{S}, \hat{V}, \hat{M} \) by (2.2) with \( x_p, y_p, \ldots, M_p \) replaced by \( \hat{x}_p, \hat{y}_p, \ldots, \hat{M}_p \). Then

\[
\hat{R} = VS, \quad \hat{S} = M^{-1} V^{-1} R, \quad \hat{V} = V, \quad \hat{M} = M
\]

and the relations (2.3) remain satisfied if \( R, S, V, M \) therein are replaced by \( \hat{R}, \hat{S}, \hat{V}, \hat{M} \). From (4.7) it follows that

\[
z_{\hat{k}p} = -x w_p, \quad z_{\hat{\delta}p} = -1/(x w_p), \quad z_{\hat{\gamma}p} = -1/w_p,
\]

\[
w_{\hat{k}p} = w_p/z_p, \quad w_{\hat{\delta}p} = -1/(xz_p), \quad w_{\hat{\gamma}p} = z_p/w_p. \tag{A.4}
\]

Now drop the hats on \( \hat{k}, \hat{k}', \hat{x}_p, \ldots, \hat{M} \) to obtain (5.1)–(5.4). Equations (1.1), (2.1), (2.2) remain true.
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