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Abstract
This paper presents an in-depth study of the English conative construction (hit the ball vs hit
at the ball ), a particular case of variation between NP- and PP-patterns. Approaching the
phenomenon from a usage-based, cognitive perspective, the study is interested in the
different factors driving this alternation, specifically in the interaction of lexical effects on
the one hand and high-level predictors relating to processing complexity on the other hand.
More specifically, the paper explores the diachronic dimension of these effects, using corpus
data from Middle English to Late Modern English (Penn-Helsinki Corpora of Historical
English; 1150–1914). To assess the relative impact of the variables, the study compares the
traditionally used methods of collostructional analysis and logistic regression to a more
recent tool, namely elastic net regression. The findings ultimately indicate that while
complexity does seem to play a role in this alternation, there are also strong lexical effects.

Keywords: processing complexity; conative alternation; conative construction; history of English; lexical
effects; syntactic alternations

1. Introduction
The present paper revisits the impact of different cognitive factors at play in
argument structure variation and possible changes in such variation over time. It
thereby further contributes to the extant body of cognitive, usage-based research on
syntactic alternations and historical variationist studies. More specifically, the paper
zooms into the choice between nominal (1–3a) and prepositional patterns (1–3b) in
the English conative alternation (Levin, 1993; Perek, 2014, 2015; Perek & Lemmens,
2010).

(1) a. They kicked the ball.
b. They kicked at the ball.

© TheAuthor(s), 2025. Published by Cambridge University Press. This is anOpenAccess article, distributed under the terms
of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/4.0), which permits unrestricted
re-use, distribution and reproduction, provided the original article is properly cited.

Language and Cognition (2025), 17, e50, 1–34

doi:10.1017/langcog.2025.10007

https://doi.org/10.1017/langcog.2025.10007 Published online by Cambridge University Press

mailto:eva.zehentner@es.uzh.ch
http://creativecommons.org/licenses/by/4.0
https://doi.org/10.1017/langcog.2025.10007
https://doi.org/10.1017/langcog.2025.10007


(2) a. They cut the apple.
b. They cut at the apple.

(3) a. They cursed the weather.
b. They cursed at the weather.

The emergence of this alternation, similar to other cases of systematic NP-PP
variation like the dative or genitive alternation, is commonly set in early Middle
English (ME) and can be assumed to reflect a general increase in the frequency of
PP-expressions as part of the typological shift of English from more synthetic to
more analytic (Baugh & Cable, 2002; Fennell, 2001; Szmrecsanyi, 2012). However,
the precise historical development of the conative alternation and the factors
impacting the choice between the patterns have to date been much less explored
and even less so based on quantitative data. The focus of this paper is then on
providing an empirical analysis of the conative alternation and the factors driving it,
by investigating its development fromME to LateModern English (LME), meaning
from 1150 to ca. 1900.

Taking a usage-based linguistics approach to the diachrony of the alternation, the
main question to be addressed in the paper is the relative importance of (i) variables
relating to processing difficulty compared to (ii) lexical-semantic effects regarding
the verb lemmas involved and (iii) verb frequency, as well as diachronic shifts in the
impact of these factors. That is, communicative efficiency may play a role in the
conative alternation in that themore explicit PP-patterns should be preferred inmore
complex contexts demanding more processing effort, e.g. when there are long
dependencies between a verb and its object or when there is ambiguity between
subject and object (e.g. Rohdenburg, 1996; Levshina, 2018, 2021a). By contrast to
such higher-order predictors, research on alternation phenomena has also suggested
that choices are often strongly lexically conditioned (e.g. Stefanowitsch & Gries,
2003), with specific lexical items being biased towards one or the other variant. This
often points to semantic differences between the constructions (e.g. Guerrero-
Medina, 2017; Perek, 2014, 2015; Perek & Lemmens, 2010). A further factor, namely
lexical frequency, may be viewed as straddling both types: assuming that less
frequently occurring elements are harder to retrieve from memory and therefore
present more complex, difficult environments (e.g. Bloem, 2021), infrequent verbs
may then be assumed to be biased towards PP-use. In general, following a usage-
based approach to language, frequency in actual language use (as reflected in corpora)
is presumed to impact cognitive representations and linguistic choices. The present
paper tests the role of these factors in combinationwith each other in the diachrony of
English, postulating that PPs – as the innovative variant – serve as a complexity-
reducing tool, especially relevant at a time of systemic upheaval when the morpho-
logical case was disappearing. At the same time, lexical biases may change over time,
indicating changes in constructional semantics.

The data for this study come from the Penn-Helsinki Parsed Corpora of Historical
English (PPCME2, Kroch et al., 2000; PPCEME, Kroch et al., 2004; PPCMBE2, Kroch
et al., 2016) and are analysed bymeans of three different methods. On the one hand, I
use collostructional analyses (Stefanowitsch, 2013; Stefanowitsch & Gries, 2003),
typically employed to investigate lexical effects; on the other hand, I run a mixed-
effects logistic regression which can readily reveal the impact of high-level predictors
like complexity features, but is not as well equipped to handle lexical factors.
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To combine both in a unified approach, the study then follows Sevenants et al. (2024) in
using elastic net regression, ‘a new methodology which is able to process predictors of
various nature on an equal footing’ (p. 4). This comparison is expected to yield more
robust insights into what drives this alternation in the history of English.

The paper is structured as follows: Section 2 is about background information. It
first introduces the conative alternation in more detail, commenting on its use in
present day English (PDE; Section 2.1) as well as its history (Section 2.2). Section 2.3
provides the motivation for the different explanatory accounts on the choice of
nominal vs prepositional variant. Section 3 gives the data and methods of the study,
while the main results are shown in Section 4. In Section 5, the implications of the
results are discussed, and Section 6 concludes the paper.

2. Factors at play in the English conative alternation
2.1. The conative alternation in PDE

2.1.1. Main differences between the variants of the alternation
The conative alternation, with Levin (1993, p. 42), ‘is a transitivity alternation in
which the object of the verb in the transitive variant turns up in the intransitive
conative variant as the object of the preposition in a prepositional phrase headed by
the preposition at.’ In other words, the members of this alternation are a transitive
(nominal) pattern on the one hand (4–10a) and a prepositional variant with a post-
verbal at-PP, or occasionally an on-PP, on the other hand (4–10b). The latter is also
sometimes termed a type of ‘antipassive’ variant of the former (e.g. Guerrero-Medina,
2011). As listed in Levin (1993, pp. 42–43), verbs used in the alternation include verbs
of contact by impact such as hitting (4), but also verbs of poking (5), spraying/loading
(6), pushing (7), pulling (8), cutting (9) and certain verbs of ingesting (10).

(4) a. They kicked (at) the door.
b. They kicked at the door.

(5) a. They poked the snake.
b. They poked at the snake.

(6) a. They sprayed the flowers.
b. They sprayed at the flowers.

(7) a. They pushed the table.
b. They pushed at the table.

(8) a. They pulled the rope.
b. They pulled at the rope.

(9) a. They cut the bread.
b. They cut at the bread.

(10) a. They nibbled the cheese.
b. They nibbled at/on the cheese.

Most basically, both constructions are said to express a sense of contact and
motion (Levin, 1993, pp. 42–43). The main semantic differences between the
constructions supposedly lie in the success or telicity of the action involved: while
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the transitive NP-construction is typically telic, meaning that it is associated with a
sense of completion of the intended result, the intransitive, prepositional pattern is
usually atelic, expressing an ‘“attempted” action without specifying whether the
action was actually carried out’ (Huddleston & Pullum, 2002, p. 298; Levin, 1993,
p. 42; Pinker, 1989, p. 104; further Beavers, 2010, 2011; Broccias, 2001, 2003;
Guerrero-Medina, 2017; Perek, 2014, 2015; Perek & Lemmens, 2010; Sosa Ace-
vedo, 2009; van der Leek, 1996). That is, poking the snake implies succeeding in
touching the animal (11a), but the outcome is left open or can be unsuccessful with
the PP-construction (11b).1

(11) a. They poked the snake, which left a mark on its skin.
b. They poked at the snake, but it slithered away before they could reach it.

The contrast between the constructions is furthermore often also framed in terms of
the degree of affectedness of the theme – by comparison with the NP-pattern, the
theme participant of the conative PP-pattern is not necessarily impacted by the action
(Beavers, 2010, p. 829; Riemer, 2012, p. 354). In addition to ‘missed contact’, ‘lack of
completion’ and ‘lack of affectedness’, Perek (2015, pp. 90–94), following Broccias
(2001, 2003) and others, lists ‘repetition’ under the distinct semantic properties of the
PP-construction: the transitive NP-construction usually expresses a punctual, single
event with a clear delimitation, whereas the PP-construction often implies a repeated
action, with the number of repetitions not specified (Perek, 2015, p. 92; also Broccias,
2001; Guerrero-Medina, 2011). This is illustrated in the sentence pair in (12a–b).
Finally, the patterns differ in terms of volitionality or intentionality of the agent,
which is not necessarily given with the PP-construction. The adverbial modifier in
(13a–b) and the greater acceptability of inanimate agents in the prepositional but not
the nominal pattern (14a–b) support this (Perek, 2015, pp. 93–94; also Broccias, 2001;
Dixon, 1991; Guerrero-Medina, 2011; van der Leek, 1996). In general, the prepos-
itional pattern seems to background the theme and place a greater focus on the agent
(Perek, 2015, p. 94; also Guerrero-Medina, 2017).

(12) a.? They repeatedly poked the snake.
b. They repeatedly poked at the snake.

(13) a.? They accidentally/aimlessly kicked the cat.
b. They accidentally/aimlessly kicked at the cat.

(14) a.? The cold was biting my nose.
b. The cold was biting at my nose.

The key semantic differences between the constructions are repeated in Table 1 and
can be summarised as follows: the NP-construction denotes a successful effect on a
theme, whereas the meaning of the PP-pattern is best described as ‘X directs action at
Y’ (Goldberg, 1995, p. 63) or ‘the subject is trying to affect the oblique object but may
or may not be succeeding’ (Pinker, 1989, p. 104).

1This ‘trying’ aspect is also what gives the prepositional construction, typically referred to as the ‘conative’
construction and ultimately the alternation, its name (Lat. conor/conari ‘to try’, Perek & Lemmens, 2010, §17;
Vincent, 2013).
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2.1.2. Semantics of the conative PP-pattern
Having said this, a number of studies have challenged the assumption of a more
general, unified, central meaning of the prepositional construction as ‘directed
action’. Instead, they have stressed stark semantic differences between different verb
classes and have posited several sub-types of conative PP-patterns (Beavers, 2010,
2011; Broccias, 2001, 2003; Guerrero-Medina, 2017; Perek, 2014, 2015; Perek &
Lemmens, 2010).

The main distinction that has been put forward in previous literature here is
that between ‘allatives’ on the one hand and ‘ablatives’ on the other hand
(terminology introduced in Broccias, 2001). The former corresponds more dir-
ectly to the basic sense of ‘direction at’, containing impact verbs which entail
contact and motion, such as hitting or kicking, and being described ‘in purely
locative terms as involving translational motion towards a target with which
contact is not necessarily made’ (Perek, 2014, p. 64). Guerrero-Medina (2017,
p. 351) adds that while there may not be any observable physical change of state of
the theme with allatives, the agent typically carries out some sort of characteristic
movement. The ablative pattern, on the other hand, is instantiated by verbs of
ingestion and verbs of pulling or cutting. Here, contact and a change of state of the
theme are implied, but the intended result is not necessarily fully achieved;
furthermore, repetition is foregrounded in these cases (Beavers, 2010, p. 829;
Perek, 2014, p. 64). For example, from eat at the cake, we can infer that only some
(or indeed very little) of the food was consumed and thus affected. Likewise, to cut
at the rope does not specify the extent of affectedness, but contact between the
cutter and their knife and the rope is clearly implicated.2 Perek and Lemmens
(2010) and more explicitly Guerrero-Medina (2017) then furthermore add a third
category of ‘attention’. This group includes verbs of visual perception (e.g. glance,
stare, peek) or communication verbs/verbs of auditory perception (e.g. shout,
curse, growl ) and smiling/laughing verbs (Guerrero-Medina, 2017, p. 351). Nei-
ther contact nor an intended result and affected participant is necessarily present
in these cases. Importantly, although some verbs allow paraphrasing (15), alter-
nation with NP-patterns is not felicitous with many verbs in this group (16–17).
The main differences between the types are summarised in Table 2.

(15) a. They cursed the weather.
b. They cursed at the weather.

Table 1. Main semantic differences between the NP- and the PP-pattern in PDE

NP PP

telic event atelic event
complete, successful action incomplete, unsuccessful action
stronger affectedness of theme weaker affectedness of the theme
punctual, single action repeated action
volitional/intentional agent non-volitional/non-intentional agent
focus on agent focus on theme

2Note that Beavers (2010) further distinguishes between incremental theme verbs such as eating and other
verbs like chewing or gnawing, arguing that with the latter, no semantic contrast to the NP-version is given.
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(16) a. *They glanced us.
b. They glanced at us.

(17) a. *They smiled us.
b. They smiled at us.

Even though this three-way categorisation has also been criticised as generalising too
broadly over striking verb-class-dependent semantic features (cf. Perek, 2014, 2015),
previous work seems to largely agree that the PP-construction expresses a range of
distinct sub-senses, connected through involving some form of (more concrete or
more metaphorical) motion, but differing in precise semantics as well as their
ability to take part in the conative alternation. Despite the substantial body of
research on the PP-pattern, however, little corpus-based research in fact exists on
the relevance of lexical and semantic aspects for the alternation and possible other
factors guiding it have not yet been explored at all. The present paper then
addresses this gap. Before outlining the paper’s main assumptions in more detail,
the following section briefly comments on what is known about the history of the
conative alternation.

2.2. The conative alternation in the history of English

The history of the conative alternation in English is surprisingly little researched,
with only some information found in Visser (1963, pp. 387–402), Sosa-Acevedo
(2009) and Esteban-Segura and Salles-Bernal (2017). What these sources suggest is
that the alternation existed to some extent in Old English (OE) already and mainly
involved senses relating to impact by motion. This is illustrated by the examples in
(18), where a knocking event is instantiated by a transitive nominal pattern with a
case-marked NP-theme (‘door’) in (18a), while in (18b), the theme is marked by the
preposition at and (18c) involves on (examples taken from Sosa-Acevedo, 2009,
p. 76). A cursory look at specific verbs in the online Bosworth-Toller Dictionary of
Old English (Bosworth-Toller; Bosworth & Toller, 2014) and the online Middle
English Dictionary (MED; University of Michigan Regents, 2013) further indicates
that a variety of PP-constructions, including at and on, but also e.g. to or against
were used with verbs of impact such as hitting or shooting in OE and ME (19a–c).3

Table 2. Three-way distinction of conative PP-types and main features

Type General meaning Verb classes Alternation

allative directed action (physical) away
from agent

hitting, kicking yes

ablative removal, directed action
towards agent

pulling, cutting, ingesting yes

attention visual/auditory perception seeing, communicating,
smiling, laughing

restricted to a few
verbs

3In (19b) and (19c), a transitive NP-object (‘arrows’ and ‘spear’, respectively) is also given, meaning that
these instances do not fully qualify as tokens of the conative construction in the definition adhered to inmost
present-day accounts (Levin, 1993, pp. 42–43).
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(18) a. and (ge) þa duruA cnuciað and cweðaþ
‘and (you) knock the door and say’
(Lk. Skt. 13, 25; Sosa-Acevedo 2009: 76)

b. He cnucode æt þære dura
‘He knocked at the door’
(Homl. Th. ii. 382, 17, 22; Sosa-Acevedo, 2009, p. 76)

c. Heó on þære cýtan duru cnocode.
‘She knocked on the door of the hut’
(Hml. A. 196, 26; Sosa-Acevedo, 2009, p. 76)

(19) a. The archer wold have y-schot at the ymage
‘the archer would have shot at the image’
(a1500(?a1450), GRom.(Hrl 7333)3; MED, s.v. sheten)

b. Hig sceoton hyra strǽlas tó ðære hynde
‘They shot their arrows to the doe’
(Shrn. 148, 6.; Bosworth-Toller, s.v. sceótan)

c. Ðæt yrre scýt his spere ongeán ðæt geþyld
‘the anger shoots its spear against the patience’
(Gl. Prud. 20 b.; Bosworth-Toller, s.v. sceótan)

While the alternation thus appears to have had its precursors in the OE period
already, the pattern presumably became increasingly restricted to at (as well as on)
over time. Sosa-Acevedo (2009, pp. 75–78) furthermore argues that among the
different prepositional patterns in OE, only on-constructions constituted conatives
proper in that they denoted a lack of contact, completion and affectedness; by
contrast, at-PPs are taken to express reached locations and actual contact (Sosa-
Acevedo, 2009, pp. 75–78). This may point towards some change in the semantics of
at and at-constructions, potentially also reflected in an increasing openness of the
subject slot to allow non-intentional and inanimate agents (Estaban-Segura & Salles-
Bernal, 2017). However, more extensive empirical data on the history of the alter-
nation is clearly lacking to date.

The present study then aims to take a first step towards closing this gap. Drawing
on evidence from other NP-PP alternations, I tentatively assume that the main
changes and the emergence of the conative alternation in its present form should
be located in early ME – a time when prepositional patterns in general came to be
usedmore frequently, likely related to the loss of case marking around the same time,
and a broad move away from synthetic means to more analytic patterns (Baugh &
Cable, 2002; Fennell, 2001; Szmrecsanyi, 2012). I therefore investigate data from this
period onwards. The main focus is on the factors driving the alternation in earlier
times; the precise features taken into account here are laid out in the following
section.

2.3. Factors predicting the conative alternation

Asmentioned, the present study aims to investigate the effects of two main groups of
factors potentially at play in the conative alternation: (i) variables reflecting com-
municative and cognitive efficiency, specifically processing complexity, and
(ii) lexical preferences, potentially reflecting semantic differences. A further factor,
(iii) verb frequency, is taken to reflect both types.
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2.3.1. Cognitive complexity
The first account builds on explorations of communicative efficiency affecting
linguistic choices (e.g. Levshina, 2022). Among other things, processing complexity,
meaning the cognitive costs incurred by producing or comprehending an utterance,
is here taken to play a role in language use: for example, as formulated in Rohden-
burg’s (1996) ‘complexity principle’, ‘[i]n case of more or less explicit grammatical
options, themore explicit one(s) will tend to be favoured in cognitivelymore complex
environments’ (Rohdenburg, 1996, p. 151; also Rohdenburg, 2002, 2020). Applying
this principle to specific test cases necessitates definitions of (a) what constitutes
more and less explicit grammatical (or lexico-grammatical) variants and (b) what
constitutes cognitively more complex environments (Klavan & Schützler, 2023,
pp. 302–304). Regarding the former, Rohdenburg (1996, pp. 151–152; 2020,
p. 771) points out that ‘the more explicit variant is generally represented by the
bulkier element or construction,’ with the less explicit option typically involving less
morphosyntactic material. This can be illustrated by e.g. less explicit/transparent
NP-patterns vs more explicit PP-patterns in the case of the English dative alternation
(Rohdenburg, 1996, 2002), in the case of the home /at home-variation (Levshina,
2018) or in transitive alternations like search (for) (Pijpops et al., 2018). Other
examples include morphological options, such as (less explicit) synthetic compara-
tive adjectives vs (more explicit) analytic comparatives (Mondorf, 2009) or also (less
explicit) nominal case contrasted with (more explicit) postpositions (Klavan &
Schützler, 2023). Similarly, ‘complexity’ as a variable has been dealt with in a large
range of ways, usually referring to environments requiring increased processing costs
or higher workingmemory. For instance, Rohdenburg (2020, p. 771) includes greater
clause length or greater morphosyntactic complexity of involved noun phrase
complements/objects in his list, but also mentions factors such as passive voice,
subordination and negation (which could be subsumed under ‘markedness’ features;
cf. Klavan & Schützler, 2023, p. 302). In addition, measures of predictability are often
taken into account, with e.g. lower frequency of the lexical items included supposedly
correlating with weaker entrenchment, lower accessibility, and therefore greater
complexity, or low association strength between elements involved likewise indicat-
ing less predictability and thus increasing processing effort (e.g. Linzen & Jaeger,
2014). While many of these studies confirm the effect of complexity on the choice of
variant (e.g. Levshina, 2018; Pijpops et al., 2018), other work demonstrates that
complexity effects may ‘not generalise sufficiently to other languages to warrant the
status of a “principle”’ (Klavan & Schützler, 2023, p. 325). In the present paper, I test
the assumptions made by the complexity principle on the conative alternation,
assuming that the prepositional variant as the more explicit option should be more
likely in more complex environments, such as with longer dependents, greater
distance between verbs and their dependents, but also with more infrequent verbs.
Since complexity effects are taken to be quasi-universal, I expect these variables to be
rather stable in their impact; nevertheless, processing costs may be even higher in
times of accelerated systemic change, and complexity effects may therefore become
temporarily stronger compared to others.

A further aspect connected to cognitive complexity is the assumption that the use
of prepositional marking may aid disambiguation between participants in a clause.
This is driven by cross-linguistic research into phenomena of coding asymmetries
and specifically the well-documented phenomenon of differential object marking
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(DOM): in languages such as Spanish, Maltese or Hebrew, prepositional marking is
only used with a subset of transitive direct objects. This distribution is not random,
but clearly guided by certain semantic-pragmatic features of the arguments
(Levshina, 2021a, p. 1; 2021b; also Aissen, 2003; de Hoop & de Swart, 2008;
Fedzechkina et al., 2012; Haspelmath, 2021a, 2021b; Iemmolo, 2010, 2013; Tal
et al., 2022; Witzlack-Makarevich & Seržant, 2018). For instance, Spanish and
Maltese DOM appears to be driven by animacy, with animate objects expressed by
PPs opposed to inanimate NP-objects (21), while definiteness is the main determin-
ant in Hebrew (Tal et al., 2022, p. 3; further Haspelmath, 2021a, 2021b; Iemmolo,
2013).

(21) a. Veo la casaNP. ‘I see the house’
b. Veo a la mujerPP. ‘I see the woman’
(Tal et al., 2022, p. 2)

The emergence and maintenance of DOM phenomena is typically linked to ambi-
guity avoidance mechanisms, more precisely to prepositional marking serving the
function of disambiguating between subjects and objects in cases of overlap. This
builds on observed hierarchies of semantic/grammatical roles, as subjects are proto-
typically animate and definite, among other properties. In the absence of other
morphosyntactic cues such as word order, correctly distinguishing between subjects
and likewise animate and definite objects would then be problematic. In such
instances, ambiguity can be resolved by prepositional marking, presenting an effi-
cient, selective strategy of argument disambiguation (Fedzechkina et al., 2012, 2017;
Fedzechkina & Jaeger, 2020; Levshina, 2022). Specifically relating to English, this
argument has been applied to the history of the dative alternation in Zehentner
(2022), arguing that the prepositional variant rose in ME as a response to increased
ambiguity between subjects and indirect objects (recipients) due to the loss of case
marking (Allen, 1995). Building on this, we would expect the impact of these features
to be strongest inME (namely at a time of systemic change), with a potential decrease
in relevance in later periods.

Ambiguity-related variables are here linked to complexity drawing on e.g. Tal et al.
(2022, p. 5), who characterise DOM as a case of ‘predictability-based marking where
languages mark less expected forms with more linguistic material’ (cf. also Haspel-
math, 2019, 2021a, 2021b; Levshina, 2021a, 2021b). In this view, ambiguous, atypical
contexts present cognitively costly environments, whose processing is facilitated by,
for instance, the use of prepositional patterns.

2.3.2. Lexical factors
Besides the set of variables to do with complexity, previous work on PDE suggests
that lexical factors – in this case, verb lemma – are also of relevance to the conative
alternation (Perek, 2014, 2015). This is supported by research on a range of other
alternation phenomena demonstrating strong lexical biases in the choice of variant
(Heller et al., 2017; Röthlisberger et al., 2017; Stefanowitsch & Gries, 2003; also
e.g. Pijpops et al., 2021, 2022; Sevenants et al., 2024). Verb-specific effects may then
also reflect semantic differences between the constructions, possibly connected to
the distinction between allative, ablative and attention senses introduced above or
more generally reflecting the spatial origins of the prepositions involved in the
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PP-pattern (Broccias, 2001, 2003; Guerrero-Medina, 2017; Perek, 2014, 2015; Perek
& Lemmens, 2010).

2.3.3. Lexical frequency
Finally, I add verb frequency as a factor combining lexical effects and processing
complexity: as mentioned before, frequency plays a prominent part in usage-based
approaches, positing that actual language use and in particular ‘frequency or repe-
tition of experiences has an impact on cognitive representations’ (Bybee, 2007, p. 18;
also Bybee & Hopper, 2001; Divjak, 2019; Schmid, 2020). Most importantly for the
present study, there is evidence that high-frequency words are activated and pro-
cessed more easily, making them less complex environments than low-frequency
words (cf. e.g. Bloem et al., 2017; Gibson, 1998; Röthlisberger, 2021). Following the
hypotheses on complexity affecting syntactic choices laid out above, we can then
assume verbs with a higher overall (corpus) frequency to tend towards NP-use, while
PP-marking should be preferred with less frequent verbs, which present cognitively
more demanding contexts.4

In sum, the hypotheses to be tested in this study are as follows:

(i) the conative alternation is motivated by properties relating to complexity
and ambiguity avoidance, treated under the umbrella of communicative
efficiency,

(ii) the conative alternation is driven by lexical choices (verb lemma),
(iii) the conative alternation reflects the impact of lexical (verb) frequency, and
(iv) changes in the relative importance of these variables have to do with more

general systemic shifts in the history of the English language.

The next section presents the data and methodology used to investigate these
assumptions.

3. Data and methods
3.1. Data extraction and annotation

This paper uses data from three corpora of historical English: the Penn-Helsinki
Parsed Corpus of Middle English (PPCME2; Kroch et al., 2000), which contains
texts from 1150 to 1500 and has a size of approximately 1.2 million words; the
Penn-Helsinki Parsed Corpus of Early Modern English (PPCEME; Kroch et al.,
2004), which covers the timeframe of 1500 to 1700 and is about 1.8 million words
large; and the Penn-Helsinki Parsed Corpus of Late Modern British English
(PPCMBE2; Kroch et al., 2016), which goes from 1700 to 1914 and includes
roughly 2.8 million words. For the study, I extracted all PPs and NPs which are
annotated as standing in a ‘sister-relation’ to lexical verbs (excluding do, be, have
and modals) in the three corpora, which yielded a total of about 406,000 combin-
ations of verb+PP or verb+NP. In a first step, this was narrowed down to a subset of
at-PPs on the one hand and NPs on the other hand. This means that other

4Note that frequency of the theme head nouns might be of relevance as well; this factor is not included in
the present study due to issues with operationalisation (see also Section 3 on lemmatisation).
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potentially interesting patterns such as collocations with on or against are not
part of the study, and we can consequently not draw any conclusions on these
further options for variation (as suggested by e.g. Sosa Acevedo’s 2009 discussion
on- vs at-patterns in OE). In a second step, the two sets were compared and
only instances of verbs attested in both samples were retained. Next, the resulting
list was manually pruned to exclude irrelevant tokens, using Levin’s (1993) list of
conative alternation verbs and their equivalents in earlier English provided in
the BASICS toolkit (Percillier, 2016, 2018) as a point of reference. For example,
instances of at expressing time (21) and instances where NP- and PP-argument
denote clearly different participants (e.g. instrument in 22a vs targets in 22b-c)
were removed, and all instances of phrasal verbs (shoot so. down) and clauses
with additional PP-arguments (shoot so. in the head) were discarded as non-
alternating (Lee, 2003, pp. 171–173). In order to nevertheless keep as many
instances as possible, no frequency thresholds were imposed, meaning that any
verb occurring at least once in both constructions across the corpora was included.
This may evidently impact results and also requires a caveat regarding the question
whether all instances in fact qualify as alternating contexts (Pijpops, 2020).
Likewise, I did not remove ditransitive clauses, that is, clauses with an additional
(direct) NP-object besides the (indirect) alternating NP/at-PP (23), which could be
debated.

(21) at this moment these things struck upon my conscience
(1805, LME; GODWIN–1805–1,67.240)

(22) a. a fryer austyn schot gonnys alle that nyght [instrument]
‘a friar Austin shot guns all that night’
(1475, ME; CMGREGOR,204.1734)

b. shot a seal and some ducks [target]
(1776, LME; COOK1–1776–1,26.456)

c. the enimie shoots at us [target]
‘the enemy shoots at us’
(1608, EME; ARMIN-E2-P1,18.88)

(23) a. struck hymIO a grett bloweDO
‘struck him a great blow’
(1556, EME; MACHYN-E1-P2,85.433)

b. he strake a mighty strokeDO at kynge lottIO
‘he struck a mighty stroke at king Lott’
(1458, ME; CMMALORY,58.1936)

The remaining final dataset contains 3,605 instances; in addition to basic meta-
information and details on clause (a), these tokens were then each annotated for the
groups of variables in (b–e), reflecting the issues presented above.

(a) Basic information
- text-ID
- period: Middle English (‘ME’), Early Modern English (‘EME’), Late Mod-
ern English (‘LME’)

- clause type: ‘transitive’ (V-NP/PP) vs ‘ditransitive’ (V-NP-NP/PP)
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(b) Features pertaining to cognitive complexity
- length of the theme: log-transformed (base 10) length of the NP/PP-
constituent, measured in words (not counting the preposition for PPs)

- distance between the verb and the theme: log-transformed, centred and
scaled length of the number of words intervening between verb and
NP/PP-argument

(c) Features relating to ambiguity avoidance
- animacy: ‘animate’ (including humans and animals) vs ‘inanimate’ themes
(objects and concepts, but also institutions and body parts)

- definiteness: ‘definite’ (including pronouns andNPswith definite articles and
determiners, as well as possessives) vs ‘indefinite’ themes (indefinite pro-
nouns, unmarked NPs andNPs containing indefinite articles and pronouns)

(d) Lexical features: 47 distinct verb lemmas5

(e) Verb lemma frequency

Regarding points (d) and (e), note that extracting lemma information and lemma
frequencies from the corpora used here is difficult since no fully lemmatized versions of
the corpora exist to date, and spelling variation is rampant, especially in earlier texts.
For the PPCME2 (ME), I therefore employed the lemmatiser that is part of the BASICS
toolkit (Percillier, 2016, 2018). This tool – currently restricted to verbs –makes use of
the MED, which lists all attested word forms for particular lemmas; verb forms in a
specific corpus are then automatically matched with the appropriate lemma based on
these correspondences and the lemma information is directly appended to the forms in
the corpus.Asdetailed inTrips andPercillier (2020, p. 7172), evaluation has shown that
the lemmatiser has a precision and recall of 94.85% and 98.92%, respectively, as well as
an accuracy score of 94%. In the current study, verb lemma assignment was manually
checked again for the instances included in the dataset. For the PPCEME (EME) and
PPCMBE (LME), I first VARDed the data to normalise spelling variation. VARD
(Variable Detector; VARD 2; Baron & Rayson, 2008) is a Java-based tool which was
specifically designed to deal with orthographic variation in EME texts. It can be used to
automatically identify non-standard spellings in a text and to determine themost likely
candidates for replacing them (cf. alsoArcher et al., 2015). SinceVARD is an interactive
tool that, amongother features, allows users to customise the balance between precision
and recall to their liking (and for each word form individually), no one accuracy score
for the tool can be provided. Once VARDed, I then used the lemmatising function of
the R package ‘textstem’ (Rinker, 2022). For all corpora, the lemmatised versions were
finally used to annotate the verbs in the extracted instances regarding lemma, as well as
to derive (base 10 log-transformed) lemma frequencies in the respective periods.

3.2. Statistical analysis

As Sevenants et al. (2024, p. 2) observe, alternation research has tended to focus either
on lexical effects or on ‘high-level, general predictors stemming from actual language
use.’ These foci are also reflected in different methodological approaches. In studies

5The verb lemmas are furthermore grouped into verb classes (loosely based on Perek, 2015, p. 122) and
classified according to the allative/ablative/attention distinction introduced before; however, this is merely
done to aid post-hoc interpretation of the results.
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mainly interested in lexical preferences, collostructional analyses, which ‘gauge
[] associational strength between constructions and the lexical elements filling certain
slots in these constructions,’ have become a standard tool (Schmid & Küchenhoff,
2013, p. 532; also Gries, 2019; Gries & Stefanowitsch, 2004; Stefanowitsch, 2013;
Stefanowitsch & Gries, 2003, Stefanowitsch & Flach, 2020). The impact of high-level
variables, by contrast, is typically investigated by means of logistic regression ana-
lyses, with lexical biases often included as random factors inmixed-effectsmodels, for
lack of better options (Gelman&Hill, 2006; Levshina, 2015;Winter, 2019; see Van de
Velde & Pijpops, 2021 specifically for a discussion of lexical factors as random
effects). However, neither of these methods is able to capture the full complexity of
phenomena by providing a full and soundmodel of variation, and a unified analysis is
clearly desirable. Such an approach is provided in Sevenants et al. (2024), ‘demonstrat
[ing] elastic net regression, a new methodology which is able to process predictors of
various nature on an equal footing’ (p. 4). As discussed in detail in their study, this
method is superior to others in allowing to combine high-level predictors and lexical
effects in one model and circumventing the inherent problem of being forced to
‘highlight[] only part of the phenomena under scrutiny’ (Sevenants et al., 2024, p. 2).
The method, which combines ‘lasso regression’ and ‘ridge regression’, is furthermore
useful in avoiding overfitting, in that it ‘adds a penalisation factor to the maximum
likelihood procedure used to compute the model parameters’ (Sevenants et al., 2024,
p. 4) and thereby effectively shrinks model coefficients. In addition, it is able to deal
with high-level categorical predictors such as lexical items used in a particular slot by
means of cross-validation and, since coefficients can also be shrunk to zero, can
essentially ‘carry out variable selection within the regression analysis itself’ by
disabling irrelevant predictors from the start (Sevenants et al., 2024, p. 4). Last, the
model is more robust to multicollinearity than traditional methods (see Sevenants
et al., 2024, pp. 4–7, for an overview of the components and specific features of the
model).

In the present study, I then use all threemethods, namely collostructional analysis,
logistic regression and elastic net regression, with the aim of comparing and con-
trasting the respective results and in order to showcase the benefits of elastic net
regression analysis, only very recently introduced to studies of linguistic variation. To
conduct the analyses and for visualisation, I used R (version 4.4.2, R Core Team,
2024), specifically the packages ‘ggplot2’ (Wickham, 2016), and ‘collostructions’
(Flach, 2021), as well as ‘lme4’ (Bates et al., 2015), ‘visreg’ (Breheny & Burchett,
2017) and ‘JGmermod’ (Grafmiller, 2019). For the elastic net regression, I used
‘ElasticToolsR’, a library by Sevenants (2023) based on ‘glmnet’ (Friedman et al.,
2010). The results are given in the following section.

4. Results
4.1. Data distribution

Starting with a brief glance at the distribution of the variables in the dataset, Figure 1(a)
first shows that between the two constructional variants, the PP-pattern is strikingly
under-represented (taking up around 8% of all instances in total), meaning that the
alternation is highly imbalanced. The small increase over time in the proportions
accounted for by the at-variant (from approximately 4% in ME to roughly 10% in
LME) is in line with the hypothesis that the conative (PP-)construction only really
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gained ground fromME onwards. However, this rise is rather subtle, and the conative
alternation thereby stands in stark contrast to other cases like the dative alternation,
where the PP-pattern temporarily even surpasses the NP-pattern in frequency during
ME (McFadden, 2002; Zehentner, 2019). Parts (b) and (c) of Figure 1 indicate that the
lengths of the theme arguments (namely the NP-object or NP-complement within the
PP) and the distances between verb and theme, respectively, are generally very short,
with mean lengths of 1.71 words, mean distances of 1.12 and medians of 1 word for
both. While mean lengths very slightly increase between periods (ME: 1.42 words vs
EME: 1.79 and LME: 1.8), mean distances decrease (if only marginally; ME: 1.18
words vs EME: 1.14 and LME: 1.07), with medians at 1 word throughout. With
regard to animacy (d), we find that over two-thirds (70%) of all theme referents in
total are animate, compared to less than one-third of inanimates – this discrepancy
is higher in the earliest period (roughly 80/20) and lower in the latest period
(roughly 60/40). For definiteness (e), there is a stable distribution of about 90%
of instances including a definite theme throughout time. The frequency distribu-
tion of the 47 verb lemmas within the dataset is shown in (f): here, we find that the
mean frequency of verb lemmas across the entire dataset is 76.7, with a median of
18; in the individual periods, mean verb lemma frequencies and medians are 27.8/4
forME, 25.8/6 for EME and 37.9/11 for LME. The figure also indicates that there are
strong outliers: specifically, the lemma ask is greatly overrepresented in the entire
dataset (accounting for 1,215 tokens and thus almost 35% of instances overall), with
the verbs next in frequency considerably lagging behind (beseech: 390/11%, touch:
209/6%, draw: 186/5%, smite: 152/4%). By contrast, there are two verbs (kick and
spurn), which only occur once in each construction and accordingly only twice in
the dataset. In terms of diachronic change, slight shifts can be seen, in particular
a decrease in the frequency of the verb say and the gradual disappearance of
e.g. beseech and smite, in contrast to growing frequencies of e.g. ask and shoot. Last,
panel (g) shows verb lemma frequency in the whole corpora. Again, the distribution is
clearly skewed here: while the mean corpus frequency of verb lemmas is about 652.5,
the median is at 87. In ME, this is even more striking than in the later periods (mean/
median ME: 1,390/96 vs EME: 352/70.5 and LME: 467/118). The main outlier in all
periods is the verb say, which has a raw frequency of over 50,000 across all corpora (ME:
over 33,000; EME and LME: over 9,000). The least frequent verbs in terms of corpus
frequency include flout, spurn, cheap, tickle and lash (fewer than 25 in total).

4.2. Collostructional analysis

In order to determine which verbs, verb classes, and more abstract verb categories
most strongly tend towards one or the other constructional variant and whether any
shifts over time can be discerned, I then take a first exploratory look at lexical and
semantic biases in the alternation by means of distinctive collostructional analysis
(cf. Perek, 2014, 2015; Perek & Lemmens, 2010 for collostructional analyses of the
PDE conative PP-construction). To this end, separate analyses were conducted for
the three periods, shown in Figure 2 as well as Tables A1–A3 in the Appendix.

What can be seen in the figure is that the verbs most strongly associated with the
NP-construction in all periods are verbs of communication (expressing ‘attention’
senses): ask is among the highest-ranked verbs for NP-expression in all periods, and
beseechmoves from higher PP-use to NP-preference over time. The communication
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Figure 1. Proportions and distributions of categorical and continuous variables in the dataset. (a)
proportions of constructional variants, (b) distribution of theme lengths in words (log10 scale), (c)
distribution of verb-theme distances in words (log10 scale), (d) proportions of animate vs inanimate theme
referents, (e) proportions of definite vs indefinite themes, (f) distribution of verb lemma frequency within
the dataset (log10 scale), and (g) distribution of corpus-wide verb lemma frequency (log10 scale).
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Figure 2. Verb lemma associations with either NP-patterns (purple) or PP-patterns (yellow) as indicated by
collostructional analyses for ME (top), EME (mid), and LME (bottom). Collocation strength is given on the x-
axis, with the vertical dashed line marking the significance threshold conventionally used in
collostructional analysis.
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verb say loses attraction to the NP-pattern from ME onwards; however, it should be
noted here that the verb greatly drops in frequency in the alternation in general
(a change that is likely connected to the by-now largely ungrammatical use of say in
the double object construction, as in *say me one thing; cf. e.g. Colleman &De Clerck,
2011). Apart from communication verbs, the NP-pattern is rather stably used with
the verbs catch, draw and touch as well as smite in later texts; while the first two of
these express more ablative senses, the latter have an allative meaning. By compari-
son, the PP-construction appears as consistently biased towards allatives, in particu-
lar verbs of ballistic motion that denote throwing and shooting events (e.g. cast, throw
and shoot) – this preference seems to become even more pronounced over time
(e.g. with new verbs like fire and fling being added to the group of PP-associated
verbs). In addition, verbs to do with engaging with work tasks or games (e.g. work,
labour or play) become more strongly drawn to the PP-pattern in later periods; the
same goes for verbs to do with emotional reactions to external stimuli such as rejoice
or wonder.

4.3. Mixed-effects logistic regression modelling

In the next step, the interplay between the high-level predictors, specifically between
the complexity- or ambiguity-related factors, is tested by means of mixed-effects
logistic regression modelling (Gelman & Hill, 2006; Levshina, 2015; Winter, 2019).
For the sake of comparability with the other approaches, three separate models are
run here for the respective periods (but note that a single model with ‘period’ as an
interaction term for the other predictors yields the same results). In the models
presented below, the dependent variable is construction (NP vs PP), while complexity
(length and distance), ambiguity features (animacy and definiteness), as well as verb
lemma frequency, are used as fixed effects. Verb lemma is included as a random effect
due to the high number of levels leading to convergence issues when included as a
fixed effect (cf. Van de Velde & Pijpops, 2021). Insignificant predictors were not
discarded from the model and no model comparison or selection was conducted
(cf. Klavan & Schützler, 2023; Tizón-Couto & Lorenz, 2021).

The results of the regressions are given in Figure 3 as well as Tables A4–A6 in the
Appendix. As can be seen, inME, greater distance is linked to greater odds for PP-use,
while higher corpus frequency of a verb lemma correlates with higherNP-use, as does
inanimacy of the theme in this period. The effects of all other predictors are non-
significant in the ME model. Effects also seem to shift over time – while e.g. verb
frequency still significantly and positively impacts NP-choice in EME, this is absent
in the LMEmodel. Distance between verb and theme does not significantly influence
the alternation in EME, but re-emerges as a significant predictor in LME, with greater
distances again triggering higher PP-use. A further change is the disappearance of
animacy as a relevant factor after ME, whereas length only comes into play in the
latest period, with NP-patterns being preferred with longer themes in LME. Finally,
the probability of PP-patterns is higher with indefinite themes in EME, but not in the
other periods.

While some of these results are nicely in line with the expectations posited above,
others do not fit predictions toowell. In addition, althoughmodel fits (ME: C = 0.919;
Somer’s Dxy = 0.838; EME: C = 0.982; Dxy = 0.964; LME: C = 0.969, Dxy = 0.937) and
accuracies (ME: 96.65%; EME: 96.47%; LME: 94.9%) are high, importantly, variances
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of the random effects are also very high in all models (ME: variance = 3.672, std.
dev = 1.916; EME: variance = 8.52, std.dev = 2.919; LME: variance = 13.04, std.
dev = 3.611). This suggests that verb lemma has a strong influence throughout time
and that the results here neither present the full picture nor are entirely reliable and
robust. A method that is able to incorporate both high-level predictors as well as
lexical effects in a balanced and unified way should therefore clearly be preferred:
such a technique is, as already outlined above and as demonstrated in Sevenants et al.
(2024), provided by elastic net regression. The outcome of applying this method to
the present data is presented in the following section.

Figure 3. Output of mixed-effects logistic regression models for NP- vs PP-choice in Middle English (left),
Early Modern English (centre), and Late Modern English (right), showing the effects of (a) theme length in
words (log10 scale), (b) distance between verb and theme in words (log10 scale), (c) theme animacy, (d)
theme definiteness, and (e) corpus frequency of the verb lemmas (log10 scale). Significant effects are
indicated by asterisks in the plots, following standard conventions (*p<0.05, **p<0.01, ***p<0.001).
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4.4. Elastic net regression modelling

The set-up for the elastic net regressions more or less mirrors the logistic regression
presented in the preceding section: separate models are again run for different
periods, each including the predictors of theme length, verb-theme distance, theme
animacy and theme definiteness, as well as verb lemma frequency. Different from the
logistic regression, however, verb lemma is also included here as a main predictor,
rather than as a random effect. Figure 4 (as well as Table A7 in theAppendix) presents
the results of the three-period models with features (feature levels) and their coef-
ficients: coefficients indicate whether a particular feature has an effect and which
direction this effect has; for categorical factors, coefficients are given for each
individual type or feature level (e.g. separate coefficients for the different verb
lemmas). The best performance for the models is at alpha = 0.2 for ME and EME
(among others) and alpha = 0.1 for LME, as automatically determined by Elastic-
ToolsR (cf. Sevenants et al., 2024 for a detailed discussion of the specific components
of elastic net regression).6

Starting with lexical effects, it is then first noticeable that NP-expression is again
strongly tied to verbs expressing communication or verbalising; specifically, the verb
ask is the only verb prone toNP-use inME and also features as one of themost tightly
associated verbs to NP-patterns in the later periods, alongside beseech in EME.
However, in later texts, further verbs not connected to communication or perception
are likely to appear with nominal themes as well, including the ablative verbs catch,
snatch and draw, in addition to touch and the allative smite. By contrast, PP-expression
is associated with more verb lemmas throughout time, and coefficients are generally
higher. Among the verbs which are most inclined towards PP-use in ME are allative
verbs of ballistic motion such as shooting and throwing (including cast, throw, shoot
and strike) or hitting (lash) but also ablative verbs like fetch or pull, as well as the verb
play.These preferences seem to be stable over time, with further allative verbs like fling,
fire or kick being added to the group of PP-prone verbs in EME and LME. Interestingly,
later texts also show verbs expressing feelings or attitude like wonder, muse, rejoice,
admire or grudge as closely associated with PP-expression.

With respect to higher-level predictors, the elastic net regression on the one hand
indicates that higher verb lemma frequency increases the odds of NP-patterns being
chosen throughout time (even if less strongly so in LME). On the other hand, the
PP-construction is more likely when there is a greater distance between verb and
theme. By contrast, length does not play a role in any period, and animacy (as well as
definiteness) shows a surprising effect: while this factor is not retained in the ME
model and thus does not seem to significantly impact the alternation, it is present in
EME and LME, even if relatively weakly so. Specifically, animate (and definite)
themes are more closely linked to NP-expression in the later periods, while inani-
mates (and indefinites) are more often used in PP-patterns (e.g. kick the dog/ ask the
woman [a question] vs kick at a ball/ ask [a question] at a book).

In terms of comparison with the methods presented in Section 4.2, the lexical
effects seen here largely overlap with the results of the collostructional analyses, with
the highest ranking verbs for each pattern also emerging as relevant in the elastic net
regression and indications for some shifts in verb and verb class associations over
time. Likewise, it is encouraging that most of the factors found to be significantly

6The low values for alpha in all models mean that Ridge penalty is emphasised.
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Figure 4.Output of elastic net regression models for NP- vs PP-choice in Middle English (top), Early Modern
English (mid) and Late Modern English (bottom); features and feature levels associated with NP-use are in
purple, those associated with PP-use in yellow, and removed (non-significant) features in green. The x-axis
shows the coefficients of the features (negative values indicate NP-preference, positive values signal PP-
bias).
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impacting the choice in the logistic regression model, such as distance as well as verb
frequency, persist when verb lemma is taken into account as a main predictor within
the samemodel. Nevertheless, there are some differences with respect to the latter, in
particular the absence of an animacy (and definiteness) effect in the earliest period
compared to an effect, and especially one in the opposite direction, in later periods. In
addition, length is not retained in any of the period models, while the logistic
regression for LME showed it as significant.

In sum, the findings of the elastic net regression confirm a strong predominance of
lexical effects in guiding the conative alternation. Nevertheless, complexity is also
found to play a role. In the following sections, I briefly discuss the theoretical and
methodological implications of these results (Section 5) and point out some limita-
tions of the study as well as directions for further research (Section 6).

5. Discussion
5.1. Complexity effects

The results of the models presented in Section 4, in particular those of the elastic net
regression, largely provide support for the hypotheses laid out above, while also
opening up room for further questions. That is, the findings (i) confirm a general
impact of processing complexity, in that contexts that require less cognitive effort,
meaning instances with shorter verb-theme dependencies, are drawn towards
NP-patterns. By contrast, greater distance between verb and argument in the clause
(caused by intervening material like e.g. adverbs), representing a cognitively more
complex context, triggers the use of themore explicit grammatical option, namely the
PP-pattern (Klavan & Schützler, 2023; Levshina, 2018; Pijpops et al., 2018; Rohden-
burg, 1996, 2020). Hypothesis (iii) on verb frequency as a factor can, as mentioned
above, also be subsumed under complexity effects – high-frequency verbs are more
predictable and thus present a cognitively less demanding environment, leading to
higher uses of nominal patterns, whereas PP-marking facilitates processing in more
complex environments with low-frequency verbs (e.g. Bloem, 2021).

At the same time, theme length does not seem to play a role in the conative
alternation: despite constituting a more complex environment, it can be argued that
in conative constructions, the theme is typically in clause-late position anyway and
that heaviness of the constituent is thus less relevant in this case than in e.g. the dative
alternation (Bresnan et al., 2007). Furthermore, animacy and definiteness show
mixed effects: NP-patterns tend towards animate/definite themes, while inani-
mates/indefinites are more prone to prepositional patterns, which goes against the
assumption of ambiguation avoidance as a factor in this choice in a process similar to
that motivating DOM in other languages (Haspelmath, 2021a, 2021b; Iemmolo,
2013). Importantly, this effect is not found in the earliest period, but only present in
later texts, indicating change over time (hypothesis iv). That is, there is no evidence
supporting the idea that PP-marking was preferred with animate/definite themes in
order to reduce the cognitive costs of potential ambiguity between the protoyypically
animate/definite subject and a likewise animate/definite object, and no evidence that
such an effect was particularly strong inME, when the increasing loss of casemarking
would have amplified the demand for a different strategy of argument disambigu-
ation. The conative alternation thus seems to differ from other alternations in the
history of English, where prepositional patterns saw a striking increase in the course
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of ME especially in ambiguous contexts, only to drop in frequency again once the
system had ‘recovered’ by fixing word order and thereby making another disam-
biguation cue quasi-categorical (cf. also Zehentner, 2022).

5.2. Lexical effects

In addition to confirming some impact of processing complexity, the results clearly
support hypothesis (ii) on lexical biases and semantic differences between the
constructions. The strong predilection of shooting and throwing verbs for PP-use
throughout time can be related to the basics semantics of such verbs as well as the
spatial origins of the preposition, directly instantiating the PP-construction’s pre-
sumed dominant meaning of ‘X directs action at Y’ (Goldberg, 1995). Still, in later
periods the PP-pattern is also tightly associated with more abstract notions of
emoting such aswonder or rejoice, in which cases NP-uses are in fact rare or obsolete
today (OED, s.v. wonder, rejoice). This may be taken as a sign of the preposition
grammaticalising further and the entire PP-construction expanding in semantics
over time, coming to covermoremetaphorical senses (Sato, 2009) or can be viewed as
indicating the emergence of new, semantically different (sub-)patterns (Perek, 2014,
2015; Traugott & Trousdale, 2013).

By comparison, the main verbs that emerge as strongly associated with the
NP-pattern in the analysis are verbs like ask or beseech; that is, communication verbs
emerge as clearly biased towards NP-expression rather than PP-marking. However,
verbs from other classes such as catch and draw (both denoting an ablative sense of
motion in the direction of the agent) as well as allative smite (motion away from the
agent and towards a theme) also come to select for NP-use in later times, which may
suggest some shifts in constructional semantics here as well. We could tentatively
interpret this as constructional alignment –with alternating patterns becomingmore
similar to each other (De Smet et al., 2018). Still, the associations shown for the
NP-pattern, together with the fact that there are more verb lemmas with a strong
preference for the PP-variant throughout time, may also reflect a constructional
frequency effect (Bloem, 2021, p. 138; Sevenants et al., 2024): regular NP-objects are
generally more frequent than PP-complements, which makes it harder for verbs to
‘stand out’ in nominal patterns. The prepositional conative is thus more lexically
specific compared to the ‘default’ nominal transitive, and the changes in lexical
preference seen with the PP-pattern are more conspicuous. This is also in line with
PP-uses of some included verbs being more specialised than corresponding NP-pat-
terns, cf. e.g. the combination play + at-PP now being linked specifically to partici-
pating in games as well as pretending as a game (as opposed to the rather diverse
meaning of play + NP (OED, s.v. play).

The lexical differences between the PP- and NP-patterns highlighted here may
also provide an explanation for the animacy/definiteness biases in the analysis as
discussed above: rather than reflecting an impact of ambiguity (and accordingly
complexity), the animacy/definiteness effects seen in EME and LMEmay be strongly
linked to the preferred argument structure patterns of NP-biased verbs. For example,
the communication verb ask is frequently used in ditransitive constructions of the
type ask them a question, where the alternating object in fact expresses an addressee
instead of a transitive theme. While such addressees can still vary between NP- and
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PP-marking in PDE, the former is by far the preferred option today (Zehentner,
2019). The general predominance of animate (definite) objects in NP-patterns is then
likely a consequence of addressees in communication events prototypically being
animate and discourse-given, while both goals and targets of ballistic motion (as in
shooting at a car) as well as stimuli of emotions (as in rejoice at the flowers) are often
inanimate and new. In order to get a clearer picture of the conative alternation, it may
therefore be necessary to restrict further investigations to transitive tokens only and
to view variation between nominal ditransitives and two-place at-patterns as a sub-
type of or phenomenon similar to the English dative alternation (Levin, 1993).

Despite these differences, it should also be pointed out that a considerable
proportion of verbs do not show any predilection for either of the variants; this
may indicate that subtler contextual, verb-independent notions (e.g. success or failure
of the action or degree of affectedness of the participant), not captured by the
variables included in this study, are likely at play in this alternation as well. This is,
of course, not surprising, but directly corresponds to the observations abundantly
made in previous research on conatives (e.g. Beavers, 2010, 2011; Broccias, 2001,
2003; Guerrero-Medina, 2017; Levin, 1993; Perek, 2014, 2015; Perek & Lemmens,
2010). Nevertheless, it also again confirms that the English conative alternation and
its history differ considerably from other well-researched alternations such as the
dative alternation, where high-level predictors like complexity and information
structure have been shown to be equally influential as lexical and semantic factors,
if not more so (e.g. Bresnan et al., 2007). A final caveat concerns verb frequency
within the dataset: the fact that no frequency threshold was imposed in this study
means that some verb lemmas with a low frequency in the dataset may not show
significant attraction to either pattern merely due to insufficient data – although two
low-frequency items (lash, muse) are retained in the present results, it cannot safely
be inferred from these results whether other infrequent items really have no prefer-
ence for either of the constructions.

5.3. Methodological implications

On a final methodological note, the output of the elastic net regressions presented
in this study to a large extent overlaps with results gained from more standard
methods such as collostructional analysis and mixed-effects logistic regression
modelling, which is overall reassuring. Nevertheless, the elastic net regression
models have also revealed important differences, especially compared to the
logistic regression. Most strikingly, the animacy/definiteness effects shown in the
latter – which would have confirmed one of the hypotheses posed in this paper –
disappeared in the elastic net regression. The comparison has thus had a signifi-
cant effect on the conclusions drawn about the history of the conative alternation,
showcasing the benefits of being able to assess lexical effects and those of high-level
predictors in a single model (Sevenants et al., 2024) and to thereby obtain more
refined and robust results. The combination of both lexical effects and higher-level
predictors in one model – and evidence for both of these affecting syntactic
variation – also has more general theoretical implications, in that it provides
support for accounts arguing against a syntax-lexicon dichotomy, such as con-
struction grammar (e.g. Goldberg, 1995).
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6. Conclusions
This paper has investigated the impact of different cognitive factors which are
involved in a particular case of argument structure variation between a nominal
pattern and a prepositional construction with at, namely the English conative
alternation observable with verbs of impact such as hitting. More precisely, the study
has zoomed in on the history of the alternation fromME to LME, using data from the
standard corpora of historical English. Tracking the development of the alternation
over time, the study has investigated different factors impacting the choice of
prepositional over nominal patterns. On the one hand, these include variables
grounded in Rohdenburg’s complexity principle (1996), which suggests that the
more explicit option (in this case the PP-pattern) should be used in more complex,
cognitively demanding environments, such as in instances with longer constituents
or low-frequency verbs, or in potentially ambiguous contexts. On the other hand, the
paper has assessed the role of lexical biases, in particular verb-related preferences. In
order to explore the relative impact of these two groups of factors, the more standard
methods of collostructional analysis and mixed-effects logistic regression modelling
have been compared to a newmodel demonstrated in Sevenants et al. (2024), namely
elastic net regression. The latter is particularly beneficial as it allows, among other
things, to combine both lexical effects and high-level predictors such as argument
length in a single, unified model.

Ultimately, the elastic net regression model has confirmed the important role of
lexical effects throughout time and has suggested that the PP-pattern in particular
may have lexically and semantically expanded over time. At the same time, results
also show an impact of complexity, specifically of distance and verb frequency. Other
effects are more mixed: in particular, ambiguity seems to have the opposite impact
thanwhat was expected. Overall, it thus seems that the conative alternation in general
may be more lexically driven than other alternations like the English dative alterna-
tion. The influence of semantic-pragmatic factors likely at play in the alternation
(such as success or failure of the action) as well as their historical development,
however, remains unexplored.

Further limitations of the study and points for future investigations include the
exclusion of additional potentially alternating patterns (with prepositions other than
at). For example, PP-instances verbs of ingestion or the prototypical impact verbs hit
and knockmay be attested with different prepositions. On the other hand, the study
has been more inclusive than others, mostly due to including ditransitive patterns in
addition to transitive clauses. As additional objects in the clause also provide more
options for order variation, which may, in turn, impact the factors at play and the
direction of their influence, this factor needs to be revisited in more detail. Likewise,
the paper has been very (potentially too) broad regarding the verbs included (also
covering e.g. admire or rejoice, not typically counted as part of the conative alterna-
tion). In general, manual decisions on the interchangeability of the patterns are
always subjective to some extent (especially when dealing with historical data), which
may evidently skew results.
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Appendix

Table A1. Distinctive collexeme analysis of verb lemmas, verb classes, and verb categories associated
with NP vs PP patterns in Middle English

Verb lemma Obs. NP Exp. NP Obs. PP Exp. PP Association Coll. str. log (G2)

say 224 216.2 2 9.8 NP 11.89
ask 177 170.3 1 7.7 NP 11.268
touch 42 40.2 0 1.8 NP 3.837
work 38 36.3 0 1.7 NP 3.463
catch 21 20.1 0 0.9 NP 1.892
draw 46 45 1 2 NP 0.716
bite 7 6.7 0 0.3 NP 0.625
tear 6 5.7 0 0.3 NP 0.535
wrench 3 2.9 0 0.1 NP 0.267
smite 86 85.1 3 3.9 NP 0.246
labour 2 1.9 0 0.1 NP 0.178
wonder 2 1.9 0 0.1 NP 0.178
attend 1 1 0 0 NP 0.089
guess 1 1 0 0 NP 0.089
muse 1 1 0 0 NP 0.089
rejoice 1 1 0 0 NP 0.089
spurn 1 1 0 0 NP 0.089
tap 1 1 0 0 NP 0.089
blow 4 4.8 1 0.2 PP 1.641
beseech 91 93.7 7 4.3 PP 1.815
cheap 2 2.9 1 0.1 PP 2.653
play 3 4.8 2 0.2 PP 6.176
strike 2 3.8 2 0.2 PP 7.276
fetch 1 2.9 2 0.1 PP 8.918
shoot 4 6.7 3 0.3 PP 9.832
pull 3 5.7 3 0.3 PP 10.994
lash 0 1.9 2 0.1 PP 12.654
throw 0 1.9 2 0.1 PP 12.654
cast 0 2.9 3 0.1 PP 19.067
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Table A2. Distinctive collexeme analysis of verb lemmas, verb classes, and verb categories associated
with NP vs PP patterns in Early Modern English

Verb lemma Obs. NP Exp. NP Obs. PP Exp. PP Association Coll. str. log (G2)

ask 371 339.6 0 31.4 NP 80.425
beseech 245 224.2 0 20.8 NP 49.181
catch 56 51.3 0 4.7 NP 10.182
smite 38 34.8 0 3.2 NP 6.850
draw 67 62.2 1 5.8 NP 6.647
touch 73 68.6 2 6.4 NP 4.584
attend 15 13.7 0 1.3 NP 2.675
fetch 11 10.1 0 0.9 NP 1.958
say 10 9.2 0 0.8 NP 1.779
tear 7 6.4 0 0.6 NP 1.244
blow 3 2.7 0 0.3 NP 0.532
pull 3 2.7 0 0.3 NP 0.532
work 21 20.1 1 1.9 NP 0.528
fire 2 1.8 0 0.2 NP 0.354
snatch 2 1.8 0 0.2 NP 0.354
cheap 1 0.9 0 0.1 NP 0.177
pluck 1 0.9 0 0.1 NP 0.177
wrench 1 0.9 0 0.1 NP 0.177
bite 13 12.8 1 1.2 NP 0.034
stab 10 10.1 1 0.9 PP 0.005
lament 7 7.3 1 0.7 PP 0.149
labour 6 6.4 1 0.6 PP 0.259
disdain 5 5.5 1 0.5 PP 0.418
tickle 5 5.5 1 0.5 PP 0.418
strike 29 30.2 4 2.8 PP 0.522
flout 2 2.7 1 0.3 PP 1.478
admire 6 7.3 2 0.7 PP 1.958
bait 1 1.8 1 0.2 PP 2.349
snap 1 1.8 1 0.2 PP 2.349
guess 3 4.6 2 0.4 PP 3.703
reach 2 3.7 2 0.3 PP 4.714
dash 0 0.9 1 0.1 PP 4.946
rattle 0 0.9 1 0.1 PP 4.946
spurn 0 0.9 1 0.1 PP 4.946
grudge 1 2.7 2 0.3 PP 6.266
throw 0 1.8 2 0.2 PP 9.912
fling 1 3.7 3 0.3 PP 10.570
scold 0 2.7 3 0.3 PP 14.896
cast 2 6.4 5 0.6 PP 16.887
muse 0 3.7 4 0.3 PP 19.901
rejoice 0 3.7 4 0.3 PP 19.901
shoot 8 17.4 11 1.6 PP 30.908
play 8 20.1 14 1.9 PP 43.468
wonder 0 20.1 22 1.9 PP 113.652
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Table A3. Distinctive collexeme analysis of verb lemmas, verb classes, and verb categories associated
with NP vs PP patterns in Late Modern English

Verb lemma Obs. NP Exp. NP Obs. PP Exp. PP Association Coll. str. log (G2)

ask 665 602.1 1 63.9 NP 162.718
catch 111 101.3 1 10.7 NP 16.351
draw 71 64.2 0 6.8 NP 14.659
touch 91 83.2 1 8.8 NP 12.461
beseech 47 42.5 0 4.5 NP 9.629
admire 42 38 0 4 NP 8.590
smite 25 22.6 0 2.4 NP 5.085
strike 91 85.9 4 9.1 NP 4.134
scold 16 14.5 0 1.5 NP 3.245
blow 11 9.9 0 1.1 NP 2.228
lament 11 9.9 0 1.1 NP 2.228
reach 11 9.9 0 1.1 NP 2.228
fetch 9 8.1 0 0.9 NP 1.821
stab 9 8.1 0 0.9 NP 1.821
guess 8 7.2 0 0.8 NP 1.619
bait 5 4.5 0 0.5 NP 1.011
disdain 5 4.5 0 0.5 NP 1.011
grudge 5 4.5 0 0.5 NP 1.011
say 5 4.5 0 0.5 NP 1.011
tickle 5 4.5 0 0.5 NP 1.011
attend 100 97.6 8 10.4 NP 0.685
dash 3 2.7 0 0.3 NP 0.606
rattle 3 2.7 0 0.3 NP 0.606
pull 14 13.6 1 1.4 NP 0.166
tear 10 9.9 1 1.1 NP 0.003
tap 5 5.4 1 0.6 PP 0.291
bite 16 17.2 3 1.8 PP 0.726
snatch 13 14.5 3 1.5 PP 1.258
lash 2 2.7 1 0.3 PP 1.275
flout 1 1.8 1 0.2 PP 2.121
kick 1 1.8 1 0.2 PP 2.121
pluck 2 3.6 2 0.4 PP 4.251
snap 2 4.5 3 0.5 PP 7.779
wrench 0 1.8 2 0.2 PP 9.397
work 28 35.3 11 3.7 PP 11.187
fling 0 2.7 3 0.3 PP 14.113
labour 1 5.4 5 0.6 PP 18.368
shoot 16 25.3 12 2.7 PP 21.854
play 43 57.9 21 6.1 PP 27.740
cast 0 5.4 6 0.6 PP 28.330
throw 2 9.9 9 1.1 PP 32.603
rejoice 0 8.1 9 0.9 PP 42.652
wonder 0 18.1 20 1.9 PP 96.115
fire 2 28.9 30 3.1 PP 131.456
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Table A4. Output of a mixed-effects logistic regression model for NP/PP-choice in Middle English

AIC BIC logLik Deviance df.resid

229.3 262.1 �107.6 2015.3 798

Scaled residuals min 1Q median 3Q max

�1.11 �0.174 �0.084 �0.084 10.309

Random effects

Groups Name Variance Sth. dev.

Verb lemma (intercept) 3.672 1.916

Fixed effects estimate sth.error z-value Pr(>|z|)

(Intercept) 0.141 1.29 0.109 0.913
Length 0.939 1.189 0.79 0.429
Distance 2.763 1.231 2.244 0.025 *
Animacy Animate ! inanimate �1.553 0.775 �2.005 0.045 *
Definiteness Definite ! indefinite �0.603 0.944 �0.638 0.523
Verb frequency �1.145 0.515 �2.225 0.026 *

Table A5. Output of a mixed-effects logistic regression model for NP/PP-choice in Early Modern English

AIC BIC logLik Deviance df.resid

314.8 350 �150.4 300.8 1126

Scaled residuals Min 1Q Median 3Q Max

�2.442 �0.106 �0.040 �0.030 7.813

Random effects

Groups Name Variance Std. dev.

Verb lemma (intercept) 8.520 2.919

Fixed effects Estimate Std. error z-value Pr(>|z|)

(Intercept) 1.598 1.524 1.049 0.294
Length �0.621 0.734 �0.847 0.397
Distance 1.452 0.981 1.480 0.139
Animacy 0.296 0.507 0.584 0.559
Definiteness 1.178 0.501 2.350 0.019 *
Verb frequency �2.040 0.779 �2.620 0.009 **
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Table A7. Output of an elastic net regression model for NP vs PP-choice (features and coefficients) in
Middle English, Early Modern English, and Late Modern English

Middle English Early Modern English Late Modern English

Feature Coefficient Feature Coefficient Feature Coefficient

�0.226 frequency �0.878 frequency �0.421 ask
�0.060 ask �0.465 catch �0.171 draw
0.000 say �0.399 beseech �0.162 catch
0.000 work �0.390 smite �0.130 animate
0.000 draw �0.350 ask �0.113 touch
0.000 smite �0.347 definite �0.090 definite
0.000 touch �0.260 animate �0.039 admire
0.000 bite �0.169 attend �0.035 frequency
0.000 tear �0.130 snatch 0.000 say
0.000 wonder �0.024 draw 0.000 attend
0.000 labour �0.014 tear 0.000 strike
0.000 catch 0.000 say 0.000 reach
0.000 wrench 0.000 work 0.000 blow
0.000 rejoice 0.000 fire 0.000 pull
0.000 guess 0.000 touch 0.000 tear
0.000 muse 0.000 blow 0.000 bite
0.000 attend 0.000 pull 0.000 guess
0.000 tap 0.000 bite 0.000 lament
0.000 spurn 0.000 fetch 0.000 fetch
0.000 inanimate 0.000 pluck 0.000 beseech
0.000 animate 0.000 lament 0.000 dash
0.000 definite 0.000 disdain 0.000 snatch
0.000 indefinite 0.000 cheap 0.000 smite
0.000 length 0.000 stab 0.000 tap
0.012 beseech 0.000 tickle 0.000 rattle
0.045 blow 0.000 wrench 0.000 scold
0.603 cheap 0.000 length 0.000 disdain

(Continued)

Table A6. Output of a mixed-effects logistic regression model for NP/PP-choice in Late Modern English

AIC BIC logLik Deviance df.resid

523 560.9 �254.5 509 1660

Scaled residuals Min 1Q Median 3Q Max

�3.695 �0.114 �0.045 �0.045 12.238

Random effects

Groups Name Variance Std. dev.

Verb lemma (intercept) 13.040 3.611

Fixed effects Estimate Std. error z-value Pr(>|z|)

(Intercept) �3.153 2.074 �1.520 0.129
Length �1.706 0.652 �2.618 0.009 **
Distance 3.558 1.083 3.284 0.001 **
Animacy 0.283 0.411 0.690 0.490
Definiteness 0.017 0.336 0.051 0.959
Verb frequency 0.175 0.905 0.194 0.846
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Table A7. (Continued)

Middle English Early Modern English Late Modern English

Feature Coefficient Feature Coefficient Feature Coefficient

0.648 distance 0.260 inanimate 0.000 grudge
1.609 play 0.314 labour 0.000 lash
1.700 strike 0.330 flout 0.000 stab
1.772 shoot 0.348 indefinite 0.000 bait
2.082 pull 0.454 strike 0.000 tickle
2.423 fetch 0.707 admire 0.000 length
3.211 lash 0.773 snap 0.090 indefinite
3.390 throw 0.837 distance 0.130 inanimate
3.831 cast 1.264 guess 0.434 flout

1.583 reach 0.506 kick
1.679 bait 0.634 work
2.308 grudge 0.819 play
2.558 rattle 0.875 pluck
2.599 fling 1.185 shoot
2.612 play 1.244 snap
2.711 spurn 1.634 distance
2.801 shoot 1.888 labour
3.397 dash 1.890 wrench
3.598 scold 2.032 throw
3.657 cast 2.245 fling
3.805 muse 2.380 cast
3.974 rejoice 2.653 rejoice
4.048 throw 2.831 fire
4.715 wonder 2.855 wonder
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