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#### Abstract

Let $\mathcal{H}$ be a complex separable Hilbert space and $\mathcal{L}(\mathcal{H})$ denote the collection of bounded linear operators on $\mathcal{H}$. In this paper, we show that for any operator $A \in \mathcal{L}(\mathcal{H})$, there exists a stably finitely (SI) decomposable operator $A_{\epsilon}$, such that $\left\|A-A_{\epsilon}\right\|<\epsilon$ and $\mathcal{A}^{\prime}\left(A_{\epsilon}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(A_{\epsilon}\right)$ is commutative, where $\operatorname{rad} \mathcal{A}^{\prime}\left(A_{\epsilon}\right)$ is the Jacobson radical of $\mathcal{A}^{\prime}\left(A_{\epsilon}\right)$. Moreover, we give a similarity classification of the stably finitely decomposable operators that generalizes the result on similarity classification of Cowen-Douglas operators given by C. L. Jiang.


## 1 Introduction

Let $\mathcal{H}$ be a complex separable Hilbert space and $\mathcal{L}(\mathcal{H})$ denote the collection of bound linear operators on $\mathcal{H}$. An operator $T$ in $\mathcal{L}(\mathcal{H})$ is said to be strongly irreducible if $\mathcal{A}^{\prime}(T)$ (the commutant algebra of $T$ ) has no non-trivial idempotent. In what follows, $T \in(\mathrm{SI})$ means $T$ is a strongly irreducible operator.

In matrix algebra, transforming a matrix into a Jordan standard form is really situated at the centre in the theory of linear transformation. It is also a prototype in the spectral theory of bounded linear operators on infinite dimensional space. The famous Jordan standard form theorem states that every $n \times n$ matrix can be written uniquely as the finite direct sum of Jordan blocks up to similarity. Zejian Jiang conjectured that the finite direct sums of strongly irreducible operators should be dense in $\mathcal{L}(\mathcal{H})$ [12]. This conjecture has been proved by Jiang [7] and Herrero and Jiang [6]. So (SI) operators are a suitable analogue of Jordan blocks in $\mathcal{L}(\mathcal{H})$.

The similarity classification of operators is a basic problem in operator theory. When $\mathcal{H}$ is a finite dimensional Hilbert space, we know from the Jordan standard form theorem that the eigenvalues and the generalized eigenspaces of an operator form a complete set of similarity invariants. When $\mathcal{H}$ is an infinite-dimensional Hilbert space, in a real sense the problem has no general solution, but one can restrict attention to special classes of operators. For two star-cyclic normal operators $A$ and $B$, Conway showed that $A$ and $B$ are similar if and only if the scalar-valued spectral measures induced by $A$ and $B$ are equivalent [3]. Shields characterized similarity for injective weighted shift operators [14]. Herrero and Jiang proved that the

[^0]operator class $\mathcal{F}=\{T: T$ can be written as the direct sum of finite (SI) operators $\}$ is dense in $\mathcal{L}(\mathcal{H})$ under the norm topology. Therefore, it is an interesting problem to find the complete similarity invariants of $\mathcal{F}$.

Cowen and Douglas introduced a class of operators related to complex geometry, now referred to as Cowen-Douglas operators [5]. The Cowen-Douglas operators play an important role in studying the structure of non-self-adjoint operators.

Definition 1.1 Let $\Omega$ be a bounded open set in $C$, and $n$ a positive integer. The set $B_{n}(\Omega)$ of Cowen-Douglas operators of index $n$ is the set of operators $B$ in $\mathcal{L}(H)$ satisfying
(i) $\Omega \subset \sigma(B)=\{z \in C \mid B-z$ is not invertible $\}$;
(ii) $\operatorname{ran}(B-z)=\mathcal{H}, z \in \Omega$;
(iii) $\bigvee_{z \in \Omega} \operatorname{ker}(B-z)=\mathcal{H}$;
(iv) $\operatorname{dim} \operatorname{ker}(B-z)=n, z \in \Omega$.

In this paper, we will need the case of $n=\infty$.
Jiang and Wang [10] proved that every Cowen-Douglas operator can be written as the direct sum of finitely many strongly irreducible Cowen-Douglas operators.

It was shown that two operators $S$ and $T$ in $B_{n}(\Omega)$ are unitarily equivalent if and only if the corresponding Hermitian bounds $E_{S}$ and $E_{T}$ are equivalent [5]. As a consequence of this, it was shown that the curvature function of $E_{T}$ is a complete set of unitary invariants for operators $T$ in $B_{1}(\Omega)$. However the curvature function of $E_{T}$ is not a complete set of similarity invariants of Cowen-Douglas operators. Using techniques of complex geometry and $K$-theory, Jiang proved that the scaled ordered $K_{0}$-group of the commutant algebra is a similarity invariant of a strongly irreducible Cowen-Douglas operator [8].

Recently, Jiang, Guo, and Ji generalized the above result by removing the restriction of strong irreducibility of operators, and proved that the ordered $K_{0}$-group of the commutant algebra is a complete similarity invariant of Cowen-Douglas operators [9].

In this paper, we focus on studying the operators with stably finite strongly irreducible decomposable operators.

Definition 1.2 Let $T \in \mathcal{L}(\mathcal{H}), \mathcal{P}=\left\{P_{i}\right\}_{i=1}^{n}$ and $\mathcal{Q}=\left\{Q_{i}\right\}_{i=1}^{m}$ be two units of finite (SI) decompositions of $T$. Then $\mathcal{P}$ and $\mathcal{Q}$ are said to be equivalent if following conditions are satisfied:
(i) $m=n$;
(ii) There is an invertible operator $X \in \mathcal{A}^{\prime}(T)$ and a permutation $\Pi \in S_{n}$ such that $X Q_{\Pi(i)} X^{-1}=P_{i}$ for $1 \leq i \leq n$.
We say that $T$ has unique finitely (SI) decomposition up to similarity if all units of finite (SI) decompositions of $T$ are equivalent. We say that $T$ is a stably finite strongly irreducible decomposable operator if $T^{(n)}$ has unique finitely (SI) decomposition up to similarity for all $n=1,2,3, \ldots$.

By Theorem CFJ [2], we know that the $K_{0}$-group of the commutant algebra of a
stably finite strongly irreducible decomposable operator is isomorphic to the direct sum of several integer groups. We let $\mathcal{F}_{1}$ denote the class of all stably finite strongly irreducible decomposable operators. By [9], $\mathcal{F}_{1}$ contains all Cowen-Douglas operators. In [2], the following theorem was proved.

Theorem CFJ Let $T \in \mathcal{L}(\mathcal{H}), \mathcal{H}^{(n)}$ denote the direct sum of $n$ copies of Hilbert space $\mathcal{H}$, and $T^{(n)}$ is the operator $\bigoplus_{1}^{n} T$ on $\mathcal{H}^{(n)}$. Then following are equivalent:
(i) $\quad T \in \mathcal{F}_{1}$ is similar to $(\sim) \bigoplus_{i=1}^{k} A_{i}^{\left(n_{i}\right)}$ respect to the decomposition $\mathcal{H}=\bigoplus_{i=1}^{k} \mathcal{H}_{i}^{\left(n_{i}\right)}$, where $k, n_{i}<\infty, A_{1}, \ldots, A_{k}$ are all strongly irreducible operators, and $A_{i} \nsim A_{j}$ for $1 \leq i \neq j \leq k$.
(ii) $\quad K_{0}\left(\mathcal{A}^{\prime}(T)\right) \cong Z^{(k)}$ and $V\left(\mathcal{A}^{\prime}(T)\right) \cong N^{(k)}$. Then $h$ denotes the isomorphism from $V\left(\mathcal{A}^{\prime}(T)\right)$ to $N^{(k)} ; h$ sends $[I]$ to $\left(n_{1}, n_{2}, \ldots, n_{k}\right)$, i.e., $h([I])=n_{1} e_{1}+n_{2} e_{2}+\cdots+$ $n_{k} e_{k}$, where $N=(0,1,2,3, \ldots), k, n_{1}, \ldots, n_{k}$ are natural numbers, $\left\{e_{i}\right\}_{i=1}^{k}$ are generators of $N^{(k)}$.

By techniques of the theory of operator approximation and $K$-theory, we prove that $\mathcal{F}_{1}$ is dense in $\mathcal{L}(\mathcal{H})$ in the norm topology. Moreover, we get the similarity classification of stably finite (SI) decomposable operators following the similarity classification of Cowen-Douglas operators by Jiang. We prove the following.

Theorem 3.9 Let $A \in \mathcal{L}(\mathcal{H})$ and $\epsilon>0$. Then there exists a stably finite strongly irreducible decomposable operator $A_{\epsilon}$ such that
(i) $\left\|A-A_{\epsilon}\right\|<\epsilon$;
(ii) $\mathcal{A}^{\prime}\left(A_{\epsilon}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(A_{\epsilon}\right)$ is commutative;
(iii) $V\left(\mathcal{A}^{\prime}\left(A_{\varepsilon}\right)\right) \cong N^{k_{\epsilon}}, K_{0}\left(\mathcal{A}^{\prime}\left(A_{\varepsilon}\right)\right) \cong Z^{k_{\epsilon}}$.

Corollary 3.12 Let $A, B \in \mathcal{L}(\mathcal{H})$, such that $A, B$ both have unique stably finite (SI) decomposition up to similarity. Assume $A=A_{1}^{\left(n_{1}\right)} \oplus A_{2}^{\left(n_{2}\right)} \oplus \cdots \oplus A_{k}^{\left(n_{k}\right)}$, where $0 \neq n_{i} \in$ $N, A_{i} \in(\mathrm{SI}), i=1,2, \ldots, k$, and $A_{i} \nsim A_{j}$, when $A_{i} \nsim A_{j}$. Then $A \sim B$ if and only if
(i) $\quad\left(K_{0}\left(\mathcal{A}^{\prime}(A \oplus B)\right), \bigvee\left(\mathcal{A}^{\prime}(A \oplus B)\right), I\right) \cong\left(Z^{(k)}, N^{(k)}, 1\right)$.
(ii) The isomorphism $h$ from $\bigvee\left(\mathcal{A}^{\prime}(A \oplus B)\right)$ to $N^{(k)}$ sends [I] to $\left(2 n_{1}, 2 n_{2}, \ldots, 2 n_{k}\right)$, i.e., $h([I])=2 n_{1} e_{1}+2 n_{2} e_{2}+\cdots+2 n_{k} e_{k}$, where $I$ is the unit of $\mathcal{A}^{\prime}(A \oplus B)$ and $\left\{e_{i}\right\}_{i=1}^{k}$ are the generators of $N^{(k)}$.

This paper is organized as follows. In Section 2, we introduce some basic tools and concepts. In Section 3, we prove the main result of this paper and give a similarity classification of the stably finitely strongly irreducible decomposable operators.

## 2 Preliminary Results

To express our results more carefully we need to introduce the following definitions, notations and theorems.

For a unital Banach algebra $\mathcal{A}, \operatorname{rad} \mathcal{A}$ denotes the Jacobson radical of $\mathcal{A}$.
Lemma 2.1 ([1]) Let $\mathcal{A}$ is a unital Banach algebra. Then the following are equivalent:
(i) $\mathcal{A} / \operatorname{rad}(\mathcal{A})$ is commutative,
(ii) $\sigma(x y-y x)=\{0\}$ for every $x, y \in \mathcal{A}$.

Lemma $2.2([1])$ Let $A, B \in \mathcal{L}(\mathcal{H})$. Then the following are equivalent for $\tau_{A B}$ :
(i) $\tau_{A B}$ is surjective;
(ii) $\sigma_{r}(A) \cap \sigma_{l}(B)=\varnothing$;
(iii) $\operatorname{ran} \tau_{A B}$ contains the set of finite rank operators.

Lemma 2.3 ([10]) Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two Hilbert spaces, $A \in \mathcal{L}(\mathcal{H})_{1}, B \in \mathcal{L}(\mathcal{H})_{2}$, and assume that $\sigma_{l}(A) \cap \sigma_{r}(B)=\varnothing$. Then $\tau_{A B}$ is injective.

Lemma 2.4 ([10]) $\quad$ Let $A, B \in \mathcal{L}(\mathcal{H})$. Assume that

$$
\mathcal{H}=\bigvee\left\{\operatorname{ker}(\lambda-B)^{k}: \lambda \in \Gamma, k \geq 1\right\}
$$

for a certain subset $\Gamma$ of the point spectrum $\sigma_{p}(B)$ of $B$, and $\sigma_{p}(A) \cap \Gamma=\varnothing$. Then $\tau_{A B}$ is injective.

Lemma 2.5 ([11]) Let $\mathcal{A}$ be a unital Banach algebra and let $P$ be an idempotent in $\mathcal{A}$ and $R \in \operatorname{rad} \mathcal{A}$. If $P+R \in \mathcal{A}$ is still an idempotent in $\mathcal{A}$, then there exists an invertible element $X \in \mathcal{A}$ such that $X(P+R) X^{-1}=P$.

Lemma 2.6 ([10]) Let $\Omega$ be a connected and bounded open subset of $\mathbf{C}$, $n$ a natural number, and $T \in \mathcal{L}(\mathcal{H})$ satisfy
(a) $\Omega \subset \sigma(T)$;
(b) $\operatorname{ran}(\lambda-T)=\mathcal{H}$ and $\operatorname{nul}(\lambda-T)=n$ for all $\lambda \in \Omega$.

Then the following are equivalent
(i) $\bigvee\{\operatorname{ker}(\lambda-T): \lambda \in \Omega\}=\mathcal{H}$;
(ii) $\bigvee\left\{\operatorname{ker}\left(\lambda_{0}-T\right)^{n}: n \geq 1\right\}=\mathcal{H}, \forall \lambda_{0} \in \Omega$;
(iii) $\bigvee\left\{\operatorname{ker}\left(\lambda_{n}-T\right): n \geq 1\right\}=\mathcal{H}$ for all sequences $\left\{\lambda_{n}\right\}_{n=1}^{\infty} \subset \Omega$ such that $\lim _{n \rightarrow \infty} \lambda_{n}=\lambda_{0} \in \Omega$;
(iv) $\bigvee\left\{\operatorname{ker}\left(\lambda_{n}-T\right): n \geq 1 k \geq 1\right\}=\mathcal{H}$ for all sequences $\left\{\lambda_{n}\right\}_{n=1}^{\infty} \subset \Omega$ such that $\lim _{n \rightarrow \infty} \lambda_{n}=\lambda_{0} \in \Omega$;

Lemma $2.7([8]) \quad$ Let $A \in B_{n}(\Omega) \cap(\mathrm{SI})$, then $\mathcal{A}^{\prime}(A) / \operatorname{rad} \mathcal{A}^{\prime}(A)$ is commutative.
Lemma $2.8([9]) \quad$ Let $T \in B_{n}(\Omega)$. Then we know that $T \sim A_{1}^{\left(n_{1}\right)} \oplus A_{2}^{\left(n_{2}\right)} \oplus \cdots \oplus$ $A_{k}^{\left(n_{k}\right)}$, where $A_{i}$ is a strongly irreducible Cowen-Douglas operator and $A_{i}$ is not similarly equivalent to $A_{j}$ for $i \neq j$. Then

$$
\bigvee\left(\mathcal{A}^{\prime}\right)(T) \cong N^{(k)}, \quad K_{0}\left(\left(\mathcal{A}^{\prime}\right)(T)\right) \cong Z^{(k)}
$$

Lemma 2.9 ([13]) If $\lambda \in \partial \sigma(A)$ and $\lambda$ is not an isolated point of $\sigma(A)$, then $\lambda \in$ $\sigma_{\mathrm{lre}}(A)$.

Definition 2.10 Let $T$ be a semi-Fredholm operator. Then the minimal index of $T$ is defined by $\min$ ind $T=\min \left\{\operatorname{dim} \operatorname{ker} T\right.$, nul $\left.\operatorname{dim} \operatorname{ker} T^{*}\right\}$.

Lemma 2.11 ([4]) Let $\lambda$ be an isolated point of $\sigma(A)$. Then the following are equivalent:
(i) $\lambda \notin \sigma_{\mathrm{lre}}(A)$;
(ii) Riesz idempotent $E(\lambda, A)$ has finite rank;
(iii) $A-\lambda$ is a Fredholm operator and $\operatorname{ind}(A-\lambda)=0$.

We let $\sigma_{0}(A)$ denote the set of all isolated points satisfying the above conditions.
Theorem $2.12([10]) \quad$ Let $T \in \mathcal{L}(\mathcal{H}), \varepsilon>0$ and let $\Phi$ be an analytic Cauchy domain satisfying $\sigma_{\mathrm{lre}}(T) \subset \Phi \subset\left[\sigma_{\mathrm{lre}}(T)\right]_{\varepsilon}$. Then there exists a $T_{\varepsilon} \in \mathcal{L}(\mathcal{H})$ such that
(i) $\sigma_{\operatorname{lre}}\left(T_{\varepsilon}\right)=\bar{\Phi}$;
(ii) $\rho_{s-F}^{r}\left(T_{\varepsilon}\right)=\rho_{s-F}\left(T_{\epsilon}\right) \backslash \sigma_{0}\left(T_{\varepsilon}\right), \operatorname{ind}\left(\lambda-T_{\varepsilon}\right)=\operatorname{ind}(\lambda-T)$ and $\min \operatorname{ind}\left(\lambda-T_{\varepsilon}\right)^{k} \leq$ $\min \operatorname{ind}(\lambda-T)^{k}$ for all $\lambda \in \rho_{s-F}\left(T_{\varepsilon}\right)$ and $k=1,2, \ldots$;
(iii) $\sigma\left(T_{\varepsilon}\right)$ consists of finitely many connected components; the number of connected components is less than or equal to the number of connected components of $\sigma(T)$;
(iv) $\left\|T-T_{\varepsilon}\right\|<\varepsilon$.

Theorem 2.13 ([10]) Let $A, T \in \mathcal{L}(\mathcal{H})$ satisfy
(i) $\quad \sigma_{0}(T) \subset \sigma_{0}(A), \operatorname{dim} \mathcal{H}(\lambda, A)=\operatorname{dim} \mathcal{H}(\lambda, T)$ for all $\lambda \in \sigma_{0}(T)$;
(ii) each component of $\sigma_{\mathrm{lre}}(T)$ meets $\sigma_{e}(A)$;
(iii) for all $\lambda \in \rho_{s-F}(T)$ and $k \geq 1, \rho_{s-F}(T) \subset \rho_{s-F}(A)$, $\operatorname{ind}(\lambda-A)=\operatorname{ind}(\lambda-T)$, and min $\operatorname{ind}(\lambda-A)^{k} \leq \min \operatorname{ind}(\lambda-T)^{k}$;
(iv) $\sigma_{e}(A)$ has no isolated points.

Then $T \in \mathcal{S}(A)^{-}$, where $\mathcal{S}(A)=\left\{X A X^{-1}: X\right.$ is invertible $\}$, is the similarity orbit of $A$.

## 3 Approximation and Similarity Classification of Stably Finitely Strongly Irreducible Decomposable Operators

Lemma 3.1 Given $T \in \mathcal{L}(\mathcal{H})$ with the representation

$$
T=\left(\begin{array}{cccc}
T_{1} & * & \cdots & * \\
\mathbf{0} & T_{2} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & T_{k}
\end{array}\right)
$$

satisfying
(i) $\mathcal{A}^{\prime}\left(T_{i}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(T_{i}\right)$ is commutative,
(ii) $\operatorname{ker} \tau_{T_{i} T_{j}}=\{0\}$, $(1 \leq j<i \leq k)$,
then $\mathcal{A}^{\prime}(T) / \operatorname{rad} \mathcal{A}^{\prime}(T)$ is commutative.
Proof Let $A, B \in \mathcal{A}^{\prime}(T)$. Note that $A T=T A$ and $B T=T B$, by (ii),

$$
A=\left(\begin{array}{cccc}
A_{11} & * & \cdots & * \\
\mathbf{0} & A_{22} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & A_{k k}
\end{array}\right), \quad B=\left(\begin{array}{cccc}
B_{11} & * & \ldots & * \\
\mathbf{0} & B_{22} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & B_{k k}
\end{array}\right)
$$

and $A_{i i}, B_{i i} \in \mathcal{A}^{\prime}\left(T_{i}\right)$ for all $i: 1 \leq i \leq k$. Then

$$
A B-B A=\left(\begin{array}{cccc}
A_{11} B_{11}-B_{11} A_{11} & * & \cdots & * \\
\mathbf{0} & A_{22} B_{22}-B_{22} A_{22} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & A_{k k} B_{k k}-B_{k k} A_{k k}
\end{array}\right)
$$

Note that $\mathcal{A}^{\prime}\left(T_{i}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(T_{i}\right)$ is commutative. By Lemma 2.1, $\sigma\left(A_{i i} B_{i i}-B_{i i} A_{i i}\right)=$ $\{0\}$. Then

$$
\sigma(A B-B A)=\bigcup_{i=1}^{k} \sigma\left(A_{i i} B_{i i}-B_{i i} A_{i i}\right)=\{0\}
$$

By Lemma 2.1 $\mathcal{A}^{\prime}(T) / \operatorname{rad} \mathcal{A}^{\prime}(T)$ is commutative.
Lemma 3.2 Let $T \in \mathcal{L}(H), T=\bigoplus_{i=1}^{k} T_{i}$, where for each natural number $n, T_{i}^{(n)} \in$ $H_{i}^{(n)}$ has unique finite (SI) decomposition, and

$$
\mathcal{A}^{\prime}(T)=\left(\begin{array}{cccc}
\mathcal{A}^{\prime}\left(T_{1}\right) & * & \ldots & * \\
\mathbf{0} & \mathcal{A}^{\prime}\left(T_{2}\right) & \ldots & * \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \mathcal{A}^{\prime}\left(T_{k}\right)
\end{array}\right)
$$

i.e., $\operatorname{ker} \tau_{T_{i} T_{j}}=\{0\}$, $(1 \leq j<i \leq k)$. Then for each natural number $n, T^{(n)}$ has unique finite (SI) decomposition and $\bigvee \mathcal{A}^{\prime}(T) \cong \bigoplus_{i=1}^{k} \bigvee \mathcal{A}^{\prime}\left(T_{i}\right)$.
Proof By Theorem CFJ, we only need to prove that $T^{(n)}$ has unique finite (SI) decomposition for each natural number $n$.

Without loss of generality, we will show Lemma 3.2 only for case of $T^{(2)}$,

$$
T^{(2)}=\left(\begin{array}{cccc}
T_{1}^{(2)} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & T_{2}^{(2)} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & T_{k}^{(2)}
\end{array}\right)
$$

and

$$
\mathcal{A}^{\prime}\left(T^{(2)}\right)=\left(\begin{array}{cccc}
\mathcal{A}^{\prime}\left(T_{1}^{(2)}\right) & * & \ldots & * \\
\mathbf{0} & \mathcal{A}^{\prime}\left(T_{2}^{(2)}\right) & \ldots & * \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \mathcal{A}^{\prime}\left(T_{k}^{(2)}\right)
\end{array}\right)
$$

Let $\left\{P_{i}\right\}_{i=1}^{m}$ and $\left\{Q_{j}\right\}_{j=1}^{n}$ be two units of finite (SI) decompositions of $T^{(2)}$. Then

$$
P_{i}=\left(\begin{array}{cccc}
P_{i 1} & * & \cdots & * \\
\mathbf{0} & P_{i 2} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & P_{i k}
\end{array}\right)
$$

Let

$$
\widetilde{P}_{i}=\left(\begin{array}{cccc}
P_{i 1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & P_{i 2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & P_{i k}
\end{array}\right)
$$

It is easily shown that $\widetilde{P}_{i} \in \mathcal{A}^{\prime}\left(T^{(2)}\right)$. Thus $P_{i}-\widetilde{P}_{i} \in \operatorname{rad} \mathcal{A}^{\prime}\left(T^{(2)}\right)$. By Lemma2.5, there exists an invertible operator $X_{i} \in \mathcal{A}^{\prime}\left(T^{(2)}\right)$, such that $X_{i} P_{i} X_{i}^{-1}=\widetilde{P}_{i}$. Since $P_{i}$ is a minimal idempotent, $\widetilde{P}_{i}$ is also a minimal idempotent. It is easy to see that there exists a natural number $k_{i}$ satisfying $1 \leq k_{i} \leq k$ and $P_{i t}=\mathbf{0}$, when $t \neq k_{i}$. Since $\sum_{i=1}^{k} P_{i}=I$, we have $\sum_{i=1}^{k} \widetilde{P}_{i}=I$. Hence,

$$
\sum_{k_{i}=t} \widetilde{P}_{i}=\left(\begin{array}{ccccc}
\mathbf{0} & & & & \mathbf{0} \\
& \ddots & & & \\
& & I_{\mathcal{A}^{\prime}\left(T_{t}^{(2)}\right)} & & \\
& & & \ddots & \\
\mathbf{0} & & & & \mathbf{0}
\end{array}\right) H_{t}
$$

i.e., $\left\{\left.\widetilde{P}_{i}\right|_{H_{t}}: k_{i}=t\right\}$ is a unit finite (SI) decomposition of $T_{t}^{(2)}$. Let

$$
X=\left.\left.\left.X_{1}\right|_{\text {ran } P_{1}} \dot{+} X_{2}\right|_{\text {ran } P_{2}} \dot{+} \cdots \dot{+} X_{m}\right|_{\text {ran } P_{m}} .
$$

Then $X \in \mathcal{A}^{\prime}\left(T^{(2)}\right)$, and $\left\{P_{i}\right\}_{i=1}^{m}$ is equivalent to $\left\{\widetilde{P}_{i}\right\}_{i=1}^{m}$ with respect to $X$.
Similarly, we can define $\left\{\widetilde{Q}_{j}\right\}_{j=1}^{k}$ and $\widetilde{k}_{j}$. A similar argument shows that $\left\{\left.\widetilde{Q_{j}}\right|_{H_{t}}: \widetilde{k_{j}}=t\right\}$ is also a unit finite (SI) decomposition of $T_{t}^{(2)}$. Note that $T_{t}^{(2)}$ has unique finitely (SI) decomposition up to similarity. Then there exists a $Y_{t} \in \mathcal{A}^{\prime}\left(T_{t}^{(2)}\right)$, such that $\left\{\left.\widetilde{P}_{i}\right|_{H_{t}}: k_{i}=t\right\}$ is equivalent to $\left\{\left.\widetilde{Q_{j}}\right|_{H_{t}}: \widetilde{k_{j}}=t\right\}$ with respect to $Y_{t}$. Let $Y=\bigoplus_{t=1}^{k} Y_{t}$. Then it is easy to see that $Y \in \mathcal{A}^{\prime}\left(T^{(2)}\right)$, and that $\left\{\widetilde{P}_{i}\right\}_{i=1}^{m}$ is equivalent to $\left\{\widetilde{Q}_{j}\right\}_{j=1}^{n}$ with respect to $Y$.

Note that $\left\{P_{i}\right\}_{i=1}^{m}$ is equivalent to $\left\{\widetilde{P}_{i}\right\}_{i=1}^{m},\left\{Q_{i}\right\}_{j=1}^{n}$ is equivalent to $\left\{\widetilde{Q}_{j}\right\}_{j=1}^{n}$, and $\left\{\widetilde{P}_{i}\right\}_{i=1}^{m}$ is equivalent to $\left\{\widetilde{Q_{j}}\right\}_{j=1}^{n}$. Hence $\left\{P_{i}\right\}_{i=1}^{m}$ is equivalent to $\left\{Q_{j}\right\}_{j=1}^{n}, i . e ., T^{(2)}$ has unique finite (SI) decomposition up to similarity.

Lemma 3.3 ([10]) Let $\Omega$ be a connected analytic Cauchy domain and let $n$ be a natural number. Then there exists $B \in B_{n}(\Omega) \cap(\mathrm{SI})$ such that $\sigma(B)=\bar{\Omega}$ and $\Omega=$ $\rho_{F}(B) \cap \sigma(B)$.

Lemma 3.4 Let $\Omega$ be a connected analytic Cauchy domain. Then there exists $B=$ $B_{1} \oplus B_{2}$ satisfying
(i) $\sigma(B)=\sigma\left(B_{1}\right)=\sigma\left(B_{2}\right)=\bar{\Omega}$;
(ii) $\quad B_{1} \in B_{1}(\Omega), B_{2}^{*} \in B_{1}\left(\Omega^{*}\right)$;
(iii) $\rho_{F}(B) \cap \sigma(B)=\Omega$, ind $(\lambda-B)=0$, min ind $(\lambda-B)=1$ for all $\lambda \in \Omega$;
(iv) $\operatorname{ker} \tau_{B_{2} B_{1}}=\{0\}$ and $\mathcal{A}^{\prime}(B) / \operatorname{rad} \mathcal{A}^{\prime}(B)$ is commutative;
(v) $\bigvee \mathcal{A}^{\prime}(B) \cong N^{(2)}$.

Proof By Lemma 3.3 there exists $B_{1} \in B_{1}(\Omega)$ and $B_{2}^{*} \in B_{1}(\Omega)$ such that $\sigma\left(B_{1}\right)=\bar{\Omega}$, $\rho_{F}\left(B_{1}\right) \cap \sigma\left(B_{1}\right)=\Omega$ and $\sigma\left(B_{2}\right)=\bar{\Omega}, \rho_{F}\left(B_{2}\right) \cap \sigma\left(B_{2}\right)=\Omega$. Note that

$$
\bigvee\{\operatorname{ker}(\lambda-B): \lambda \in \Omega\}=H
$$

and $\sigma_{p}\left(B_{2}\right)=\varnothing$. By Lemma 2.5, $\operatorname{ker} \tau B_{2} B_{1}=\{0\}$. Since $\mathcal{A}^{\prime}\left(B_{i}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(B_{i}\right)$ is commutative, $i=1,2$, Lemma 3.1 implies $\mathcal{A}^{\prime}(B) / \operatorname{rad} \mathcal{A}^{\prime}(B)$ is commutative. By Lemma3.2, $\bigvee \mathcal{A}^{\prime}(B) \cong N^{(2)}$.

Lemma 3.5 ([10]) Given $B \in B_{1}(\Omega)$ and $\epsilon>0$, there exists a sequence $\left\{B_{i}\right\}_{i=1}^{\infty} \subset$ $B_{1}(\Omega)$ such that
(i) $B_{i}=B+K_{i}$, where $K_{i} \in \mathcal{K}(H), \sup _{i}\left\{\left\|K_{i}\right\|\right\}<\epsilon$ and $\lim _{i \rightarrow \infty}\left\|K_{i}\right\|=0$;
(ii) $\operatorname{ker} \tau B_{i} B_{j}=\{0\}(i \neq j)$.

Lemma 3.6 Given $B \in B_{1}(\Omega)$, let $B_{i=1}^{\infty}$ be given as in Lemma 3.5 and

$$
T=\left(\begin{array}{cccc}
B_{1} & C_{2} & C_{3} & \cdots \\
\mathbf{0} & B_{2} & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & B_{3} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right),
$$

where $C_{j} \in \mathcal{K}(H), C_{j} \notin \operatorname{ran} \tau_{B_{1} B_{j}}$. Then
(i) $\quad T \in B_{\infty}(\Omega) \cap(\mathrm{SI})$;
(ii) $\sigma(T)=\sigma(B)$;
(iii) $\mathcal{A}^{\prime}(T) / \operatorname{rad} \mathcal{A}^{\prime}(T)$ is commutative;
(iv) $\bigvee \mathcal{A}^{\prime}(T) \cong N$.

Proof The proofs of (i) and (ii) are omitted; the reader is referred to [10]. Lemma3.1 and Lemma 3.5 imply (iii). For (iv), by Theorem CFJ, we only need to prove for each natural number $n$, that $T^{(n)}$ has unique finite (SI) decomposition up to similarity.

We consider $T^{(n)}$ with the representation

$$
T^{(n)}=\left(\begin{array}{cccc}
B_{1}^{(n)} & C_{2}^{(n)} & C_{3}^{(n)} & \ldots \\
\mathbf{0} & B_{2}^{(n)} & \mathbf{0} & \ldots \\
\mathbf{0} & \mathbf{0} & B_{3}^{(n)} & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Let $P \in \mathcal{A}^{\prime}(T)$ be the corresponding representation of $T^{(n)}$. Then we have

$$
P=\left(\begin{array}{cccc}
P_{1} & P_{12} & P_{13} & \cdots \\
P_{21} & P_{2} & P_{23} & \cdots \\
P_{31} & P_{32} & P_{3} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Note that $\operatorname{ker} \tau B_{i} B_{j}=\{0\}(i \neq j)$. Then computation shows that $P_{i j}=\mathbf{0}, i>2$ and $P_{i} \in \mathcal{A}^{\prime}\left(T_{i}^{(n)}\right)$. Hence

$$
P=\left(\begin{array}{cccc}
P_{1} & P_{12} & P_{13} & \ldots \\
\mathbf{0} & P_{2} & \mathbf{0} & \ldots \\
\mathbf{0} & \mathbf{0} & P_{3} & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Given an idempotent $P \in \mathcal{A}^{\prime}(T), P_{i}$ is also a idempotent in $\mathcal{A}^{\prime}\left(B_{i}^{(n)}\right)$. Note that $B_{i}^{(n)}$ has unique finite (SI) decomposition up to similarity. We can assume $P_{i}=$ $P_{1}^{i}+P_{2}^{i}+\cdots+P_{n_{i}}^{i}$, where $\left\{P_{r}^{i}\right\}_{r=1}^{n}$ is a unit finite (SI) decomposition of $B_{i}^{(n)}$. Hence there exists $\left\{X_{r}^{i}\right\}_{r=1}^{n}$ such that $X_{r}^{i} P_{r}^{i}\left(X_{r}^{i}\right)^{-1}=E_{r}^{i}$, where $X_{r}^{i} \in \mathcal{L}\left(\operatorname{ran} P_{r}^{i}, \mathcal{H}_{i}\right)$ and $\left\{E_{r}^{i}\right\}_{r=1}^{n}$ is the standard unit finite (SI) decomposition of $B_{i}^{(n)}$. Let $Z=\bigoplus_{i=1}^{\infty}\left(\bigoplus_{r=1}^{n} X_{r}^{i}\right)$, $T_{z}^{(n)}=Z^{-1} T^{(n)} Z, P_{z}=Z^{-1} P Z$. Then $T_{z}^{(n)}$ and $P_{z}$ have the representations

$$
\begin{aligned}
T_{z}^{(n)} & =\left(\begin{array}{cccc}
\bigoplus_{r=1}^{n} B_{1 r} & \bigoplus_{r=1}^{n} C_{2 r} & \bigoplus_{r=1}^{n} C_{3 r} & \cdots \\
\mathbf{0} & \bigoplus_{r=1}^{n} B_{2 r} & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & \bigoplus_{r=1}^{n} B_{3 r} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) \\
P_{z} & =\left(\begin{array}{cccc}
P_{z_{1}} & P_{z_{12}} & P_{z_{13}} & \cdots \\
\mathbf{0} & P_{z_{2}} & \mathbf{0} & \ldots \\
\mathbf{0} & \mathbf{0} & P_{z_{3}} & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) \in \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& P_{z_{i}}=\left(\bigoplus_{r=1}^{n} X_{r}^{i}\right)^{-1} P_{i}\left(\bigoplus_{r=1}^{n} X_{r}^{i}\right)
\end{aligned}
$$

$$
P_{z_{1 i}}=\left(\begin{array}{cccccccc}
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} & R_{1, n_{i}+1}^{i} & R_{1, n_{i}+2}^{i} & \cdots & R_{1 n}^{i} \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} & R_{2, n_{i}+1}^{i} & R_{2, n_{i}+2}^{i} & \cdots & R_{2 n}^{i} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} & R_{n_{1}, n_{i}+1}^{i} & R_{n_{1}, n_{i}+2}^{i} & \cdots & R_{n_{1}, n}^{i} \\
R_{n_{1}+1,1}^{i} & R_{n_{1}+1,2}^{i} & \cdots & R_{n_{1}+1, n_{i}}^{i} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} P_{1}^{1} \\
R_{n_{1}+2,1}^{i} & R_{n_{1}+2,2}^{i} & \cdots & R_{n_{1}+2, n_{i}}^{i} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
R_{n, 1}^{i} & R_{n, 2}^{i} & \cdots & R_{n, n_{i}}^{i} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right) \quad \begin{array}{r}
\operatorname{ran} P_{n_{1}}^{1} \\
n_{n_{1}+1}^{1} \\
i
\end{array}
$$

Claim 1: $\quad C_{i r} \notin \operatorname{ran} \tau_{B_{1 r}, B_{i r}}$. If $C_{i r} \in \operatorname{ran} \tau_{B_{1 r}, B_{i r}}$, there exists $G \in \mathcal{L}\left(\operatorname{ran} P_{r}^{i}, \operatorname{ran} P_{r}^{1}\right)$ such that $B_{1 r} G-G B_{i r}=C_{i r}$. Then

$$
X_{r}^{1} B_{1 r}\left(X_{r}^{1}\right)^{-1} X_{r}^{1} G\left(X_{r}^{i}\right)^{-1}-X_{r}^{1} G\left(X_{r}^{i}\right)^{-1} X_{r}^{i} B_{i r}\left(X_{r}^{i}\right)^{-1}=X_{r}^{1} C_{i r}\left(X_{r}^{i}\right)^{-1}
$$

i.e., $B_{1} G-G B_{i}=C_{i}$. Since $\operatorname{ker} \tau B_{i} B_{j}=\{0\}$, this is a contradiction. Thus $C_{i r} \notin$ $\operatorname{ran} \tau_{B_{1 r}, B_{i r}}$.

Claim 2: $n_{i}=n_{1}$, for all natural numbers $i$. Assume $n_{1}>n_{i}$. Since $P_{z} T_{z}^{(n)}=T_{z}^{(n)} P_{z}$, we have

$$
\left(\bigoplus_{r=1}^{n} B_{1 r}\right) P_{z_{1 i}}+\left(\bigoplus_{r=1}^{n} C_{i r}\right) P_{z_{i}}=P_{z_{1}}\left(\bigoplus_{r=1}^{n} C_{i r}\right)+P_{z_{1 i}}\left(\bigoplus_{r=1}^{n} B_{i r}\right)
$$

Hence $B_{1, n_{1}} R_{n_{1}, n_{1}}^{i}=C_{i, n_{1}}+R_{n_{1}, n_{1}}^{i} B_{i, n_{1}}$. By Claim 1, this is a contradiction. Thus Claim 2 holds.

Claim 3: Let $P$ be a minimal idempotent in $\mathcal{A}^{\prime}\left(T^{(n)}\right)$, then $P_{i}$ is a minimal idempotent in $\mathcal{A}^{\prime}\left(B_{i}^{(n)}\right)$. Since $P$ is a minimal idempotent in $\mathcal{A}^{\prime}\left(T^{(n)}\right), P_{z}$ is a minimal idempotent in $\mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$. If $P_{i}$ is not a minimal idempotent in $\mathcal{A}^{\prime}\left(B_{i}^{(n)}\right)$, we assume $P_{i}=P_{1}^{i}+P_{2}^{i}$. Construct the following idempotent $P_{v}$ in $\mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$ :

$$
\begin{aligned}
& P_{z}=\left(\begin{array}{cccc}
P_{z_{1}} & P_{z_{12}} & P_{z_{13}} & \cdots \\
\mathbf{0} & P_{z_{2}} & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & P_{z_{3}} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) \in \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right), \\
& P_{z_{i}}=\left(\begin{array}{ccccc}
I_{1} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & I_{2} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right) \quad \begin{array}{c}
\operatorname{ran} P_{1}^{i} \\
\operatorname{ran} P_{2}^{i} \\
\operatorname{ran} P_{3}^{i} \\
\vdots \\
\operatorname{ran} P_{n}^{i}
\end{array}, \\
& P_{z_{1 i}}=\left(\begin{array}{cccccc}
\mathbf{0} & \mathbf{0} & R_{13}^{i} & R_{14}^{i} & \cdots & R_{1 n}^{i} \\
\mathbf{0} & \mathbf{0} & R_{23}^{i} & R_{24}^{i} & \cdots & R_{2 n}^{i} \\
R_{31}^{i} & R_{32}^{i} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
R_{41}^{i} & R_{42}^{i} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
R_{n 1}^{i} & R_{n 2}^{i} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} P_{1}^{z_{1}} \\
\operatorname{ran} P_{2}^{z_{1}} \\
z_{3} \\
\operatorname{ran} P_{4}^{z_{1}}
\end{array},\right.
\end{aligned}
$$

$$
\begin{aligned}
& P_{v}=\left(\begin{array}{cccccc}
P_{v_{1}} & P_{v_{12}} & P_{v_{13}} & \cdots & P_{v_{1 k}} & \cdots \\
\mathbf{0} & P_{v_{2}} & \mathbf{0} & \cdots & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & P_{v_{3}} & \cdots & \mathbf{0} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & P_{v_{k}} & \cdots \\
\vdots & \vdots & \vdots & & \vdots & \ddots
\end{array}\right) \in \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right), \\
& P_{v_{i}}=\left(\begin{array}{ccccc}
I_{1} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right) \quad \begin{array}{c}
\operatorname{ran} P_{1}^{i} \\
\operatorname{ran} P_{2}^{i} \\
\operatorname{ran} P_{3}^{i} \\
\vdots \\
\operatorname{ran} P_{n}^{i}
\end{array} \\
& P_{v_{1 i}}=\left(\begin{array}{cccccc}
\mathbf{0} & \mathbf{0} & R_{13}^{i} & R_{14}^{i} & \cdots & R_{1 n}^{i} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
R_{31}^{i} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
R_{41}^{i} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
R_{n 1}^{i} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right) \quad \begin{array}{r}
\operatorname{ran} P_{1}^{1} \\
\operatorname{ran} P_{3}^{1} \\
\operatorname{ran} P_{4}^{1}
\end{array} .
\end{aligned}
$$

Since $P_{z} T_{z}^{(n)}=T_{z}^{(n)} P_{z}$, it is proved that $P_{v} T_{z}^{(n)}=T_{z}^{(n)} P_{v}$. Computation shows that $P_{z} P_{v}=P_{v} P_{z}=P_{v} \neq 0$. Hence $P_{z}$ is not a minimal idempotent in $\mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$. Note that $T_{z}^{(n)}=Z^{-1} T^{(n)} Z, P_{z}=Z^{-1} P Z$. Then $P$ is not a minimal idempotent in $\mathcal{A}^{\prime}\left(T^{(n)}\right)$. This is a contradiction. Thus Claim 3 holds.

For

$$
P_{z}=\left(\begin{array}{cccc}
P_{z_{1}} & P_{z_{12}} & P_{z_{13}} & \cdots \\
\mathbf{0} & P_{z_{2}} & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & P_{z_{3}} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) \in \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)
$$

we define

$$
\widetilde{P}_{z}=\left(\begin{array}{cccc}
P_{z_{1}} & \mathbf{0} & \mathbf{0} & \cdots \\
\mathbf{0} & P_{z_{2}} & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & P_{z_{3}} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

It is easy to prove that $\widetilde{P}_{z} \in \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$.

Claim 4: $\quad P_{z}-\widetilde{P}_{z} \in \operatorname{rad} \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$. Since $S \in \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$,

$$
S=\left(\begin{array}{cccccc}
S_{1} & S_{12} & S_{13} & \cdots & S_{1 k} & \cdots \\
\mathbf{0} & S_{2} & \mathbf{0} & \cdots & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & S_{3} & \cdots & \mathbf{0} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & S_{k} & \cdots \\
\vdots & \vdots & \vdots & & \vdots & \ddots
\end{array}\right)
$$

Hence $\left(P_{z}-\widetilde{P}_{z}\right) S$ and $S\left(P_{z}-\widetilde{P}_{z}\right)$ are both triangular operators whose diagonal entries are all $\mathbf{0}$ operators. Hence $\sigma\left(\left(P_{z}-\widetilde{P}_{z}\right) S\right)=\sigma\left(S\left(P_{z}-\widetilde{P}_{z}\right)\right)=\{0\}$. Thus Claim 4 holds.

Let $P_{z}$ be a minimal idempotent in $\mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$. By Lemma 2.5 , there exists an invertible operator $X \in \mathcal{A}^{\prime}\left(T_{z}^{(n)}\right)$ such that $X^{-1} P_{z} X=\widetilde{P}_{z}$. Hence

$$
\begin{aligned}
& T_{z}^{(n)} \widetilde{P}_{z}=\left(\begin{array}{cccccc}
B_{11} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & C_{21} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & C_{31} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots & C_{i 1} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots \\
\mathbf{0} & B_{21} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \mathbf{0} & \cdots & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & B_{31} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots & \mathbf{0} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & B_{i 1} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots \\
\vdots & \vdots & \vdots & & \vdots & \ddots
\end{array}\right) \\
&=Z^{-1}\left(\begin{array}{cccccc}
B_{1} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & C_{2} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & C_{3} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots & C_{i} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots \\
\mathbf{0} & B_{2} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \mathbf{0} & \cdots & \mathbf{0} & \cdots \\
\mathbf{0} & \mathbf{0} & B_{3} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots & \mathbf{0} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & B_{i} \oplus \mathbf{0}^{(\mathbf{n}-\mathbf{1})} & \cdots \\
\vdots & \vdots & \vdots & & \vdots & \ddots
\end{array}\right) Z .
\end{aligned}
$$

Then $\left.\left.\left.T^{(n)}\right|_{\operatorname{ran} P} \sim T^{(n)}\right|_{\operatorname{ran} P_{z}} \sim T^{(n)}\right|_{\operatorname{ran} \widetilde{P}_{z}} \sim T$, i.e., $T^{(n)}$ has unique finite (SI) decomposition up to similarity.

Corollary 3.7 Let $\Omega$ be a connected analytic Cauchy domain. Then there exists a $B \in B_{\infty}(\Omega) \cap(\mathrm{SI})$ satisfying
(i) $\sigma(B)=\bar{\Omega}$;
(ii) $\mathcal{A}^{\prime}(B) / \operatorname{rad} \mathcal{A}^{\prime}(B)$ is commutative;
(iii) $\bigvee \mathcal{A}^{\prime}(B) \cong N$.

Proof By Lemma3.3, Lemma 3.5 and Lemma3.6 Corollary3.7holds.
Lemma 3.8 Let $T \in L(\mathcal{H})$ satisfying that $\sigma_{\mathrm{Ire}}(T)$ is the closure of an analytic Cauchy domain $\Phi$, and that $\sigma(T)$ has finitely many connected components. Then there exists an $A \in L(\mathcal{H})$ satisfying the conditions of Theorem 2.13 such that
(i) $\quad \mathcal{A}^{\prime}(A) / \operatorname{rad} \mathcal{A}^{\prime}(A)$ is commutative;
(ii) A has unique stably finite (SI) decomposition up to similarity.

Proof By Lemma 2.11we can assume

$$
\left(\Omega_{1}, k_{1}\right),\left(\Omega_{2}, k_{2}\right), \ldots,\left(\Omega_{m}, k_{m}\right),\left\{\lambda_{1}\right\},\left\{\lambda_{2}\right\}, \ldots,\left\{\lambda_{n}\right\}
$$

to be the finitely many components of $\sigma(T) \backslash \bar{\Phi}$, where $k_{i}=\operatorname{ind}(\lambda-T), \lambda \in \Omega_{i}$. Note that $\lambda_{j} \in \sigma_{0}(T)$. Hence $\overline{\Omega_{i}}$ are pairwise disjoint, and $\Omega_{i}$ is a connected analytic Cauchy domain.

If $0<k_{i}<\infty$, by Lemma 3.3 there exists an $A_{i} \in B_{k_{i}}\left(\Omega_{i}\right) \cap$ (SI) such that $\sigma\left(A_{i}\right)=\overline{\Omega_{i}}$. Hence ind $\left(A_{i}-\lambda\right)=k_{i}$, and $\min \operatorname{ind}\left(A_{i}-\lambda\right)=0, \lambda \in \Omega_{i}$.

If $-\infty<k_{i}<0$, by Lemma 3.3 there exists an $A_{i}^{*} \in B_{-k_{i}}\left(\Omega_{i}^{*}\right) \cap$ (SI) such that $\sigma\left(A_{i}\right)=\overline{\Omega_{i}}$. Hence ind $\left(A_{i}-\lambda\right)=k_{i}$ and $\min \operatorname{ind}\left(A_{i}-\lambda\right)=0, \lambda \in \Omega_{i}$.

If $k_{i}=0$, by Lemma3.4 there exists an $A_{i}=A_{i 1} \oplus A_{i 2}, A_{i 1} \in B_{1}\left(\Omega_{i}\right), A_{i 2} \in B_{1}\left(\Omega_{i}^{*}\right)$, such that $\sigma\left(A_{i}\right)=\sigma\left(A_{i 1}\right)=\sigma A_{i 2}=\overline{\Omega_{i}}, \operatorname{ker} \tau_{A_{i 2} A_{i 1}}=\{0\}$. Hence ind $\left(A_{i}-\lambda\right)=0$ and $\min \operatorname{ind}\left(A_{i}-\lambda\right)=1, \lambda \in \Omega_{i}$. Moreover, $\mathcal{A}^{\prime}\left(A_{i}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(A_{i}\right)$ is commutative and $\bigvee \mathcal{A}^{\prime}\left(A_{i}\right) \cong N^{(2)}$.

If $k_{i}=+\infty$, by Corollary 3.7 there exists an $A_{i} \in B_{\infty}\left(\Omega_{i}\right) \cap(\mathrm{SI})$ such that $\sigma\left(A_{i}\right)=$ $\overline{\Omega_{i}}$. Hence $\operatorname{ind}\left(A_{i}-\lambda\right)=+\infty$ and $\min \operatorname{ind}\left(A_{i}-\lambda\right)=0, \lambda \in \Omega_{i}$. Moreover, $\mathcal{A}^{\prime}\left(A_{i}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(A_{i}\right)$ is commutative and $\bigvee \mathcal{A}^{\prime}\left(A_{i}\right) \cong N$.

If $k_{i}=-\infty$, by Corollary 3.7 there exists an $A_{i}^{*} \in B_{\infty}\left(\Omega_{i}^{*}\right) \cap(\mathrm{SI})$ and $\sigma\left(A_{i}\right)=$ $\overline{\Omega_{i}}$. Hence $\operatorname{ind}\left(A_{i}-\lambda\right)=-\infty$ and $\min \operatorname{ind}\left(A_{i}-\lambda\right)=0, \lambda \in \Omega_{i}$. Moreover, $\mathcal{A}^{\prime}\left(A_{i}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(A_{i}\right)$ is commutative and $\bigvee \mathcal{A}^{\prime}\left(A_{i}\right) \cong N$.

For $\lambda_{j} \in \sigma_{0}(T)$, let $B_{j}$ be the Jordan block on $E(\lambda, T)$ whose eigenvalue is $\lambda$. Hence $B_{j}$ is an (SI) operator on a finite dimensional Hilbert space. Thus $\sigma\left(B_{j}\right)=\lambda_{j}$, $\operatorname{ind}\left(B_{j}-\lambda_{j}\right)=0$, and $\min \operatorname{ind}\left(B_{j}-\lambda_{j}\right)=1$.

Let $\Phi_{1}, \Phi_{2}, \ldots, \Phi_{l}$ be all the components of $\Phi$. By Lemma 3.3 there exists a $C_{k} \in$ $B_{1}\left(\Phi_{k}\right)$ such that $\sigma\left(C_{k}\right)=\overline{\Phi_{k}}$.

Let $A=\left(\bigoplus_{k=1}^{l} C_{k}\right) \oplus\left(\bigoplus_{i=1}^{m} A_{i}\right) \oplus\left(\bigoplus_{j=1}^{n} B_{j}\right)$ and

$$
\widetilde{A_{t}}= \begin{cases}C_{t} & 1 \leq t \leq l \\ A_{t-l} & l+1 \leq t \leq m+l \\ B_{t+m-l} & m+l+1 \leq t \leq m+l+n\end{cases}
$$

Hence $A=\bigoplus_{t=1}^{m+l+n} \widetilde{A}_{t}$. By Lemma 2.7 and Lemma 2.8, $\mathcal{A}^{\prime}\left(\widetilde{A}_{t}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(\widetilde{A}_{t}\right)$ is commutative, and $\bigvee\left(\mathcal{A}^{\prime}\left(\widetilde{A}_{t}\right)\right)=N$ or $N^{(2)}$.

Claim 1: $A$ and $T$ satisfy the conditions of Theorem 2.13, Note that by the construction of $A$, the conditions (i) and (iii) are satisfied. Since $\partial \sigma_{\mathrm{lre}}(T) \supset \partial \sigma_{e}(T) \supset \partial \sigma(T)$, each component of $\sigma_{\text {lre }}(T)=\bar{\Phi}$ meets $\sigma_{e}(A) \supset \bigcup_{i=1}^{m} \partial \Omega_{i}$, and $\sigma_{e}(A)$ has no isolated points.

Claim 2: $\operatorname{ker} \tau_{\widehat{A_{1}} \widetilde{A_{t_{2}}}}=\{0\}, 1 \leq t_{2}<t_{1} \leq m+l+n$. Note that $\left\{\overline{\Omega_{i}}\right\}_{i=1}^{m}$ are pairwise disjoint, $\left\{\overline{\Phi_{k}}\right\}_{k=1}^{l}$ are pairwise disjoint, and none of them meets $\sigma_{0}(A)$. By Lemma2.3, we can get almost all the cases of Claim 2 except the case of $\operatorname{ker} \tau_{A_{i} C_{k}}$. Let
$\Delta_{k} \subset \Phi_{k}$ be an open set such that $\Delta_{k} \cap \partial \Phi_{k}=\varnothing$. Hence $\Delta_{k} \cap \Omega_{i}=\varnothing$. By Lemma 2.6. $\mathcal{H}=\bigvee\left\{\operatorname{ker}(\lambda-B)^{s}: \lambda \in \Delta_{k}, s \geq 1\right\}$. By Lemma2.5, $\operatorname{ker} \tau_{A_{i} C_{k}}=\{0\}$.

Claim 3: $\mathcal{A}^{\prime}(A) / \operatorname{rad} \mathcal{A}^{\prime}(A)$ is commutative and $A$ has unique stably finite (SI) decomposition up to similarity. Note that $\mathcal{A}^{\prime}\left(\widetilde{A}_{t}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(\widetilde{A}_{t}\right)$ is commutative and either $\bigvee\left(\mathcal{A}^{\prime}\left(\widetilde{A}_{t}\right)\right)=N$ or $N^{(2)}$. By Claim 2, Lemma3.1, Lemma3.2 and Theorem CFJ, Claim 3 holds.

Theorem 3.9 Let $A \in \mathcal{L}(\mathcal{H})$ and $\epsilon>0$. Then there exists a stably finite strongly irreducible decomposable operator $A_{\epsilon}$ such that
(i) $\left\|A-A_{\epsilon}\right\|<\epsilon$;
(ii) $\mathcal{A}^{\prime}\left(A_{\epsilon}\right) / \operatorname{rad} \mathcal{A}^{\prime}\left(A_{\epsilon}\right)$ is commutative;
(iii) $V\left(\mathcal{A}^{\prime}\left(A_{\varepsilon}\right)\right) \cong N^{k_{\epsilon}}, K_{0}\left(\mathcal{A}^{\prime}\left(A_{\varepsilon}\right)\right) \cong Z^{k_{\epsilon}}$.

Proof By Theorem 2.12, Theorem 2.13, Lemma 3.8, and Theorem CFJ, Theorem 3.9 holds.

By Theorem 3.9 and Theorem CFJ, we get two corollaries.
Corollary $3.10\left\{T \in \mathcal{L}(\mathcal{H}): K_{0}\left(\mathcal{A}^{\prime}\left(A_{\epsilon}\right)\right) \cong Z^{k}, k \in N\right\}^{-}=\mathcal{L}(\mathcal{H})$.
Corollary $3.11\{T \in \mathcal{L}(\mathcal{H}): T \text { is a stably finitely (SI) decomposable operator }\}^{-}=$ $\mathcal{L}(\mathcal{H})$.

Corollary 3.11 shows that the set of all stably finitely decomposable operators is dense in $\mathcal{L}(\mathcal{H})$, i.e., the set of all the operators satisfying Theorem CFJ is dense in $\mathcal{L}(\mathcal{H})$.

Using techniques of complex geometry and K-theory, Jiang and others obtained the similarity classification of Cowen-Douglas operators. Following this result, we get the similarity classification of stably finite (SI) decomposable operators.

Corollary 3.12 Let $A, B \in \mathcal{L}(\mathcal{H})$, such that $A, B$ both have unique stably finite (SI) decomposition up to similarity. Assume $A=A_{1}^{\left(n_{1}\right)} \oplus A_{2}^{\left(n_{2}\right)} \oplus \cdots \oplus A_{k}^{\left(n_{k}\right)}$, where $0 \neq n_{i} \in$ $N, A_{i} \in(\mathrm{SI}), i=1,2, \ldots, k$, and $A_{i} \nsim A_{j}$, when $A_{i} \nsim A_{j}$. Then $A \sim B$ if and only if
(i) $\quad\left(K_{0}\left(\mathcal{A}^{\prime}(A \oplus B)\right), \bigvee\left(\mathcal{A}^{\prime}(A \oplus B)\right), I\right) \cong\left(Z^{(k)}, N^{(k)}, 1\right)$;
(ii) The isomorphism $h$ from $\bigvee\left(\mathcal{A}^{\prime}(A \oplus B)\right)$ to $N^{(k)}$ sends $[I]$ to $\left(2 n_{1}, 2 n_{2}, \ldots, 2 n_{k}\right)$, i.e., $h([I])=2 n_{1} e_{1}+2 n_{2} e_{2}+\cdots+2 n_{k} e_{k}$, where $I$ is the unit of $\mathcal{A}^{\prime}(A \oplus B)$ and $\left\{e_{i}\right\}_{i=1}^{k}$ are the generators of $N^{(k)}$.
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