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#### Abstract

Consider the additive effects outliers (A.O.) model where one observes $Y_{j, n}=X_{j}+v_{j, n}, 0 \leq j \leq$ $n$, with $$
X_{j}=\rho X_{j-1}+\varepsilon_{j}, \quad j=0, \pm 1, \pm 2, \ldots,|\rho|<1 .
$$

The sequence of r.v.s $\left\{X_{j}, j \leq n\right\}$ is independent of $\left\{v_{j, n}, 0 \leq j \leq n\right\}$ and $v_{j, n}, 0 \leq j \leq n$, are i.i.d. with d.f. $\left(1-\gamma_{n}\right) I[x \geq 0]+\gamma_{n} L_{n}(x), x \in \mathbf{R}, 0 \leq \gamma_{n} \leq 1$, where the d.f.s $L_{n}, n \geq 0$, are not necessarily known and $\varepsilon_{j}$ 's are i.i.d.. This paper discusses the asymptotic behavior of functional least squares estimators under the above model. Uniform consistency and uniform strong consistency of these estimators are proven. The weak convergence of these estimators to a Gaussian process and their asymptotic biases are also discussed under the above A.O. model.
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## 0. Introduction

Let $F$ and $L_{n}, n \geq 0$, be distribution functions (d.f.s) on the real line $\mathbf{R}$. Throughout this paper $F$ is assumed to have a density $f \geq 0$. Let $\left\{\gamma_{n}, n \geq 0\right\}$ be a sequence of numbers in $[0,1]$ converging to 0 as $n \rightarrow \infty$. Define

$$
\begin{equation*}
\beta_{n}(x):=\left(1-\gamma_{n}\right) I[x \geq 0]+\gamma_{n} L_{n}(x), \quad x \in \mathbf{R}, \tag{0.1}
\end{equation*}
$$

where $I[A]$ denotes the indicator function of the event $A$. Let $\varepsilon_{j}, j=$ $0, \pm 1, \pm 2, \ldots$, be independent and identically distributed (i.i.d.) $F$ random variables (r.v.s), such that the first moment of $\varepsilon_{0}$ exists and $E \varepsilon_{0}=0$. Let $v_{j, n}$, $0 \leq j \leq n$, be i.i.d. $\beta_{n}$ r.v.s.

[^0]We consider the model in which one observes, at stage $n$, r.v.s $Y_{j, n}, 0 \leq$ $j \leq n$, satisfying

$$
\begin{equation*}
Y_{j, n}=X_{j}+v_{j, n}, \quad j=0,1, \ldots, n, \tag{0.2}
\end{equation*}
$$

with $\left\{X_{j}\right\}$ obeying the autoregressive model of order one $(\operatorname{AR}(1))$, viz.

$$
\begin{equation*}
X_{j}=\rho X_{j-1}+\varepsilon_{j}, \quad|\rho|<1, j=0, \pm 1, \pm 2, \ldots, \tag{0.3}
\end{equation*}
$$

where $\left\{X_{j}\right\}$ is stationary. Moreover, $\left\{X_{j}, j \leq n\right\}$ is assumed to be independent of $\left\{v_{j, n}, 0 \leq j \leq n\right\}, n \geq 0$. This paper studies the problem of estimating $\rho$.

Denby and Martin [5] called the model in (0.2) and (0.3) the additive effects outliers (A.O.) model. All the above assumptions on $\left\{Y_{j}, 0 \leq j \leq n\right\}$, $\left\{X_{j}\right\},\left\{v_{j, n}, 0 \leq j \leq n\right\}$ and $\left\{\varepsilon_{j}\right\}$ will be referred to as the model assumptions. The assumptions on $\left\{v_{j, n}, 0 \leq j \leq n\right\}$ reflect the situation in which the outliers are isolated in nature. Isolated outliers are defined by Martin and Yohai [9] as the outliers any pair of which are separated in time by a nonoutlier. In [9, Theorem 5.2 and Comment 5.1] they also made the assumption of independence of the process $\left\{X_{j}, j \leq n\right\}$ and $\left\{v_{j, n}, j=0,1,2, \ldots, n\right\}, n \geq 0$.

Denby and Martin [5] studied the least squares estimator, $M$-estimators and a class of generalized $M$-estimators ( $G M$-estimators) of $\rho$ under the above models; they took $F$ and $L_{n}$ to be $\mathscr{N}\left(0, \sigma_{\varepsilon}^{2}\right)$ and $\mathscr{N}\left(0, \sigma^{2}\right)$, respectively. Under their A.O. model all of these estimators have non-vanishing asymptotic biases with a possible reduction in biases for GM-estimators.

Heathcote and Welsh [7] proposed a class of minimum distance estimators $\hat{\boldsymbol{\rho}}_{n}(s)$ of the vector $\boldsymbol{\rho}$ in an autoregressive model of order $k$, defined so as to minimize

$$
M_{n}(\mathbf{t}, s)=-s^{-2} \log \left|(n-k)^{-1} \sum_{j=k+1}^{n} \exp \left\{i s\left(X_{j}-\mathbf{X}_{j-1}^{\prime} \mathbf{t}\right)\right\}\right|^{2}
$$

as a function of $\mathbf{t}$, where $\mathbf{X}_{j-1}^{\prime}=\left(X_{j-1}, X_{j-2}, \ldots, X_{j-k}\right)$.
We shall study the behavior of this class of estimators of $\rho \in(-1,1)$, when $k=1$, under the A.O. model (0.2)-(0.3).

Before proceeding further, observe that the process $\left\{X_{j}\right\}$ is stationary ergodic and $X_{j-1}$ is independent of $\varepsilon_{j}, j \geq 1$. From the assumptions on $v_{j, n}$ 's and $X_{j}$ 's it can be seen for each $n$, that the process $\left\{\left(X_{j}, v_{j, n}\right), 0 \leq j \leq n\right\}$ is stationary ergodic and hence so is $\left\{Y_{j, n}, 0 \leq j \leq n\right\}$. These observations will be used in the sequel repeatedly.

Notation. Throughout this paper, by $o_{p}(1)\left(O_{p}(1)\right)$ is meant a sequence of r.v.s that converges to zero in probability (is tight or bounded in probability); the asymptotic bias of $\hat{\rho}(s)$ is defined as the mean of the asymptotic distribution of $\sqrt{n}[\hat{\rho}(s)-\rho]$. Also, let $Z_{n}$ be a r.v. with d.f. $L_{n}, n \geq 0$.

## 1. Definition of a class of estimators

Define $\mathscr{S}:=[-b,-a] \cup[a, b], 0<a<b$,

$$
M_{n}(t, s)= \begin{cases}-s^{-2} \log \left|n^{-1} \sum_{j=1}^{n} \exp \left\{i s\left[Y_{j, n}-Y_{j-1, n} t\right]\right\}\right|^{2} & \text { if } s \in \mathscr{S}  \tag{1.1}\\ \frac{1}{n} \sum_{j=1}^{n}\left(Y_{j, n}-Y_{j-1, n} t\right)^{2} & \text { if } s=0\end{cases}
$$

Let $K$ be a compact set containing the true parameter $\rho$ in its nonempty interior. Then $\hat{\rho}_{n}(s)$ for each $s \in \mathscr{S} \cup\{0\}$ denotes a measurable minimizer of $M_{n}(\cdot, s)$ when restricted to $K$. For $M_{n}$ as in (1.1), $\hat{\rho}_{n}$ can be uniquely defined to be sample continuous on $\mathscr{S}$. Further $\hat{\rho}_{n}(s)$ satisfies

$$
\begin{equation*}
\inf _{t \in K} M_{n}(t, s)=M_{n}\left(\hat{\rho}_{n}(s), s\right) . \tag{1.2}
\end{equation*}
$$

Note that $\hat{\rho}_{n}(0)$ is the least squares estimator which has been studied in detail by Denby and Martin [5] under the A.O. model; hence we shall not allow $s$ to be zero.
2. Uniform (strong) consistency of $\hat{\rho}_{n}(s), s \in \mathscr{S}$

In this section we prove uniform (strong) consistency of the estimators $\hat{\rho}_{n}(s), s \in \mathscr{S}$. The idea of the proof for this result is taken from [4] and [7].

Lemma 2.1. For each $n$, let $Y_{j, n}=X_{j, n}+v_{j, n}, j=0,1, \ldots, n$, be r.v.s. Let $\kappa_{n}=n^{-1} \sum_{j=1}^{n}\left|v_{j, n}\right| \wedge 1$. Let $K_{n} \subset \mathbf{R}^{2}$ be such that

$$
c_{1, n}=\sup _{(t, s) \in K_{n}}\{|s|\}, \quad c_{2, n}=\sup _{(t, s) \in K_{n}}\{|s t|\} \quad \text { and } \quad c_{1, n}+c_{2, n} \leq c<\infty .
$$

Then
(2.1) $\sup _{(t, s) \in K_{n}}\left|n^{-1} \sum_{j=1}^{n}\left[\exp \left\{i s\left[Y_{j, n}-t Y_{j-1, n}\right]\right\}-\exp \left\{i s\left[X_{j, n}-t X_{j-1, n}\right]\right\}\right]\right|$

$$
\leq[(c+2) \vee 4] \kappa_{n} .
$$

Proof. The triangle inequality and $\left|e^{i t}-e^{i s}\right| \leq|t-s| \wedge 2, t, s \in \mathbf{R}$, show that the 1.h.s. of (2.1) can be bounded by

$$
\begin{equation*}
n^{-1} \sum_{j=1}^{n}\left[\left\{c_{1, n}\left|v_{j, n}\right|+c_{2, n}\left|v_{j-1, n}\right|\right\} \wedge 2\right] \tag{2.2}
\end{equation*}
$$

The expression inside the sum in (2.2) is bounded by $\left[c_{1, n}\left|v_{j, n}\right| \wedge 2\right]+\left[c_{2, n}\left|v_{j-1, n}\right|\right.$ $\wedge 2]$. The r.h.s. of (2.2) is now dominated by $\left[\left(c_{1, n} \vee 2\right)+\left(c_{2, n} \vee 2\right)\right] \kappa_{n}$. From which the lemma follows.

REMARK. Under condition

$$
\begin{equation*}
\text { (a) } \kappa_{n} \rightarrow 0 \text { in probability or (b) } \sum_{n=0}^{\infty} E \kappa_{n}<\infty \tag{2.3}
\end{equation*}
$$

the l.h.s. of (2.1) converges to zero in probability or a.s., the latter follows from the Markov inequality and the Borel-Cantelli Lemma applied to $\kappa_{n}$. In the case when $v_{j, n}$ are $\beta_{n}$ distributed for any d.f. $L_{n}$ as in (0.1), $E \kappa_{n}=$ $n^{-1}(n+1) \gamma_{n} E\left\{\left|Z_{n}\right| \wedge 1\right\}$, and thus $\gamma_{n}=o(1)$ or $\sum \gamma_{n}<\infty$ become sufficient conditions for (a) or (b). Further note from here on we shall supress the $n$ in the random variables (r.v.s) $Y_{j, n}$ and $v_{j, n}$.

Lemma 2.2. If $\phi_{n}(\mathbf{t})$ are characteristic functions on $\mathbf{R}^{k}$ such that $\phi_{n}(\mathbf{t}) \rightarrow$ $\phi(\mathbf{t})$ for each $\mathbf{t} \in \mathbf{R}^{k}$, then for any compact subset $K$ of $\mathbf{R}^{k}$

$$
\sup _{\mathbf{t} \in K}\left|\phi_{n}(\mathbf{t})-\phi(\mathbf{t})\right| \rightarrow 0
$$

Proof. The proof follows from Ash [1, Theorem 3.2.9].
Lemma 2.3. Let $X_{1}, X_{2}, \ldots$ be a sequence of strictly stationary and ergodic random vectors taking values in $\mathbf{R}^{k}$. Then

$$
\begin{equation*}
P\left(\varlimsup_{n} \sup _{-\infty<x_{1}, x_{2}, \ldots, x_{k}<\infty}\left|F_{n}\left(x_{1}, \ldots, x_{k}\right)-F\left(x_{1}, \ldots, x_{k}\right)\right|=0\right)=1 \tag{2.4}
\end{equation*}
$$

where $F_{n}\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ is the joint empirical distribution function based on $X_{1}, \ldots, X_{n}$ and $F\left(x_{1}, \ldots, x_{k}\right)$ is the joint distribution of the random vector $X_{1}$.

Proof. See [11] and [6].
To state the next lemma, let

$$
\begin{equation*}
D_{n}(t, s)=\left|\frac{1}{n} \sum_{j=1}^{n} \exp \left\{i s\left(Y_{j}-t Y_{j-1}\right)\right\}-\phi_{\varepsilon_{1}}(s) \phi_{X_{0}}(s[\rho-t])\right|, \tag{2.5}
\end{equation*}
$$

$(t, s) \in K \times \mathscr{S}$, where $\phi_{X}$ denotes the characteristic function of a r.v. $X$.

Lemma 2.4. Let $\left\{X_{j}\right\}$ be as in (0.3) with $\varepsilon_{j}$ 's i.i.d.. Let $v_{j, n}$ 's be as in Lemma 2.1. Then
(a) under (a) of (2.3)

$$
\begin{equation*}
\sup _{(t, s) \in K \times \mathscr{S}} D_{n}(t, s) \rightarrow 0 \quad \text { in probability } \tag{2.6}
\end{equation*}
$$

and
(b) under (b) of (2.3), (2.6) holds with convergence in probability replaced by a.s. convergence.

Proof. We shall give the proof of (b). The proof of (a) follows similarly. From the triangle inequality we get

$$
\begin{align*}
D_{n}(t, s) \leq & \left|n^{-1} \sum_{j=1}^{n} \exp \left\{i s\left(Y_{j}-Y_{j-1} t\right)\right\}-n^{-1} \sum_{j=1}^{n} \exp \left\{i s\left(X_{j}-X_{j-1} t\right)\right\}\right|  \tag{2.7}\\
& +\left|n^{-1} \sum_{j=1}^{n} \exp \left\{i s\left(X_{j}-X_{j-1} t\right)\right\}-\phi_{\varepsilon_{1}}(s) \phi_{X_{0}}(s[\rho-t])\right|
\end{align*}
$$

That the first term on the r.h.s. of (2.7) goes to zero a.s. follows from condition (b) of (2.3). Since $\left\{\left(X_{j-1}, \varepsilon_{j}\right)\right\}$ is a stationary ergodic sequence, Lemma 2.3 yields

$$
\begin{align*}
1 & =P\left(\sup _{x_{1}, x_{2} \in \mathbf{R}}\left|n^{-1} \sum_{j=1}^{n} I\left[\varepsilon_{j} \leq x_{1}, X_{j-1} \leq x_{2}\right]-F_{\varepsilon_{1}}\left(x_{1}\right) F_{X_{0}}\left(x_{2}\right)\right| \rightarrow 0\right)  \tag{2.8}\\
& \leq P\left(\underset{\left(s_{1}, s_{2}\right) \in K_{1} \times K_{2}}{ }\left|\sum_{j=1}^{n} \exp \left\{i s_{1} \varepsilon_{j}+i s_{2} X_{j-1}\right\}-\phi_{\varepsilon_{1}}\left(s_{1}\right) \phi_{X_{0}}\left(s_{2}\right)\right| \rightarrow 0\right),
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are any compact subsets of $R$. The inequality (2.8) follows from the Continuity Theorem and Lemma 2.2. In particular, taking $K_{1}=\mathscr{S}$ and $K_{2}=\{s(\rho-t): s \in \mathscr{S}, t \in K\}$ in (2.8), we get

$$
\begin{equation*}
P\left(\sum_{(t, s) \in K \times \mathscr{S}}\left|n^{-1} \sum_{j=1}^{n} \exp \left\{i s\left(X_{j}-X_{j-1} t\right)\right\}-\phi_{\varepsilon_{1}}(s) \phi_{X_{0}}(s[\rho-t])\right| \rightarrow 0\right)=1 \tag{2.9}
\end{equation*}
$$

Now the lemma follows from (2.7) and (2.9).
Next, set

$$
\begin{equation*}
M(t, s)=-s^{-2} \log \left|\phi_{\varepsilon_{1}}(s) \phi_{X_{0}}(s[\rho-t])\right|^{2}, \quad(t, s) \in K \times \mathscr{S} \tag{2.10}
\end{equation*}
$$

Note that
(2.11)
$M(t, s) \geq M(\rho, s)$ for all $s$ and hence $\inf _{t \in K} M(t, s)=M(\rho, s)$ for all $s$.
Theorem 2.5. Let $X_{j}$ 's and $v_{j, n}$ 's be as in Lemma 2.4 with
(2.12) $\left|\phi_{\varepsilon_{1}}(s)\right|>0$ and $0<\left|\phi_{X_{0}}(s[\rho-t])\right|<1, \quad s \in \mathscr{S}$ and $t \in K-\{\rho\}$.

Then the following statements hold.
(a) Under (a) of (2.3),

$$
\begin{equation*}
\sup _{S \in \mathscr{S}}\left|\hat{\rho}_{n}(s)-\rho\right| \rightarrow 0 \quad \text { in probability. } \tag{2.13}
\end{equation*}
$$

(b) Under (b) of (2.3), (2.13) holds with probability convergence replaced by almost sure convergence.

Proof. The proof of (b) is as in [4, Theorem 4.1]. We shall give the proof of (a). From (1.1) and (2.10),

$$
\left|M_{n}(t, s)-M(t, s)\right| \leq C_{0} \log \left[\left\{D_{n}(t, s) /\left|\phi_{\varepsilon_{1}}(s)\right|^{2}\left|\phi_{X_{0}}(s[\rho-t])\right|^{2}\right\}+1\right]
$$

where $C_{0}=\sup \left\{s^{-2}: s \in \mathscr{S}\right\}$. Since

$$
\inf _{(s, t) \in \mathscr{S} \times K}\left|\phi_{\varepsilon_{1}}(s)\right|^{2}\left|\phi_{X_{0}}(s[\rho-t])\right|^{2}>0,
$$

Lemma 2.4 and the above inequality imply that

$$
\begin{equation*}
\sup _{(t, s) \in K \times \mathscr{S}}\left|M_{n}(t, s)-M(t, s)\right|=o_{p}(1) \tag{2.14}
\end{equation*}
$$

From (1.2), (2.11) and (2.14)

$$
\begin{equation*}
\sup _{s \in \mathscr{S}}\left|M_{n}\left(\hat{\rho}_{n}(s), s\right)-M(\rho, s)\right|=\sup _{s \in \mathscr{S}}\left|\inf _{t \in K} M_{n}(t, s)-\inf _{t \in K} M(t, s)\right|=o_{p}(1) \tag{2.15}
\end{equation*}
$$

For $\delta>0$, let $K(\delta)=K-\{t:|t-\rho|<\delta\}$. Then, (2.14) also implies

$$
\begin{equation*}
\sup _{s \in \mathscr{S}}\left|\inf _{t \in K(\delta)} M_{n}(t, s)-\inf _{t \in K(\delta)} M(t, s)\right|=o_{p}(1) . \tag{2.16}
\end{equation*}
$$

Suppose that

$$
\begin{equation*}
\sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n}(s)-\rho\right| \text { does not converge to zero in probability. } \tag{2.17}
\end{equation*}
$$

Then there exists $\eta_{0}, \eta_{1}>0$ and a sequence of integers $n_{k} \uparrow \infty$ such that

$$
\begin{equation*}
P\left(\sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n_{k}}(s)-\rho\right|>\eta_{1}\right)>\eta_{0} \tag{2.18}
\end{equation*}
$$

Let

$$
\eta=3^{-1} \inf _{s \in \mathscr{S}}\left|M(\rho, s)-\inf _{t \in K\left(\eta_{1}\right)} M(t, s)\right|
$$

From assumption (2.12), $\eta>0$. From (2.15), (2.16) and (2.18), there exists $k_{0}\left(\eta, \eta_{0}\right)$ such that for all $k>k_{0}\left(\eta, \eta_{0}\right)$

$$
\begin{align*}
& \eta_{0}<P\left[\sup _{s \in \mathscr{S}}\left|M_{n_{k}}\left(\hat{\rho}_{n_{k}}(s), s\right)-M(\rho, s)\right|<\eta, \sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n_{k}}(s)-\rho\right|>\eta_{1}\right]+\eta_{0} / 2  \tag{2.19}\\
& <P\left[\sup _{S \in \mathscr{S}}\left|M_{n_{k}}\left(\hat{\rho}_{n_{k}}(s), s\right)-M(\rho, s)\right|<\eta, \sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n_{k}}(s)-\rho\right|>\eta_{1},\right. \\
& \left.\sup _{s \in \mathscr{S}}\left|\inf _{t \in K\left(\eta_{1}\right)} M_{n_{k}}(t, s)-\inf _{t \in K\left(\eta_{1}\right)} M(t, s)\right|<\eta\right] \\
& +P\left[\sup _{s \in \mathscr{S}}\left|M_{n_{k}}\left(\hat{\rho}_{n_{k}}(s), s\right)-M(\rho, s)\right|<\eta, \sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n_{k}}(s)-\rho\right|>\eta_{1},\right. \\
& < \\
& <\sup \left|\inf _{s \in \mathscr{S}}\right| \sup _{s \in \mathscr{S}} \mid M_{n_{k}}\left(\hat{\rho}_{n_{k}}(s), s\right)-M\left(\eta_{n_{k}}(t, s)-\inf _{t \in K\left(\eta_{1}\right)} M(t, s) \mid \geq \eta\right]+\eta_{0} / 2 \\
& \left.\sup _{s \in \mathscr{S}}\left|\inf _{t \in K\left(\eta_{1}\right)} M_{n_{k}}(t, s)-\inf _{t \in K\left(\eta_{1}\right)} M(t, s)\right|<\eta\right]+3 \eta_{0} / 4 .
\end{align*}
$$

From the definition of $\eta$, the first term on the r.h.s. of $(2.19)$ is zero, which leads to a contradiction. Therefore (2.17) must be false and hence the result.

Remark. If the distribution of $\varepsilon_{1}$ is infinitely divisible then $\left|\phi_{\varepsilon_{1}}\right|>0$; hence so is $\left|\phi_{X_{1}}\right|>0$. Also, if the distribution of $\varepsilon_{1}$ is lattice type then $\left|\phi_{X_{1}}(s)\right|<1$, for all $s \in \mathbf{R}-\{0\}$, follows from $\phi_{X_{1}}(s)=\phi_{X_{0}}(\rho s) \phi_{\varepsilon_{1}}(s)$ and [3, Theorem 6.4.7]. Thus from the above conditions on $\varepsilon_{1}$, condition (2.12) is satisfied.

The proof of Theorem 2.5 does not use the existence of $f$ nor does it use any of the moments of $\varepsilon_{0}$ or $Z_{n}$. Note that under the assumptions $\varepsilon_{j}$ 's i.i.d. and $|\rho|<1,\left\{X_{j}\right\}$ of $(0.3)$ is invertible and strictly stationary ergodic.
3. Weak convergence of the process $\sqrt{n}\left(\hat{\rho}_{n}(s)-\rho\right), s \in \mathscr{S}$

In this section we prove the weak convergence of $\sqrt{n}\left[\hat{\rho}_{n}(\cdot)-\rho\right]$ as a $C(\mathscr{S})$ valued random element. The idea of the proof for this result is taken from [7]. The C.L.T. given by [12] and [13] has been used to prove its finite dimensional distribution convergence. We also discuss the behavior of its asymptotic bias.

Recall from (1.1) that to minimize $M_{n}(t, s)$ w.r.t $t$ is equivalent to maximizing $U_{n}^{2}(t, s)+V_{n}^{2}(t, s)$, where for $(t, s) \in K \times \mathscr{S}$,

$$
\begin{align*}
U_{n}(t, s) & =n^{-1} \sum_{j=1}^{n} \cos \left(s\left[Y_{j}-t Y_{j-1}\right]\right)  \tag{3.1}\\
V_{n}(t, s) & =n^{-1} \sum_{j=1}^{n} \sin \left(s\left[Y_{j}-t Y_{j-1}\right]\right) \quad \text { and } \\
U_{n} & \equiv V_{n} \equiv 0, \quad \text { otherwise }
\end{align*}
$$

## Let

$$
m_{n} \equiv 2^{-1} s^{-2}(\partial / \partial t)\left(U_{n}^{2}+V_{n}^{2}\right)
$$

Then

$$
m_{n}(t, s)=\left\{\begin{array}{l}
-\frac{1}{n s} \sum_{j=1}^{n} Y_{j-1}\left\{U_{n} \sin \left(s\left[Y_{j}-t Y_{j-1}\right]\right)-V_{n} \cos \left(s\left[Y_{j}-t Y_{j-1}\right]\right)\right\}  \tag{3.2}\\
0, \text { otherwise. }
\end{array} \quad(t, s) \in K \times \mathscr{S},\right.
$$

By the Taylor series expansion, we obtain

$$
\begin{equation*}
m_{n}\left(\hat{\rho}_{n}(s), s\right)=m_{n}(\rho, s)+\left.\frac{\partial}{\partial t} m_{n}(t, s)\right|_{t=\bar{\rho}(s)}\left[\hat{\rho}_{n}(s)-\rho\right] \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\bar{\rho}_{n}(s)-\rho\right| \leq\left|\hat{\rho}_{n}(s)-\rho\right|, \quad s \in \mathscr{S} . \tag{3.4}
\end{equation*}
$$

Theorem 3.1 below shows that $\left.(\partial / \partial t) m_{n}(t, s)\right|_{t=\bar{\rho}(s)}$, uniformly in $s$, converges in probability to a negative number. Hence

$$
\begin{equation*}
\sup _{s \in \mathscr{S}}\left|m_{n}\left(\hat{\rho}_{n}(s), s\right)\right|=o_{p}(1) \tag{3.5}
\end{equation*}
$$

Thus from (3.3) and (3.5) we see that in order to prove the weak convergence of $\sqrt{n}\left(\hat{\rho}_{n}(s)-\rho\right)$, it suffices to study the weak convergence of the process
$m_{n}(\rho, s), s \in \mathscr{S}$. Before stating the next theorem, note that

$$
\begin{align*}
& \frac{\partial}{\partial t} m_{n}(t, s)=s^{-2}\left\{U_{n}(t, s) \frac{\partial^{2}}{\partial t^{2}} U_{n}(t, s)+V_{n}(t, s) \frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right.  \tag{3.6}\\
& \left.+\left[\frac{\partial}{\partial t} V_{n}(t, s)\right]^{2}+\left[\frac{\partial}{\partial t} U_{n}(t, s)\right]^{2}\right\}, \\
& t \in K, s \in \mathscr{S}, \\
& \frac{\partial}{\partial t} U_{n}(t, s)=-s n^{-1} \sum_{j=1}^{n} Y_{j-1} \sin \left(s\left[Y_{j}-t Y_{j-1}\right]\right), \\
& \frac{\partial}{\partial t} V_{n}(t, s)=s n^{-1} \sum_{j=1}^{n} Y_{j-1} \cos \left(s\left[Y_{j}-t Y_{j-1}\right]\right), \\
& \frac{\partial^{2}}{\partial t^{2}} U_{n}(t, s)=-s^{2} n^{-1} \sum_{j=1}^{n} Y_{j-1}^{2} \cos \left(s\left[Y_{j}-t Y_{j-1}\right]\right),  \tag{3.7}\\
& \frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)=-s^{2} n^{-1} \sum_{j=1}^{n} Y_{j-1}^{2} \sin \left(s\left[Y_{j}-t Y_{j-1}\right]\right),
\end{align*}
$$

for all $(t, s) \in K \times \mathscr{S}$. From here on it will be understood that sup is taken over all $s \in \mathscr{S}$, unless specified otherwise.

Theorem 3.1. In addition to the assumptions of Theorem 2.5(a) and all the model assumptions (0.1)-(0.3), assume $\varlimsup_{n} E Z_{n}^{2}<\infty$. Then

$$
\begin{equation*}
\left.\sup _{s \in \mathscr{S}}\left|\frac{\partial}{\partial t} m_{n}(t, s)\right|_{t=r(s)}+\left|\phi_{\varepsilon_{1}}(s)\right|^{2} E X_{0}^{2} \right\rvert\,=o_{p}(1) \tag{3.8}
\end{equation*}
$$

with $r=\hat{\rho}_{n}$ or $\bar{\rho}_{n}$.

Proof. Throughout this proof we shall need sup of each of the following random functions

$$
\begin{equation*}
\left|U_{n}\right|,\left|V_{n}\right|,\left|\frac{\partial}{\partial t} U_{n}\right|,\left|\frac{\partial}{\partial t} V_{n}\right|,\left|\frac{\partial^{2}}{\partial t^{2}} U_{n}\right|,\left|\frac{\partial^{2}}{\partial t^{2}} V_{n}\right| \tag{3.9}
\end{equation*}
$$

taken over all $(t, s) \in K \times \mathscr{S}$, to be bounded in probability, which is evident from (3.1), (3.7), $E \varepsilon_{0}^{2}<\infty$, the Stationary Ergodic Theorem and

$$
\begin{equation*}
E n^{-1} \sum_{j=1}^{n} v_{j-1}^{2}=\gamma_{n} E Z_{n}^{2} \rightarrow 0 \tag{3.10}
\end{equation*}
$$

which in turn follows from $\varlimsup_{n} E Z_{n}^{2}<\infty$.

We shall now prove (3.8) with $r=\bar{\rho}_{n}$; the proof for $r=\hat{\rho}_{n}$ is exactly the same. From the triangle inequality the expression inside the sup on the l.h.s. of (3.8) can be bounded by

$$
\begin{align*}
& \left.\left|\frac{\partial}{\partial t} m_{n}(t, s)\right|_{t=\bar{\rho}(s)}-\left.\frac{\partial}{\partial t} m_{n}(t, s)\right|_{t=\bar{\rho}(s)} ^{Y=X} \right\rvert\,  \tag{3.11}\\
& \left.\quad+\left|\frac{\partial}{\partial t} m_{n}(t, s)\right|_{\substack{t=\bar{\rho}(s) \\
Y=X}}-\left.\frac{\partial}{\partial t} m_{n}(t, s)\right|_{\substack{t=\rho \\
Y=X}} \right\rvert\, \\
& \left.\quad+\left|\frac{\partial}{\partial t} m_{n}(t, s)\right|_{\substack{t=\rho \\
Y=X}}+\left|\phi_{\varepsilon_{1}}(s)\right|^{2} E X_{0}^{2} \right\rvert\,
\end{align*}
$$

Here, and in what follows, $\left.\right|_{\substack{t=\rho \\ Y=X}}$ means that in the given expression replace $Y_{j}$ by $X_{j}$ and $t$ by $\rho$, etc. The first term in (3.11) can be dominated by

$$
\begin{align*}
& C_{0}\left[\left.\left|\frac{\partial^{2}}{\partial t^{2}} U_{n}(t, s)\right|_{t=\bar{\rho}(s)}-\left.\frac{\partial^{2}}{\partial t^{2}} U_{n}(t, s)\right|_{\substack{t=\bar{\rho}(s) \\
Y=X}} \right\rvert\,\right.  \tag{3.12}\\
& \left.\quad+\left.\left|U_{n}(\bar{\rho}(s), s)-U_{n}(\bar{\rho}(s), s)\right|_{Y=X}| | \frac{\partial^{2}}{\partial t^{2}} U_{n}(t, s)\right|_{\substack{t=\bar{\rho}(s) \\
Y=X}} \right\rvert\, \\
& \left.\quad+\left|\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{t=\bar{\rho}(s)}-\left.\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{t=\bar{\rho}(s) \\
Y=X}} \right\rvert\, \\
& \left.\quad+\left.\left|V_{n}(\bar{\rho}(s), s)-V_{n}(\bar{\rho}(s), s)\right|_{Y=X}| | \frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{t=\bar{\rho}(s) \\
Y=X}} \right\rvert\, \\
& \quad+\left|\left[\left.\frac{\partial}{\partial t} U_{n}(t, s)\right|_{t=\bar{\rho}(s)}\right]^{2}-\left[\left.\frac{\partial}{\partial t} U_{n}(t, s)\right|_{t=\bar{\rho}(s)} ^{Y=X}\right]^{2}\right| \\
& \left.\left.+\left\lvert\,\left[\left.\frac{\partial}{\partial t} V_{n}(t, s)\right|_{t=\bar{\rho}(s)}\right]^{2}-\left[\left.\frac{\partial}{\partial t} V_{n}(t, s)\right|_{t=\bar{\rho}(s)} ^{Y=X}\right]^{2}\right.\right]^{2}\right]
\end{align*}
$$

That the sup norms of the second, fourth, fifth and sixth terms in (3.12) go to zero in probability follows from (3.1), (3.7), (3.9), (3.10), the Lipschitz property of the sine and cosine functions, the Stationary Ergodic Theorem and

$$
\begin{equation*}
\sup _{s \in \mathscr{P}}|\bar{\rho}(s)|=O_{p}(1), \tag{3.13}
\end{equation*}
$$

which in turn follows from Theorems $2.5(\mathrm{a})$ and (3.4). As the sine and cosine share similar properties, it now remains only to show that the sup norm of the third term in (3.12) goes to zero in probability in order to prove that the
sup norm of (3.12) goes to zero in probability. Accordingly

$$
\begin{align*}
& \left\lvert\, \begin{array}{l}
\left.\left.\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{t=\bar{\rho}(s)}-\left.\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{t \bar{\rho}(s) \\
Y=X}} \right\rvert\, \\
\quad \leq s^{2} n^{-1}\left|\sum_{j=1}^{n} \sin \left(s\left[Y_{j}-\bar{\rho}(s) Y_{j-1}\right]\right)\left[Y_{j-1}^{2}-X_{j-1}^{2}\right]\right| \\
\quad+s^{2} n^{-1}\left|\sum_{j=1}^{n} X_{j-1}^{2}\left\{\sin \left(s\left[Y_{j}-\bar{\rho}(s) Y_{j-1}\right]\right)-\sin \left(s\left[X_{j}-\bar{\rho}(s) X_{j-1}\right]\right)\right\}\right|
\end{array} . .\right. \tag{3.14}
\end{align*}
$$

Let $C_{1}=\sup \left\{s^{2}\right\}$ and $C_{2}=\sup \left\{|s|^{3}\right\}$; then the r.h.s. of (3.14) can be dominated by

$$
\begin{align*}
& C_{1}\left[2 n^{-1} \sum_{j=1}^{n}\left|X_{j-1} v_{j-1}\right|+n^{-1} \sum_{j=1}^{n} v_{j-1}^{2}\right]  \tag{3.15}\\
& \quad+C_{2}\left[n^{-1} \sum_{j=1}^{n} X_{j-1}^{2}\left|v_{j}\right|+|\bar{\rho}(s)| n^{-1} \sum_{j=1}^{n} X_{j-1}^{2}\left|v_{j-1}\right|\right] .
\end{align*}
$$

This follows from ( 0.2 ), the fact that the sine function is bounded by 1 and Lipschitz of order 1 , with constant 1. That the sup norm of the expression (3.15) goes to zero in probability follows from (0.1), (3.10), (3.13), $E \varepsilon_{0}^{2}<\infty$, $\varlimsup_{n} E Z_{n}^{2}<\infty$, the Markov inequality applied to each of the averages in (3.15) and the independence of $\left\{X_{j}, j \leq n\right\}$ and $\left\{v_{j}, 0 \leq j \leq n\right\}$. This completes the proof that the sup norm of the first term of (3.11) is $o_{p}(1)$. We shall now show that the sup norm of the second term in (3.11) is $o_{p}(1)$. It can be dominated by

$$
\begin{align*}
& \left.\left.C_{0}\left|\frac{\partial^{2}}{\partial t^{2}} U(t, s)\right|_{t=\bar{\rho}(s)}^{Y=X} U_{n}(\bar{\rho}(s), s)\right|_{Y=X}-\left.\left.\frac{\partial^{2}}{\partial t^{2}} U_{n}(t, s)\right|_{\substack{t=\rho \\
Y=X}} U_{n}(\rho, s)\right|_{Y=X} \right\rvert\,  \tag{3.16}\\
& \left.\quad+\left.C_{0}\left|\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{Y=\bar{\rho}(s) \\
Y=X}} V_{n}(\bar{\rho}(s), s)\right|_{Y=X}-\left.\left.\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{t=\rho \\
Y=X}} V_{n}(\rho, s)\right|_{Y=X} \right\rvert\, \\
& \left.\quad+C_{0}\left|\left[\frac{\partial}{\partial t} V_{n}(t, s)\right]^{2}\right|_{\substack{t=\bar{\rho}(s) \\
Y=X}}-\left[\frac{\partial}{\partial t} V_{n}(t, s)\right]_{\substack{t=\rho \\
Y=X}} \right\rvert\, \\
& \quad+C_{0}\left|\left[\frac{\partial}{\partial t} U_{n}(t, s)\right]_{\substack{t=\bar{\rho}(s) \\
Y=X}}^{2}-\left[\frac{\partial}{\partial t} U_{n}(t, s)\right]_{\substack{t=\rho \\
Y=X}}^{2}\right| .
\end{align*}
$$

From (3.4), (3.7), (3.9), the Lipschitz property of the sine and cosine functions, Theorem 2.5(a) and the Stationary Ergodic Theorem, the sup norm of
the third and fourth terms in (3.16) goes to 0 in probability. Since the sine and cosine functions satisfy similar properties, to prove that the sup norm of the expression in (3.16) converges to zero in probability we only need now prove that the sup norm of the second term in (3.16) converges to zero in probability. It can be dominated by

$$
\begin{align*}
& \left.C_{0}\left|\left[\left.\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{t=\bar{\rho}(s) \\
Y=X}}-\left.\frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{t=\rho \\
Y=X}}\right] V_{n}(\bar{\rho}(s), s)\right|_{Y=X} \right\rvert\,  \tag{3.17}\\
& \left.\quad+C_{0}\left|\left[\left.V_{n}(\bar{\rho}(s), s)\right|_{Y=X}-\left.V_{n}(\rho, s)\right|_{Y=X}\right] \frac{\partial^{2}}{\partial t^{2}} V_{n}(t, s)\right|_{\substack{t=\rho \\
Y=X}} \right\rvert\,
\end{align*}
$$

From (3.1), (3.4), (3.9), the Lipschitz property of the sine function and Theorem 2.5 (a), we get that the sup norm of the second term in (3.17) goes to zero in probability. Let $s^{*}=\sup \{|s|\}$. The sup norm of the first term in (3.17) can be dominated by

$$
\begin{equation*}
C_{0} n^{-1} \sum_{j=1}^{n} X_{j-1}^{2}\left[\left\{s^{*}\left|X_{j-1} \sup _{s \in \mathscr{S}}\right| \hat{\rho}_{n}(s)-\rho \mid\right\} \wedge 2\right] \tag{3.18}
\end{equation*}
$$

this follows from (3.1), (3.4) and the sine function being bounded by 1 and the inequality $|\sin (s)-\sin (t)| \leq|s-t| \wedge 2, t, s \in \mathbf{R}$. It remains to prove that (3.18) goes to zero in probability. Let $\varepsilon>0$ be arbitrary. Then for all $n>n_{0}(m)$,

$$
\begin{align*}
& P\left(n^{-1} \sum_{j=1}^{n} X_{j-1}^{2}\left[\left\{s^{*}\left|X_{j-1}\right| \sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n}(s)-\rho\right|\right\} \wedge 2\right]>\varepsilon\right)  \tag{3.19}\\
& \quad \leq P\left(n^{-1} \sum_{j=1}^{n} X_{j-1}^{2}\left[\left\{s^{*}\left|X_{j-1}\right| \sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n}(s)-\rho\right|\right\} \wedge 2\right]>\varepsilon\right. \\
& \left.\qquad \sup _{s \in \mathscr{S}}\left|\hat{\rho}_{n}(s)-\rho\right| \leq \frac{1}{m}\right)+\frac{1}{m} \\
& \quad \leq \varepsilon^{-1} E X_{0}^{2}\left[\left\{s^{*}\left|X_{0}\right| \frac{1}{m}\right\} \wedge 2\right]+\frac{1}{m}
\end{align*}
$$

This follows from (2.16), the Markov inequality and the stationarity of $\left\{X_{j}\right\}$. In (3.19), taking limit as $n \rightarrow \infty$ and then as $m \rightarrow \infty$, we see that $E \varepsilon_{0}^{2}<\infty$ and the D.C.T. give that (3.18) converges to zero in probability.

Heathcote and Welsh [7, Theorem 2] proved that the sup norm of the third term in (3.11) goes to zero a.s. This completes the proof of (3.8) as well.

In order to prove the finite dimensional distribution convergence of the process $\sqrt{n}[\hat{\rho}(s)-\rho], s \in \mathscr{S}$, we shall use [12, Theorem 2.1] and [13] to prove the needed C.L.T. To achieve this consider the following lemmas. For the definition of $\alpha_{\xi}$-mixing set process see [12].

Lemma 3.2. Let $\theta_{n}$, $\omega$ be Borel measurable functions from $\mathbf{R}^{2}$ to $\mathbf{R}$ and $\xi_{j, n}=\theta_{n}\left(Y_{j-1, n}, Y_{j, n}\right), 1 \leq j \leq n, n \geq 1$. Let $Y_{j, n}=\omega\left(X_{j}, v_{j, n}\right)$, where $\left\{X_{j}, j=0, \pm 1, \pm 2, \ldots\right\}$ is a stationary process that is strongly $\alpha_{X}$-mixing $[8$, Definition 17.2.1] and the sequence of independent r.v.s $\left\{v_{j, n}, 0 \leq j \leq n\right\}$ is independent of $\left\{X_{j}, 0 \leq j \leq n\right\}, n \geq 0$. Then $\xi=\left\{\xi_{n}, n \geq 1\right\}$, where $\xi_{n}=\left\{\xi_{j, n}, 1 \leq j \leq n\right\}$, is strongly $\alpha_{\xi}$-mixing with

$$
\begin{equation*}
\alpha_{\xi} \leq \alpha_{X} . \tag{3.20}
\end{equation*}
$$

Proof. Let $\theta=\left(\xi_{1, n}, \ldots, \xi_{j, n}\right), \phi=\left(\xi_{j+k, n}, \ldots, \xi_{n, n}\right), I=\left[\left(\xi_{1, n}, \cdots, \xi_{j, n}\right) \in\right.$ $\left.B_{1}\right]$ and $J=\left[\left(\xi_{j+k, n}, \ldots, \xi_{n, n}\right) \in B_{2}\right]$, where $B_{1} \in \mathscr{B}\left(\mathbf{R}^{j}\right)$, the Borel $\sigma$-field, and $B_{2} \in \mathscr{B}\left(\mathbf{R}^{n-j-k+1}\right), 1 \leq j \leq n, 2+j \leq j+k \leq n$. Let us suppress the $n$ in $\boldsymbol{v}_{j, n}$ and define

$$
\begin{aligned}
& \phi_{1, j}: \mathbf{R}^{j+1} \rightarrow \mathbf{R}^{j}, \quad\left[x_{0}, x_{1}, \ldots, x_{j}\right] \rightarrow\left[\theta_{n}\left(x_{0}, x_{1}\right), \ldots, \theta_{n}\left(x_{j-1}, x_{j}\right)\right], \\
& T_{v, j+1}: \mathbf{R}^{j+1} \rightarrow \mathbf{R}^{j+1}, \quad\left[x_{0}, x_{1}, \ldots, x_{j}\right] \rightarrow\left[\omega\left(x_{0}, v_{0}\right), \ldots, \omega\left(x_{j}, v_{j}\right)\right],
\end{aligned}
$$

and $T_{\mathbf{v} *, n-j-k+2}$ by replacing, in $T_{v, j+1}, \mathbf{v}$ by $\mathbf{v}^{*}$ and $j$ by $n-j-k+1$, where $\mathbf{v}=\left(v_{0}, v_{1}, \ldots, v_{j}\right)$ and $\mathbf{v}^{*}=\left(v_{j+k-1}, \ldots, v_{n}\right)$. Then,

$$
\begin{align*}
& |P(I \cap J)-P(I) P(J)|  \tag{3.21}\\
& \quad=\mid P\left[\left\{\omega\left(X_{0}, v_{0}\right), \ldots, \omega\left(X_{j}, v_{j}\right)\right\} \in \phi_{1, j}^{-1}\left(B_{1}\right),\right. \\
& \left.\quad\left\{\omega\left(X_{j+k-1}, v_{j+k-1}\right), \ldots, \omega\left(X_{n}, v_{n}\right)\right\} \in \phi_{1, n-j-k+1}^{-1}\left(B_{2}\right)\right] \\
& \quad-P\left[\left\{\omega\left(X_{0}, v_{0}\right), \ldots, \omega\left(X_{j}, v_{j}\right)\right\} \in \phi_{1, j}^{-1}\left(B_{1}\right)\right] \\
& \quad P\left[\left\{\omega\left(X_{j+k-1}, v_{j+k-1}\right), \ldots, \omega\left(X_{n}, v_{n}\right)\right\} \in \phi_{1, n-j-k+1}^{-1}\left(B_{2}\right)\right] \mid \\
& \leq E\left[\mid P\left[\left(X_{0}, \ldots, X_{j}\right) \in T_{v, j+1}^{-1} \phi_{1, j}^{-1}\left(B_{1}\right),\left(X_{j+k-1}, \ldots, X_{n}\right)\right.\right. \\
& \left.\quad \in T_{v, n-j-k+2}^{*-1} \phi_{1, n-j-k+1}^{-1}\left(B_{2}\right)\right]
\end{aligned} \quad \begin{aligned}
& \quad P\left[\left(X_{0}, \ldots, X_{j}\right) \in T_{v, j+1}^{-1} \phi_{1, j}^{-1}\left(B_{1}\right)\right] P\left[\left(X_{j+k-1}, \ldots, X_{n}\right)\right. \\
& \left.\quad \in T_{v, n-j-k+2}^{*-1} \phi_{1, n-j-k+1}^{-1}\left(B_{2}\right)\right]\left|\mid\left(v_{0}, \ldots, v_{j}, v_{j+k-1}, \ldots, v_{n}\right)\right] .
\end{align*}
$$

Inequality (3.21) holds because for all $k \geq 2,\left(v_{0}, \ldots, v_{j}, v_{j+k-1}, \ldots, v_{n}\right)$ is a sequence of independent r.v.s and independent of $\left(X_{0}, \ldots, X_{n}\right)$. From the definition of strongly $\alpha$-mixing sequence of stationary r.v.s, and the stationarity of $\left\{X_{j}\right\}$, we see that the r.h.s. of (3.21) can be bounded by $\alpha_{X}$. Taking sup over all $B_{1}$ and $B_{2}$ in $\mathscr{B}\left(\mathbf{R}^{j}\right)$ and $\mathscr{B}\left(\mathbf{R}^{n-j-k+1}\right)$ and then taking max twice first over all $j$ 's in the set $\{1 \leq j \leq n-k\}$ and next over all $k$ 's in the set $\{k: k \leq n-1\}$, we get that (3.20) holds.

Remark. The proof of the Lemma 3.2 goes through even when $\omega$ and $\theta_{n}$ are replaced by $\omega_{n}$ and $\theta_{i . n}$ for each $j$ and $n$.

Lemma 3.3. Define $\xi_{j, n}$ as in Lemma 3.2 and satisfying all the conditions there.

In addition, let $\left\{v_{j, n}, 0 \leq j \leq n\right\}$ be identically distributed $\beta_{n}$, with $\gamma_{n} \in[0,1], \gamma_{n}=o(1)$ and $\alpha_{X}$ satisfying, for any $\eta>0$, $\sum_{j=1}^{\infty} \alpha_{X}(j)^{\eta}<\infty$.

Further let $\theta$ and $h$, be real valued Borel measurable functions with $\theta$ defined on $\mathrm{R}^{2}$ and $h$ on R , such that $\theta_{n}(x, y) \leq C h(x)$ and $\theta_{n}(x, y) \rightarrow \theta(x, y)$ for each $x, y \in \mathbf{R}, 0<C \in \mathbf{R}$.
Let for some $\delta>0$,

$$
\begin{equation*}
E\left|h\left(\omega\left(X_{0}\right)\right)\right|^{2+\delta}<\infty \quad \text { and } \quad \sup _{n} E \int\left|h\left(\omega\left(X_{0}, z\right)\right)\right|^{2+\delta} d L_{n}(z)<\infty \tag{3.24}
\end{equation*}
$$ where $\omega(\cdot)=\omega(\cdot, 0) ;$ then

$$
\begin{equation*}
n^{-1} \sigma_{n}^{2}=n^{-1} \operatorname{Var} \sum_{j=1}^{n} \xi_{j, n} \rightarrow \tau^{2} \tag{3.25}
\end{equation*}
$$

where

$$
\begin{align*}
\tau^{2}= & \operatorname{Var}\left[\theta\left(\omega\left(X_{0}\right), \omega\left(X_{1}\right)\right]\right.  \tag{3.26}\\
& +2 \sum_{j=1}^{\infty} \operatorname{Cov}\left[\theta\left\{\omega\left(X_{0}\right), \omega\left(X_{1}\right)\right\}, \theta\left\{\omega\left(X_{j}\right), \omega\left(X_{j+1}\right)\right\}\right]
\end{align*}
$$

Proof. From the definition of $Y_{j, n}$ 's and the conditions satisfied by $X_{j}$ 's and $v_{j, n}$ 's, $\left\{Y_{j, n}, 0 \leq j \leq n\right\}$ is stationary, and hence we can write

$$
\begin{equation*}
n^{-1} \sigma_{n}^{2}=\operatorname{Var}\left(\xi_{1, n}\right)+\frac{2}{n} \sum_{j=1}^{n-1}(n-j) \operatorname{Cov}\left[\theta_{n}\left(Y_{0, n}, Y_{1, n}\right), \theta_{n}\left(Y_{j, n}, Y_{j+1, n}\right)\right] \tag{3.27}
\end{equation*}
$$

From ( 0.1 ), the definition of $Y_{j, n}$ 's and the conditions satisfied by $X_{j}$ 's and $v_{j, n}$ 's,

$$
\begin{align*}
\operatorname{Var}\left(\xi_{1, n}\right)= & \left(1-\gamma_{n}\right)^{2} E \theta_{n}^{2}\left\{\omega\left(X_{0}\right), \omega\left(X_{1}\right)\right\}  \tag{3.28}\\
& +\gamma_{n}\left(1-\gamma_{n}\right) E \int \theta_{n}^{2}\left\{\omega\left(X_{0}\right), \omega\left(X_{1}, z\right)\right\} d L_{n}(z) \\
& +\gamma_{n} E \int \theta_{n}^{2}\left\{\omega\left(X_{0}, z\right), \omega\left(X_{1}, v_{1, n}\right)\right\} d L_{n}(z)-\left(E \xi_{1, n}\right)^{2}
\end{align*}
$$

which in turn converges to the first term on the r.h.s. of (3.26). The above convergence follows from $\gamma_{n}=o(1)$, (3.23), (3.24) and the D.C.T. From ( 0.1 ), the definition of $Y_{j, n}$ 's and the conditions satisfied by $X_{j}$ 's and $v_{j, n}$ 's for $j \geq 2$, we get
$\operatorname{Cov}\left[\theta_{n}\left(Y_{0, n}, Y_{1, n}\right),\left(Y_{j, n}, Y_{j+1, n}\right)\right]=$ Sum of the terms of the type $\gamma_{n}^{k}\left(1-\gamma_{n}\right)^{4-k} \operatorname{Cov}\left[\phi_{n 2}\left(X_{0}, X_{1}\right), \phi_{n 3}\left(X_{j}, X_{j+1}\right)\right]$,
where $\phi_{n 2}\left(X_{0}, X_{1}\right)$ can be one of the following,

$$
\begin{aligned}
& \theta_{n}\left\{\omega\left(X_{0}\right), \omega\left(X_{1}\right)\right\} \\
& \int \theta_{n}\left\{\omega\left(X_{0}\right), \omega\left(X_{1}, z\right)\right\} d L_{n}(z) \\
& \int \theta_{n}\left\{\omega\left(X_{0}, z\right), \omega\left(X_{1}\right)\right\} d L_{n}(z) \text { or } \\
& \iint \theta_{n}\left\{\omega\left(X_{0}, z\right), \omega\left(X_{1}, u\right)\right\} d L_{n}(z) d L_{n}(u)
\end{aligned}
$$

$\phi_{n 3}\left(X_{j}, X_{j+1}\right)$ is similarly defined and $0 \leq k \leq 4$.
From computations similar to those in (3.29), $\gamma_{n}=o(1)$, (3.23), (3.24) and applying the D.C.T., one can show that for $j=1$

$$
\begin{align*}
& \operatorname{Cov}\left[\theta_{n}\left(Y_{0}, Y_{1}\right), \theta_{n}\left(Y_{j}, Y_{j+1}\right)\right]  \tag{3.30}\\
& \quad \rightarrow \operatorname{Cov}\left[\theta\left\{\omega\left(X_{0}\right), \omega\left(X_{1}\right)\right\}, \theta\left\{\omega\left(X_{j}\right), \omega\left(X_{j+1}\right)\right\}\right] .
\end{align*}
$$

Similarly, from (3.29), (3.30) holds for $j \geq 2$.
From (3.23) and (3.24) we see for each $n \geq 1$

$$
\begin{align*}
& E\left|\phi_{n 2}\left(X_{0}, X_{1}\right)\right|^{2+\delta} \leq c_{1}<\infty \quad \text { and }  \tag{3.31}\\
& E\left|\phi_{n 3}\left(X_{0}, X_{1}\right)\right|^{2+\delta} \leq c_{2}<\infty, \quad 0<c_{1}, c_{2} \in \mathbf{R}
\end{align*}
$$

Applying [8, Theorem 17.22] to the sequence $\left\{X_{j}\right\}$ with $t=1, \tau=j-1$, $j \geq 2, \xi=\phi_{n 2}\left(X_{0}, X_{1}\right), \eta=\phi_{n 3}\left(X_{j}, X_{j+1}\right)$, and from (3.31), we obtain

$$
\begin{equation*}
\left|\operatorname{Cov}\left[\phi_{n 2}\left(X_{0}, X_{1}\right), \phi_{n 3}\left(X_{j}, X_{j+1}\right)\right]\right| \leq C \alpha_{X}(j-1)^{\delta /(2+\delta)} \tag{3.32}
\end{equation*}
$$

where $0<C \in \mathbf{R}$ depends only on $c_{1}, c_{2}$ and $\delta$. Thus from the conditions satisfied by $\alpha_{X}$ in (3.22), (3.29), (3.32) and the D.C.T. for counting measure, we see that the second term on the r.h.s. of (3.27) converges to the second term on the r.h.s. of (3.26). Hence (3.27) and the convergence of (3.28) to the appropriate limit imply that (3.25) holds.

Theorem 3.4. Under (3.22)-(3.24) and the assumption $\tau^{2}>0$,

$$
n^{-1 / 2} \sum_{j=1}^{n}\left\{\xi_{j, n}-E \xi_{j, n}\right\} \rightarrow \mathscr{N}\left(0, \tau^{2}\right)
$$

in distribution.

Proof. In view of [12, Theorem 2.1] and [13] we shall first show that

$$
\begin{equation*}
\sup _{a, n} E\left|S_{n}(a, b)\right|^{2+\eta}=O\left(b^{1+\eta / 2+\eta_{1}}\right) \quad \text { as } b \rightarrow \infty \tag{3.33}
\end{equation*}
$$

where $S_{n}(a, b)=\sum_{j=a+1}^{a+b} \xi_{j, n}, 0 \leq a, 1 \leq b \leq n-a$, and the set process $\xi$ is given by (3.22). Let $\eta=\delta$ which is as in (3.24) and $\eta_{1}=1+\delta / 2$. Then

$$
\begin{aligned}
& E\left|\frac{S_{n}(a, b)}{b}\right|^{2+\delta} \leq E\left|\theta_{n}\left(Y_{0, n}, Y_{1, n}\right)\right|^{2+\delta} \\
& \quad \leq C\left\{\left(1-\gamma_{n}\right) E\left|h\left\{\omega\left(X_{0}\right)\right\}\right|^{2+\delta}+\gamma_{n} E \int\left|h\left\{\omega\left(X_{0}, z\right)\right\}\right|^{2+\delta} d L_{n}(z)\right\}
\end{aligned}
$$

The above inequality follows from the definition of $Y_{j, n}$ 's and the conditions satisfied by $X_{j}$ 's and $v_{j, n}$ 's, ( 0.1 ), (3.23) and the Jensen inequality. From (3.24), (3.33) is satisfied. From Lemma 3.2 and the fact that $l(k, u) \leq 16 \alpha(k)$, $0 \leq k<\infty, u$ real, we have $l(k, u)=o\left(k^{-\delta}\right)$ as $k \rightarrow \infty$, where $\delta=2 \eta_{1} / \eta$, is satisfied. From Lemma 3.3 and $\tau^{2}>0, \sigma_{n}^{2} \rightarrow \infty$ as $n \rightarrow \infty$ and $\underline{\lim }_{n} \sigma_{n}^{2} / n>0$ are satisfied. Since $\left\{Y_{j}, 0 \leq j \leq n\right\}$ is stationary, $\tilde{c}_{n}(j)=\sup \left|\operatorname{Cov}\left(\xi_{d, n}, \xi_{m, n}\right)\right|$, $0 \leq j \leq n$, can be written as $\tilde{c}_{n}(j)=\sup \left|\operatorname{Cov}\left[\xi_{1, n}, \xi_{|d-m|+1, n}\right]\right|, 0 \leq j \leq n$, where sup is taken over $\{d, m:|d-m| \geq j\}$. From this, (3.10), the same argument as in (3.31) to (3.32) and (3.24), we get

$$
\begin{equation*}
\tilde{c}(j) \leq 8 C \alpha_{X}(j-1)^{\delta /(2+\delta)}, \quad \text { for } j \geq 2 \tag{3.34}
\end{equation*}
$$

From the conditions satisfied by $\alpha_{X}$ in (3.22), (3.24) and (3.34), $\sum_{j=0}^{\infty} \tilde{c}(j)<$ $\infty$ is satisfied and hence the C.L.T. holds for $\xi$.

Notation. Next, set $u(s)=E \cos \left[s \varepsilon_{1}\right]$ and $v(s)=E \sin \left[s \varepsilon_{1}\right], s \in \mathbf{R}$. Also, by the random elements $X_{n}$ and $Y_{n}$ satisfying $X_{n}(s)=Y_{n}(s)+\bar{o}_{p}(1)$ we shall mean $\sup _{s \in \mathscr{S}}\left|X_{n}(s)-Y_{n}(s)\right|=o_{p}(1)$.

Theorem 3.5. Let the assumptions of Theorem 3.1 hold. Also let
(a) $\int|f(x-u)-f(x)| d x<C|u|, \quad u \in \mathbf{R}$, for some $0<C \in \mathbf{R}$,
(b)

$$
\begin{gathered}
\operatorname{Var}\left[\cos \left(s \varepsilon_{1}\right)\right]>0, \quad \operatorname{Var}\left[\sin \left(s \varepsilon_{1}\right)\right]>0, \\
\operatorname{Var}\left[u(s) \sin \left(s \varepsilon_{1}\right)-v(s) \cos \left(s \varepsilon_{1}\right)\right]>0, \quad s \in \mathscr{S}
\end{gathered}
$$

and
(c)

$$
\sup _{n} E\left|Z_{n}\right|^{2+\alpha}<\infty, \quad 0<E\left|\varepsilon_{1}\right|^{2+\alpha}<\infty, \quad \alpha>0,
$$

hold. Then

$$
\begin{equation*}
n^{1 / 2}\left[\hat{\rho}_{n}(\cdot)-\rho+\mu_{n}(\cdot)\right] \tag{3.35}
\end{equation*}
$$

converges weakly in $C(\mathscr{S})$ to a Gaussian process with mean 0 and covariance $\left(E X_{0}^{2}\right)^{-1}[\mid \phi(s) \| \phi(t)]^{-2}(s t)^{-1} h(t, s)$, where

$$
\begin{aligned}
2 h(t, s)= & u(s-t)[u(s) u(t)+v(s) v(t)]+u(s+t)[v(s) v(t)-u(s) u(t)] \\
& +v(s-t)[v(s) u(t)-u(s) v(t)]-v(s+t)[u(s) v(t)+v(s) u(t)]
\end{aligned}
$$

and

$$
\begin{align*}
\mu_{n}(s)= & s^{-1}\left[\left.\frac{\partial}{\partial t} m_{n}(t, s)\right|_{t=\bar{\rho}(s)}\right]^{-1} \\
& \cdot\left[E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right] E v_{0} \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right.  \tag{3.36}\\
& \left.\quad-E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right] E v_{0} \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right]
\end{align*}
$$

Proof. From (3.1), (3.3) and (3.5)-(3.7) we get
(3.37)

$$
\begin{aligned}
& \left.n^{1 / 2}\left(\hat{\rho}_{n}(s)-\rho\right) s \frac{\partial}{\partial t} m_{n}(t, s)\right|_{t=\bar{\rho}(s)} \\
& =-\bar{n}^{1 / 2} \sum_{j=1}^{n} Y_{j-1}\left\{U_{n}(\rho, s) \sin \left[s\left[Y_{j}-\rho Y_{j-1}\right]\right)-V_{n}(\rho, s) \cos \left(s\left[Y_{j}-\rho Y_{j-1}\right]\right)\right\}+\bar{o}_{p}(1) \\
& =-n^{-1 / 2} \sum_{j=1}^{n} Y_{j-1}\left[\left\{E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\} \sin \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]\right. \\
& \\
& \left.\quad-\left\{E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\} \cos \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]\right] \\
& \begin{array}{r}
-n^{-1} \sum_{j=1}^{n} Y_{j-1}\left[\left\{\sin \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]-E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\} .\right.
\end{array} \\
& \left.\quad \cdot \sqrt{n}\left\{U_{n}(\rho, s)-E \cos \left[\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}\right] \\
& +n^{-1} \sum_{j=1}^{n} Y_{j-1}\left[\left\{\cos \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]-E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}\right. \\
& \left.\quad \cdot \sqrt{n}\left\{V_{n}(\rho, s)-E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}\right]
\end{aligned} \quad \begin{aligned}
& -\left\{n^{-1} \sum_{j=1}^{n} Y_{j-1}\right\}\left[E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right] \sqrt{n}\left\{U_{n}(\rho, s)-E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}\right.
\end{aligned}
$$

$$
+\bar{o}_{p}(1)
$$

We shall now proceed to prove that the sup norm of the second, third and fourth terms in (3.37) converge to zero in probability. To achieve this we shall prove

$$
\begin{align*}
& \sqrt{n}\left\{U_{n}(\rho, s)-E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}, \\
& \sqrt{n}\left\{V_{n}(\rho, s)-E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}, \quad s \in \mathscr{S}, \tag{3.38}
\end{align*}
$$

converges weakly in $C(\mathscr{S})$ to a Gaussian process,

$$
\begin{equation*}
n^{-1} \sum_{j=1}^{n} Y_{j-1}\left\{\sin \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]-E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}=\bar{o}_{p}(1) \tag{3.39i}
\end{equation*}
$$ and

$$
n^{-1} \sum_{j=1}^{n} Y_{j-1}\left\{\cos \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]-E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\}=\bar{o}_{p}(1)
$$

In view of (3.37)-(3.39), to study the weak convergence of $\left.n^{1 / 2}\left[\hat{\rho}_{n}-\rho+\mu_{n}\right)\right]$ it suffices to study the weak convergence of the first term in (3.37) when centered.

Proof of (3.38). Denote
$\xi_{j, n}(s)=\cos \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]-E \cos \left[\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right] \quad$ for all $s \in \mathscr{S}$.
Since $Y_{j}-\rho Y_{j-1}$ and $Y_{k}-\rho Y_{k-1}$ are independent for all $|j-k| \geq 2$ we see that the set process $\xi$ given by $\xi_{j, n}(s)$ as above, is strongly $\alpha$-mixing with $\alpha(k)=0$, for $k \geq 2$. Also, $s \in \mathscr{S}$, because $\gamma_{n} \rightarrow 0$, and so

$$
\begin{equation*}
n^{-1} \sigma_{n}^{2}=E \xi_{1, n}^{2}(s)+2(n-1) n^{-1} E \xi_{1, n}(s) \xi_{2, n}(s) \rightarrow \operatorname{Var}\left[\cos \left(s \varepsilon_{0}\right)\right] \tag{3.40}
\end{equation*}
$$

which is positive because of the assumption (b). The remaining conditions of [12, Theorem 2.1] and [13] are trivially satisfied.

Hence from [2, page 49] the finite dimensional distributions of

$$
\begin{equation*}
n^{-1 / 2} \sum_{j=1}^{n} \xi_{j, n}(s) \tag{3.41}
\end{equation*}
$$

converge to that of a Gaussian process. Also for any $s, t \in \mathscr{S}$

$$
\begin{align*}
& E\left|n^{1 / 2} \sum_{j=1}^{n} \xi_{j, n}(s)-n^{-1 / 2} \sum_{j=1}^{n} \xi_{j, n}(t)\right|^{2}=\operatorname{Var}\left[\xi_{1, n}(s)-\xi_{1, n}(t)\right]  \tag{3.42}\\
& \quad+\frac{(n-1)}{n} \operatorname{Cov}\left[\xi_{1, n}(s)-\xi_{1, n}(t), \xi_{2, n}(s)-\xi_{2, n}(t)\right]
\end{align*}
$$

From the Cauchy-Schwartz inequality and the Lipschitz property of the cosine function the r.h.s. of (3.42) is dominated by $C|t-s|^{2}$, where $0<C \in R$.
(3.43) Thus from [2, Theorem 12.3], the process $n^{-1 / 2} \sum_{j=1}^{n} \xi_{j, n}(s)$ is tight, and its weak convergence to a Gaussian limit in $C(\mathscr{S})$ space follows from [2, Theorem 8.1].

The weak convergence of the second process in (3.38) to a Gaussian limit in $C(\mathscr{S})$-space follows similarly.

Proof of (3.39). The l.h.s. of (3.39i) without the sup can be dominated by

$$
\begin{align*}
& 2 n^{-1} \sum_{j=1}^{n}\left|v_{j-1}\right|+\left|n^{-1} \sum_{j=1}^{n} X_{j-1}\left\{\sin \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]-\sin \left[s \varepsilon_{j}\right]\right\}\right|  \tag{3.44}\\
& \quad+\left|n^{-1} \sum_{j=1}^{n} X_{j-1} \sin \left[s \varepsilon_{j}\right]\right|+\left|n^{-1} \sum_{j=1}^{n} X_{j-1}\right|
\end{align*}
$$

That the first term in (3.44) goes to zero in probability follows from the assumption (c) and $\gamma_{n}=o(1)$. From the Lipschitz property of the sine function, the Cauchy-Schwartz inequality, the Stationary Ergodic Theorem, assumption (c) and $\gamma_{n}=o(1)$, the sup norm of the second term in (3.44) converges to zero in probability. That the sup norm of the third term in (3.44) converges to zero a.s. follows from [7, Lemma 3.1]. The last term in (3.44) converges a.s. to 0 by the Stationary Ergodic Theorem. The proof of (3.39ii) is similar.

It remains to study the weak convergence of the first term in (3.37) when centered. To that effect let

$$
\begin{aligned}
\xi_{j, n}(s)=Y_{j-1}[ & {\left[E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\} \sin \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right] } \\
& \left.-\left\{E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\} \cos \left[s\left(\varepsilon_{j}+v_{j}-\rho v_{j-1}\right)\right]\right] \\
& -\left.s \frac{\partial}{\partial t} m_{n}(t, s)\right|_{t=\bar{\rho}(s)} \mu_{n}(s)
\end{aligned}
$$

We shall first prove the finite dimensional distributions convergence of $n^{-1 / 2} \sum_{j=1}^{n} \xi_{j, n}(\cdot)$, using Theorem 3.4. Put

$$
\begin{aligned}
\theta_{n}(x, y)=x[\{ & \left.E \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\} \sin [s(y-\rho x)] \\
& \left.-\left\{E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right\} \cos [s(y-\rho x)]\right],
\end{aligned}
$$

and

$$
\theta(x, y)=x\{u(s) \sin [s(y-\rho x)]-v(s) \cos [s(y-\rho x)]\}, \quad x, y \in \mathbf{R},
$$

and take $h \equiv x, X_{j}, Y_{j}, v_{j}$ as in the model assumptions with $\omega(x, y)=x+y$, $x, y \in \mathbf{R}$, in Theorem 3.4. Since $X_{j}=\sum_{k=0}^{\infty} \rho^{k} \varepsilon_{j-k}$ a.s., using assumptions (a) and (c) and [10, Theorem 2.1] with $\delta=2, A(k)=\rho^{k}$, gives $\left\{X_{j}\right\}$ to be strongly $\alpha$-mixing with

$$
\begin{equation*}
\alpha(k) \leq C_{\rho}|\rho|^{2 k / 3}, \quad \text { for } k \geq 2, \text { for some } C_{\rho}>0 . \tag{3.45}
\end{equation*}
$$

By assumption (b) and (c), $\tau^{2}=E X_{0}^{2} \operatorname{Var}\left[u(s) \sin \left(s \varepsilon_{0}\right)-v(s) \cos \left(s \varepsilon_{0}\right)\right]>0$ for each $s \in \mathscr{S}$. Thus all the conditions of Theorem 3.4 are satisfied. Hence the C.L.T. holds for $\xi$ as defined above, for each $s \in \mathscr{S}$. Now using the argument
as in (3.41) we get the required finite dimensional distributions convergence. Since for all $i$ and $j$ with $|i-j| \geq 2, \varepsilon_{j}, v_{j}$ and $v_{j-1}$ are independent of $\left\{\left(v_{k}, Y_{k}\right), k=i-1, i\right\}$, we have

$$
\begin{equation*}
\operatorname{Cov}\left[\xi_{i, n}(t), \xi_{j, n}(s)\right]=0 \quad \text { for all } s, t \in \mathscr{S} . \tag{3.46}
\end{equation*}
$$

Using (3.46), the same argument as in equations (3.42) and (3.43), we get $n^{-1 / 2} \sum_{j=1}^{n} \xi_{j, n}(\cdot)$ converges weakly in $C(\mathscr{S})$-space to a Gaussian process with mean 0 and covariance $E X_{0}^{2} h(t, s)$. Thus from (3.3)-(3.5), (3.8), [2, Theorem 4.1 ] and (3.37), we get (3.35).

Remark. From (3.8), the assumption $\sqrt{n} \gamma_{n}=O(1)$ and simple computations using ( 0.1 ), we can see that $\sqrt{n} \mu_{n}$ in Theorem 3.5 can be replaced by

$$
\begin{align*}
\nu_{n}(s)= & -n^{1 / 2} s^{-1}\left|\phi_{\varepsilon_{1}}(s)\right|^{-2}\left[E X_{0}^{2}\right]^{-1}  \tag{3.47}\\
& \cdot\left[E \operatorname { c o s } [ s ( \varepsilon _ { 1 } + v _ { 1 } - \rho v _ { 0 } ) ] E v _ { 0 } \operatorname { s i n } \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right]\right.\right. \\
& \left.\quad-E \sin \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right] E v_{0} \cos \left[s\left(\varepsilon_{1}+v_{1}-\rho v_{0}\right)\right]\right]
\end{align*}
$$

Note that $\nu_{n}(s)$ represents the asymptotic bias of $n^{1 / 2}\left(\hat{\rho}_{n}(s)-\rho\right)$. Consider the following assumptions:
(a) $\sqrt{n} \gamma_{n}=o(1)$;
(b) $\sqrt{n} \gamma_{n}=O(1)$ and $Z_{n} \rightarrow 0$ in probability;
(c) $\sqrt{n} \gamma_{n} \rightarrow \gamma$ and $Z_{n} \rightarrow Z$ in probability.

Using (0.1) and the continuity of the sine and cosine functions, one concludes that under (a) or (b), $\sup _{s \in \mathscr{P}}\left|\nu_{n}(s)\right| \rightarrow 0$ and hence $\sqrt{n} \mu_{n}$ in Theorem 3.5 can be replaced by 0 . Using the Lipschitz property of the sine and the cosine functions, the condition (c) implies that $\sup _{s \in \mathscr{S}}\left|\nu_{n}(s)-\mu(s)\right| \rightarrow 0$, where

$$
\begin{aligned}
\mu(s)= & -s^{-1}\left|\phi_{\varepsilon_{1}}(s)\right|^{-2}\left[E X_{0}^{2}\right]^{-1}\left[\left\{\gamma E \int z \sin \left[s\left(\varepsilon_{1}-\rho z\right)\right] d L(z)\right\}\right. \\
& \cdot\left[u(s)+2 \gamma E \int \cos \left[s\left(\varepsilon_{1}+2^{-1}(1-\rho) z\right)\right] \cos \left[s 2^{-1}(1+\rho) z\right] d L(z)\right] \\
& -\left\{\gamma E \int z \cos \left[s\left(\varepsilon_{1}-\rho z\right)\right] d L(z)\right\} \\
& \left.\cdot\left[v(s)+2 \gamma E \int \sin \left[s\left(\varepsilon_{1}+2^{-1}(1-\rho) z\right)\right] \cos \left[s 2^{-1}(1+\rho) z\right] d L(z)\right]\right] .
\end{aligned}
$$

Consequently $\sqrt{n} \mu_{n}(s)$ in Theorem 3.5 can be replaced by $\mu(s)$.

Remark. If $f$ is a double exponential or $\mathscr{N}\left(0, \sigma^{2}\right)$ density, $Z_{n}$ is such that $\overline{\lim }_{n} E\left|Z_{n}\right|^{3}<\infty$ and $\gamma_{n}=o(1)$, then simple calculations show that all the conditions of Theorem 3.5 are satisfied.
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