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n 1995, the National Research

Council (NRC) released Research
Doctorate Programs in the United
States, Continuity and Change. This
report was described as containing
an “extensive, comprehensive, and
systematic assessment of the quality,
effectiveness (in training scholars),
faculty productivity, and Ph.D. pro-
duction of over 3,600 doctoral pro-
grams in 41 disciplines at 274 Uni-
versities” (“Departmental Rankings’
1996, 144). The study offers a rich
array of objective and subjective
data that its authors expected to be
useful to policymakers, academic
administrators, faculty, and prospec-
tive graduate students (NRC 1995).
Scholars quickly took advantage of
the data to examine sources of high
reputational evaluations, or to com-
pare reputational scores with objec-
tive measures (Katz and Eagles
1996; Jackman and Siverson 1996;
Lowry and Silver 1996; Miller, Tien,
and Peebler 1996).

Early studies, however, relied on
the data as published in the report.
Any massive project of this nature
is bound to suffer some problems
related to data quality or inter-
pretation—perhaps minor, perhaps
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severe. About a year ago, the NRC
made available on CD-ROM the
raw data used to generate the re-
port. We examined the data in two
ways. The first was primarily an ex-
ercise in reverse engineering—prob-
ing the data to uncover the guide-
lines followed in their collection,
coding, and presentation. Second,
we compared the NRC data with
our own file of publications in eight
leading journals to identify any dif-
ferences and, if found, determine
their source. Our study reveals a
number of problems with the NRC
data, ranging from coding decisions
that may be inappropriate for some
purposes, to some outright errors
in the publication and citation data.
Each problem identified renders
suspect a number of the conclusions
drawn by the NRC and later
secondary analyses.

The Survey of
Graduate Faculty

The Survey of Graduate Faculty
was the data source for the report’s
reputational assessments. It con-
sisted of a series of five questions
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about the quality of a program and
its faculty and how familiar the rater
was with both the program and the
faculty (Table 1), that was sent to a
randomly selected group of graduate
faculty at programs participating in
the study. Each rater was given
evaluation forms for 50 programs.
The NRC’s goal was to have a suffi-
ciently large pool (200 in the case of
political science) to produce 100 rat-
ers evaluating each program. The
NRC did end up with 100 raters
that were sent evaluation forms for
each program, but response rates
varied widely. The published report
provided a “visibility score” for each
program, presented as the percent
of evaluators who had some knowl-
edge of a program. The lowest visi-
bility score reported for any political
science program was 45%, with most
scores at 50% or more, suggesting
that every program in the study had
at least a fair sample of raters
producing its evaluations.

We believe the visibility score is
quite susceptible to misinterpreta-
tion, giving the impression of greater
reliability in the data than actually
exists. The operational definition
of “some knowledge” that produced
the NRC’s visibility score was ex-
cessively broad. Raters were asked
about their knowledge of each pro-
gram (questions 1 and 3 in Table 1),
but these responses did not consti-
tute the visibility score. Instead, for
a program to be considered “not
visible” under NRC’s coding system,
a rater would have to answer “littie
or no familiarity” to both questions
1 and 3, and respond “Don’t know
well enough to evaluate” to ques-
tions 2, 4, and 5. Any other answer
to any of the five questions ensured
that the program was counted as
visible—a generous interpretation.

A stricter definition gives a quite
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Table 1

NRC 1993 National Survey
of Graduate Faculty

1. Familiarity with work of Program
Faculty.
— Considerable familiarity
— Some familiarity
— Little or no familiarity

2. Scholarly Quality of Program

Faculty

— Distinguished

— Strong

— Good

— Adequate

— Marginal

— Not sufficient for doctoral
education

— Don’t know well enough to
evaluate

3. Familiarity with Graduates of this
Program
— Considerable familiarity
— Some familiarity
— Little or no familiarity

4. Effectiveness of Program in
Educating Research
Scholars/Scientists
— Extremely effective
— Reasonably effective
— Minimally effective
— Not effective
— Don’t know well enough to

evaluate

5.Change in Program Quality in Last

Five Years

— Better than five years ago

— Little or no change in the last
five years

— Poorer than five years ago

— Don’t know well enough to
evaluate

Source: NRC (1995, 21)

different picture. Counting as visible
only those programs about which
raters said they had “some” or “a
great deal” of knowledge, the visibil-
ity of program faculties in political
science ranges from a high of 99%
to a low of 11%. For knowledge of a
program’s graduates, the less expan-
sive definition produces visibility
scores ranging from a high of 95%
to a low of only 4%. In fact, for only
30% of the programs did one-half or
more of the raters claim to have
“some knowledge” or better of a
program’s graduates.
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This is not to say that the reputa-
tional evaluations are inaccurate. They
may or may not be. But it does point
to the bane of quantitative analysts;
systematic measurement error. The
nature of the problem becomes clear
upon separating programs into thirds
based on their faculty quality scores
(Table 2). For schools in the top
third, virtually all the evaluations they
received— of their faculty, their pro-
gram, or change in their program—
came from raters with some knowl-
edge about them. For schools in the
second third, 22 to 25% of their pro-
gram and program change evaluations
came from raters with little knowledge
of them. Schools in the bottom third
fared the worst, with almost 30% of
their faculty quality evaluations, and
about 40% of their program evalua-
tions, coming from those with little
knowledge about them.

A program’s reputational score is
affected by its visibility. This is
sometimes sensible, and sometimes
not. For a rater to assume that not
recognizing many of a program’s
faculty justifies a low faculty quality
evaluation is reasonable. If the fac-
ulty were actively involved in the
scholarly enterprise, most raters
should know something about them.

Somewhat more problematic,
however, is the apparent working
assumption that knowing little about
a program’s graduates means the
program’s quality is also low. New
programs cannot expect to break
immediately into the national scene,
and small programs, new or old, will
probably market most of their grad-
uates regionally, not nationally.
Thus, while it is not completely un-
reasonable to equate visibility with
program quality, the connection be-
tween the two is more tenuous than
it was for visibility and faculty qual-
ity. There is a good probability of
monotonically increasing measure-
ment error in assessments of pro-
gram quality as visibility declines.

Finally, for question 5, we see no
reason why an absence of knowledge
provides any guidelines whatsoever
for determining whether a program
has become better or worse over the
last five years. For all except the
most visible programs, we consider
responses to this question to be es-

sentially meaningless, and analysts
should use them at their peril.!

Objective Data: Collection
and Coding Decisions

The NRC supplemented the Sur-
vey of Graduate Faculty with a num-
ber of objective indicators, including
publications, citations, and awards
garnered by a program’s faculty.
Such a rich data source is undoubt-
edly tempting to many scholars but,
again, caution is needed. The NRC’s
descriptions of the publications data
can be readily misinterpreted, possi-
bly leading some to see things in the
data that are not really there.

To begin with, the NRC describes
its measures as including “both a
count of papers published in re-
viewed journals and monographs
printed by recognized publishers”
(NRC 1995, 143). The publication
data set for political science is mas-
sive, containing nearly 8000 entries
in over 1,000 different journals. In-
deed, its sheer size raises questions
about the term “reviewed journals.”
Most items in the NRC publications
file seem to fit within the general
academic meaning of “journal,”
but also included are such periodi-
cals as New York Review of Books,
New Republic, BYTE, and Popular
Computing. Without knowing the
publication requirements of each
journal, it is hard to determine if
we are looking at minor and spo-
radic problems or something more
significant. Either way, scholars
should explore the data file carefully
before assuming that “reviewed”
means “refereed.”

From inclusion to exclusion, some
of the NRC’s comments may lead
scholars to assume the publications
file is more comprehensive than it
actually is. The data are described as
“the publication record of the fac-
ulty” (NRC 1995, 143), or “publica-
tion/citation patterns for all 78,000
faculty members who were involved
in doctoral training in fall 1992”
(NRC 1995, 37). Neither is precisely
accurate.

The NRC obtained the publication
data from the Institute for Scientific
Information (ISI), publishers of the
Science Citation Index, Social Science
Citation Index, and the Arts and
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Humanities Citation Index. To pro-
vide the highest quality data, the
NRC matched the names of authors
from the ISI database with the
names of faculty provided by the
Institutional Coordinators (ICs) for
each institution in the study. After
the names were matched, they were
further screened by matching the
ZIP codes of authors in the ISI data
with the ZIP codes of the participat-
ing institutions, using an algorithm
that allowed ZIP codes near the
institution to be accepted as well,

in case the author used a home
address.

While the NRC should be com-
mended for engaging in such a ma-
jor effort to provide clean data, their
cleaning process has also produced a
publications file with clear limita-
tions. This is pointed out, though
not completely, in the introduction
to the codebook for the publications

at whatever institution they were
affiliated with in 1992.

Some examples will make the
point, and potential problems, clear.
As part of a related project, the au-
thors collected data on publications
in the American Political Science
Review, the five regional association
journals—The Journal of Politics,
Political Research Quarterly, Social
Science Quarterly, American Journal
of Political Science, and Polity—as
well as Comparative Politics and
World Politics. From these data, we
selected two highly prolific publish-
ers during the 1981-92 period: Lee
Sigelman, with 42 publications, and
Susan Welch, with 28 publications.
In the NRC publications file, Profes-
sor Sigelman is credited with only 5
publications; those produced after
he arrived at George Washington
University in 1991. His 25 publica-
tions while he was at Kentucky in

Table 2
Percent of Evaluations from Raters not Familiar with Faculty
or Program
Faculty Faculty Program Program
Quality Rank Quality Change
Top Third 1.1% 6.4% 0.0%
Middle Third 7.2% 22.2% 25.2%
Bottom Third 29.7% 40.3% 39.3%

file: “In the matching process if a
paper was published in one year and
the author moved to a new institu-
tion the following year, the paper
would not be credited to the faculty
member, since the former institution
would not have listed the individual
and the location of the latter institu-
tion would not match with the data
in the ISI file” (NRC n.d., 1). This
description suggests there might be
some occasional one-year gaps in
the data as faculty move from insti-
tution to institution, but, in fact,

the NRC had available only faculty
names and locations provided by the
ICs for 1992. Thus, the publications
information lists neither all publica-
tions of a single scholar, nor all pub-
lications emanating from the faculty
in a particular department, during
this time period. It instead contains
only publications of faculty while

the early 80s, and his 12 publications
when he was a dean at Arizona in
the late 80s are not counted either
for Professor Sigelman or for those
two institutions since the author ZIP
codes for those articles did not
match Professor Sigelman’s current
location. Similarly for Professor
Welch. The NRC publications file
contains only five publications cred-
ited to her, those produced after she
accepted a deanship at Penn State
in 1992. Her earlier 21 publications
are lost to both Professor Welch and
the University of Nebraska, her
prior institution. Further, the calcu-
lated “losses” are based on only the
eight journals in our data file,
though each scholar published in a
variety of other outlets as well.2

The extent of this problem was
mitigated somewhat in the published
report in which the NRC reported
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publications and citations only be-
tween 1988 and 1992. However,
truncating the reported time period
brings its own problems since publi-
cations seldom flow from scholars
at a constant rate each year, and a
lengthier time period may be neces-
sary to validly estimate publication
productivity. To return to the be-
ginning, one can certainly not fault
the NRC’s desire to produce a data
set as free from error as possible.
Researchers must be aware, how-
ever, that the cleaning process used
means the data in the written report
the report measures neither publica-
tions from an individual scholar or
from a program’s faculty, and it is
hard to tell exactly what it does
measure.?

Objective Data: Data Errors

With our data available for com-
parison, we explored the accuracy of
the NRC’s publication file. We se-
lected 116 scholars,* followed the
NRC’s practice of including only
publications produced while at their
1992 institution, and were left with
684 publications in our eight-journal
data file that could be compared
with NRC entries for the same
scholars and journals. We found a
number of differences and pro-
ceeded to track them down.

‘First, there were some occasional
extra entries in the NRC file. Upon
looking them up, we found the NRC
file included rejoinders as separate
articles. Our data included articles
and research notes only, neither
comments nor rejoinders. However,
the added rejoinders were few in
number, not producing sizable dif-
ferences between the two data sets.

More worrisome, 156 of the 684
entries in our file (22.8%) did not
have corresponding entries in the
NRC file.> We first thought we had
resolved the disparity, for the NRC
file seemed to exclude research
notes, but, upon continuing the com-
parison, we found the NRC’s treat-
ment of research notes to be schizo-
phrenic. For example, only three of
the APSR’s 15 research notes ap-
peared in the NRC file, but over
one-third (20 of 57) of the JOP’s
research notes were included, while
eight of Polity’s 15 research notes
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were counted by the NRC. This
inconsistent treatment makes inter-
preting the NRC data problematic
for it is neither fish nor fowl—
neither a measure of all publications
nor a count of regular articles only.
The exclusion of research notes
was a major source of differences
between the two data sets, with 91
of our 131 research notes not
counted by the NRC.

Looking at regular articles only, we
counted 65 of our 553 articles (11.8%)
not included in the NRC file. Part of
this disparity is due to errors in tran-
scription by either the ICs or the
NRC, which left a handful of authors
without any publications. Three exam-
ples are: Mark Roelofs (NYU), who
is included in the NRC file as M.
Mark Roelofs, instead of H. Mark
Roelofs; Michael Lewis-Beck (Iowa),
who is included in the NRC file as
Lewis-Back; and Clyde Wilcox
(Georgetown) who is in the NRC file
as W. Clyde Wilcox. Because, in each
case, the name in the NRC file did
not match the name on a publication,
these three prolific scholars were
credited with zero publications during
the 1981-92 period. However, these
misidentifications only account for 14
of the missing 65 articles. Other miss-
ing entries seemed to occasionally
affect particular individuals, such as
Richard Niemi (Rochester), who was
credited with only 5 of the 13 articles
in our data file, and James Enelow

Table 3

(Stony Brook), who only had 4 of the
11 articles we had for him included
in the NRC file. For the most part,
however, most missing entries were
scattered throughout the list.6
Measurement errors, to the extent
they are random, will not necessarily
subvert analysis, for their primary
impact should attenuate, but not
necessarily bias, any calculated cor-
relations. Using individual publica-
tion records as the unit of analysis
should be avoided since errors here
can be quite severe, but larger ag-
gregations, such as entire depart-
ments or all publishers in a particu-
lar journal, might be reasonable.
Even here, analysts should be cau-
tious in drawing inferences, for the
sum total of errors and coding deci-
sions can be sizable. Expanding
from our sample of 116 scholars, we
compared all entries in our data set
from the institutions examined by
the NRC to the entries recorded in
the NRC file. As shown in Table 3,
numerous articles in various journals
are not included in the NRC data
set, from a low of 37% for the
APSR to nearly 47% for the JOP.”
Considerably more troublesome
than missing entries were a number
of publications in the NRC file that
did not belong there. We are not
talking here about the rejoinders
mentioned previously, but instead a
number of publications in hard sci-
ence, engineering, or medical jour-

Articles and Research Notes Missing from the NRC

Publications File, 1981-1992

Our NRC Percent

Journal Counta Count Missing

American Journal of Political Science 462 281 39.2%
American Political Science Review 535 387 37.0%
Comparative Politics 123 73 40.7%
Journal of Politics 504 269 46.6%
Political Research Quarterly 336 190 43.5%
Polity 180 97 46.1%
Social Science Quarterly 218 129 40.8%
World Politics 119 65 45.4%

Notes: This comparison includes articles absent for any reason: counting errors,
misspelled names, deletion of research notes, or deletion of articles because

the author moved to a different institution.

aThis count includes only articles from faculty at graduate institutions included

in the NRC Study.

832

nals, such as Journal of Acoustics
and Sound, Plant Physiology, Journal
of Fluid Mechanics, American Jour-
nal of Nephrology, Journal of Biologi-
cal Chemistry, Molecular Cell Endo-
crinology, Gynecological Oncology,
Journal of Vascular Surgery, and
Journal of Urology.® Now, political
scientists are a highly eclectic group
who might well team up with a biol-
ogist, chemist, or physician to write
on health policy, bioethics, or the
like, but the number of entries simi-
lar to those described above raise
doubts about this as an explanation.

To do a thorough check of the
accuracy of these entries would re-
quire something we do not have;
complete publication records for
every political scientist included in
the data set. The best we could do
was perform some spot-checking.
We took the names and university
affiliations of about 75 scholars
listed as authors of articles in the
questionable journals and searched
department and faculty web sites.
We found about 50 individuals who
had at least brief biographies on
their web sites that included re-
search interests and selected publi-
cations, including four individuals
whose web sites contained extensive
vitae. We looked to see if there was
anything in the individuals’ research
interests or samples of publications
to indicate whether the journal we
questioned might be a reasonable
publication outlet for them. We
found only four such possibilities.”
In most cases, the biographical in-
formation made publication in the
questionable journals highly doubt-
ful, such as an individual interested
in formal models of international
interactions listed by the NRC as
publishing in the Journal of Neuro-
chemistry and Experimental Eye Re-
search. We conclude that most of
the “hard science” journal entries
are errors.

Some examples from cases where
the evidence is quite clear should
help demonstrate our confidence in
this conclusion.

Professor Francine Frankel (Penn-
sylvania) is interested in political
economy, international sccurity,
and South Asia. Nothing on her
web site profile, which includes
sample publications from 1988
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through 1995, would lead us to
expect her to publish, as the NRC
shows her doing, in Molecular Cell
Endocrinology, Journal of Steroid
Biochemistry, or American Journal
of Pathology.

Professor Stephen Cohen (Prince-
ton) has a complete vita attached
to his web page. That vita does
not include NRC-credited publica-
tions in The Journal of Biological
Chemistry or Geophysical Review.

Professor Mark Schneider (Stony
Brook) also has a complete vita
online. The NRC entries include
most of the items on Professor
Schneider’s vita, but also credits
him with works in Journal of Neu-
rochemistry, Journal of Biological
Chemistry, and Health Psychology.

Professor Susan Welch has an ab-
breviated vita online, covering the
years from 1992 to 1996. Her vita
does not include the NRC entry
for Environmental Entomology.
The NRC also credits Welch with
an economic journal publication,
and the ZIP code of the author
apparently matches that of Penn
State, but the article was pub-
lished in 1988 when Professor
Welch was still at Nebraska.

Professor Sung-Chull Lee
(UC-Irvine) has a number of
items in the NRC file from 1988
back to 1986, in journals such as
Developments in Brain Research,
Medical Physics, Clinical Electro-
physiology, and Neuropsychology.
However, Professor Lee’s interests
are mathematical modeling and
East Asian politics, and prior to
1988 he was still completing grad-
uate studies at Kansas and would
have been unlikely to submit arti-
cles with an Irvine ZIP code.

Most striking, perhaps, is Profes-
sor Gary King of Harvard. Profes-
sor King also has a complete vita
online stretching back to 1986. Of
the 28 publications credited to
him in the NRC database, only 12
match those on his vita. The 16
items in the NRC file but not on
his vita include publications in
Endocrinology, Metabolism, Journal
of Cell Biology, and American Jour-
nal of Physiology. Seven of the 16
doubtful entries, though having a
Harvard ZIP code, were published
while Professor King was still on
the faculty at NYU.

It is easy to guess at the probable
source for these errors. There were

two individuals with similar names
publishing at a particular institution
or in a similar geographical area
between 1981 and 1992.1° One was
at a department included in the
NRC study and the other was either
with a program not examined by the
NRC (medical, law, and business
schools, for example, were not part
of the study), or had left the institu-
tion/region sometime before 1992.
Thus, the NRC’s data cleaning pro-
tocol found one and only one name/
zip code match between the ISI data
base and names submitted by the
ICs, and attributed all publications
to that one person.!!

To estimate the quantity of errors
introduced here, we divided all the
journals in the NRC data file into
three groups. There was a “highly
unlikely” group (138 journals, 460
publications), consisting of journals
similar to those mentioned earlier in
this narrative. There was a “maybe”
group (43 journals, 98 publications),
consisting of journals where publica-
tions by political scientists were un-
likely, but still plausible. Examples
of journals in this group were a
number of nursing journals (e.g.,
Journal of Advanced Nursing), some
highly specialized psychology/psychi-
atry journals where we doubted even
political psychologists would publish
(e.g., Psychotherapy and Treatment,
or Journal of Pediatric Psychology),
and a smattering of others (e.g.,
Journal of Modern Greek). Finally,
there was the “reasonable” category
(868 journals, 7,081 publications),
including all social science, humani-
ties, business, math, and law jour-
nals, along with any journals whose
title mentioned policy, organiza-
tional management, or had a multi-
disciplinary flavor. We assumed that
90% of the “highly unlikely” group
constituted errors, and so did 50%
of the “maybe” group. We accepted
all other entries as accurate.

From this rough approximation,
we estimated that 6.1% of the NRC
entries credited to political scientists
actually belonged to individuals in
other disciplines. This should be a
conservative estimate given that
most entries fell into the “reason-
able” category which we accepted as
completely accurate even though
some are surely not (recall the eco-
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nomics journal example concerning
Susan Welch). Now, 6.1% is not an
overwhelming number, but add
these errors of commission to the
errors of omission described earlier,
and the reliability of the NRC publi-
cations file continues to crumble.

More troubling is that these errone-
ous article attributions have an impact
beyond their numbers. They are not
scattered randomly throughout the
file, but instead tend to group around
particular individuals; those credited
with the publications of others tend to
be credited with a lot of them. As
shown earlier, 57% of the publications
credited to Gary King were actually
written by someone else.

The greatest impact is on the cita-
tion patterns. Citation practices dif-
fer across fields. Excepting psychol-
ogy, scholars in the social sciences
tend to cite each other rather spar-
ingly. In some other fields, the rule
seems to be: If it has been pub-
lished, cite it—repeatedly. The aver-
age number of citations per political
science and sociology article is 3.54
and 3.40 respectively. In contrast,
the average number of citations to
articles in medical science and
biology/chemistry journals is 16.22
and 17.51 respectively.’? Conse-
quently, the rather modest error rate
of 6.1% for erroneous publication
attributions produces an error rate
for citations recorded in the NRC
study of 19.2%. Two examples will
demonstrate the severity of this im-
pact. First, we return again to Gary
King of Harvard. In its 1995 publica-
tion, the NRC reported, along with
its reputational measures, the total
number of citations garnered by a
program’s faculty between 1988 and
1992.13 For Harvard, this number
was 592. However, if we add up the
number of citations for the errone-
ous articles published between 1988
and 1992 that were attributed to
Professor King, they total 143, or
nearly 25% of the total citations at-
tributed to Harvard’s political sci-
ence program.'* More severe is the
case of UC-Irvine, where the erro-
neous publications attributed to
Professor Sung-Chull Lee constitute
68% of all the citations recorded
for that university’s political science
program.

Both King and Lee are competent
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and recognized scholars who have
notable research records, even
without additions from NRC mis-
takes. Their programs are both well
respected and sizable; Harvard has
48 political science faculty members
and UC-Irvine has a closer-to-
average faculty of 23. Yet, citations
to Harvard’s large faculty were se-
verely distored by errors associated
with only one individual, and the
distortion was even more severe for
the more modest-sized UC-Irvine.
Somewhat smaller programs, such as
Rochester or SUNY-Stony Brook
(18 faculty members each), or al-
most any program in the bottom
third of the rankings, where faculty
sizes seldom exceed 20, are clearly
susceptible to substantial measure-
ment error in the citation data.
Given the severity of the possible
distortions, the citation data are
probably far too unreliable to
permit reasonable analysis.

Conclusions

No data generation effort is prob-
lem free, and the NRC should not
be held to such a standard. For
continuous research projects, errors
are commonly known and described
by either data creators or later re-
searchers so scholars can compen-
sate for them. With the American
National Election Study series, for
example, researchers are aware that
the institutionalized tend to be
under-sampled and respondents
tend to over-report their voting be-
havior. The NRC studies are close
to comprising a series, and our goal
is to refine future analyses, not dis-
courage them. However, we cannot
completely avoid doing the latter.

While some may challenge the
validity of reputational data, we did
not delve into that issue here, nor
do any of our findings directly chal-
lenge the variable garnering most
attention in the NRC report; the
reputational evaluations of program
faculty. We do, however, see the
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reputational evaluations of program
quality as tainted with serious mea-
surement error, and deem the repu-
tational assessments of program
change to be often meaningless.

Scholars want to go beyond the
mere reporting of poll results to un-
derstand the interplay of forces that
produce reputations. This requires
measuring independent variables val-
idly and reliably, and here we have
grave reservations. The coding quirks
and errors in the publication and cita-
tion data raise questions about what,
if anything, is being measured by
these data, and whether any conclu-
sions drawn based upon them must
now be considered suspect, through
no fault of the authors. Consider, for
example, the symposium articles pre-
sented in PS (Katz and Eagles 1996;
Jackman and Siverson 1996; Lowry
and Silver 1996) along with a sum-
mary of the NRC report. Each was
seeking to identify sources of rater
subjective evaluations, and included
the NRC’s publication data, citation
data, or both, among their predictor
variables. That is, one of the theoreti-
cal linkages being examined was the
match between rater evaluations and
objective measures of scholarly per-
formance. Unfortunately, the NRC
data don’t operationalize the theory
well enough to provide an appropriate
empirical test.

In making their subjective assess-
ments, raters were given only lists
of each program’s faculty; no infor-
mation on their publications or cita-
tions. Raters thus dredged out of
their own memories information
about the scholarly performance of
the individuals listed. In doing this,
raters surely did not forget all the
publications of a listed individual
that were produced before she
joined this particular department,
nor did they sift through their mem-
ories to be sure and incorporate all
comments and rejoinders while for-
getting all research notes. Similarly,
the raters recollections most defi-
nitely did not include either the er-

roneous hard science attributions or
their quality evaluations (citation
counts). The NRC data simply do
not represent either the quality or
quantity of scholarly performance as
most of the raters (and we) concep-
tualized it. Further, given the likeli-
hood of some collinearity between
publication performance and other
predictor variables (such as faculty
size, percentage of full professors,
and overall insitution quality), unac-
ceptable measures of the former
could bias coefficients for the latter
variables as well.

Scholars and policymakers will
need to tread cautiously. The NRC
touted the “objective” data in their
report as compensation for any
ephemeral character to the reputa-
tional rankings (“Grad School Rank-
ings” 1995). If the objective data are
themselves unreliable, then no such
compensation exists.

Anyone who has ever tried to de-
velop a publications data file can
sympathize with the NRC. It is a
phenomenally arduous and time-
consuming task. Our own data file,
limited to just eight political science
journals, has been 18 months in
preparation and we are still con-
stantly cleaning the data to comb
out occasional errors that are dis-
covered. To put together a file cov-
ering multiple journals and disci-
plines is a Herculean task indeed.
We applaud, not fault, the NRC
for its efforts. However, in its pro-
jections for the future, the NRC
report discussed adding new vari-
ables—possibly surveys of employer
satisfaction with program graduates
or using international scholars to
prepare reputational evaluations.
Perhaps these would be useful
additions, but the NRC’s goal of
providing a fount of useful infor-
mation can be better achieved by
addressing some of the problems in
the current data before adding fur-
ther information that may be equally
error-prone.
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Notes

1. These are the reputational evaluations of
a program’s improvement or decline. Change
measures calculated by comparing 1982 scores
with those from 1992 should be more reliable.

2. The NRC’s citation information was tied
to specific articles, not authors. The deletion
of these articles from the database deleted
any citations to them as well.

3. Miller, Tien, and Peebler (1996), for ex-
ample, argued the best way to measure a pro-
gram’s faculty quality was to count all publi-
cations of scholars currently on a faculty,
even when some were produced during an
individual’s time at a prior institution.

4. The scholars examined were selected to
cover a variety of institutions. The list includ-
ed: Alan Abramowitz, Paul Abramson, John
Aldrich, David Austen-Smith, Robert Axel-
rod, Jeffrey Banks, Lawrence Baum, Paul
Beck, Henry Bienen, Charies Bullock, Greg-
ory Caldeira, James Campbell, Edward Car-
mines, William Claggett, Harold Clarke,
Pamela Conover, Albert Cover, Gary Cox,
Stephen Craig, Robert Dix, William Dixon,
John Dryzek, James Enelow, Richard Eng-
strom, John Ferejohn, Steven Finkel, Morris
Fiorina, Richard Fleisher, James Garand,
Robert Grafstein, Bernard Grofman, John
Gruhl, Timothy Hagle, Paul Hagner, John
Hibbing, Jon Hurwitz, Ronald Inglehart,
Helen Ingram, Robert Jackman, John Jack-
son, Malcolm Jewell, Kathleen Kemp, Patrick
Kenney, John Kessel, Gary King, Tom Lauth,
Michael Lewis-Beck, Milton Lodge, Nicholas
Lovrich, David Lowery, Robert Luskin,
Gregory Markus, Kenneth Meier, David
Morgan, Edward Muller, Michael Munger,
Max Neiman, David Nice, Richard Niemi,
Helmut Norpoth, Karen O’Connor, Joe Op-
penheimer, John Orbell, T. Wayne Parent,
Mark Peffley, Stephen Percy, John Peters,
John Pierce, G. Bingham Powell, Larry Pres-
ton, George Rabinowtiz, Brian Roberts,
Mark Roelofs, David Rohde, Shawn Rosen-
berg, C. K. Rowland, Robert Salisbury, Grace
Saltzstein, Arlene Saxonhouse, Kay Schloz-
man, Mark Schneider, Donald Searing, Jef-
frey Sedgwick, Jeffrey Segal, Robert Shapiro,
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We were unable to explain this since Houston
faculty were included in the NRC faculty file,
and there were even some publications listed
for them in the publications file, though an
unreasonably small number.

7. The NRC publications file does include a
variable identifying the type of publication,
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some 280 entries, were not identifiable. They
were treated as missing data for all calcula-
tions presented in this paper. We did not in-
clude as a hard science or medical science
journal any whose name suggested it might
deal with policy, such as health or environ-
mental policy, or organizational concerns,
such as hospital administration or public
health service delivery.

9. For example, one individual had a brief
vita showing he definitely did publish in Medi-
cal Science, and another had an interest in
space policy that made publication in the
Journal of Atmospheric Science plausible.

10. The geographical areas apparently do
not need to be that close. Ken Meier moved
during the time of this study from the Uni-
versity of Wisconsin at Madison to the cam-
pus at Milwaukee. This was apparently close
enough that his publications at both institu-
tions were included in the data file. This
ZIP code laxity is surely necessary to avoid
deleting the publications of faculty at urban
institutions where their residence might be a
considerable distance from campus, but it is
likely to also introduce problems in these
same urban areas that are likely to contain
multiple research universities.

11. It is not clear how close the name
match had to be, because the NRC report
does not fully describe the data-coding
process. At one point (NRC 1995, 143), the
study description suggests the NRC had only
last names plus initials, not full first and
middle names, in the ISI data.

12. The research producing these citation
averages is based on the data in the NRC
citations/publications file, and is forthcoming
elsewhere.

13. The NRC’s 1988 to 1992 citation count
is for items published during those years only.
A citation in 1990 to an item published prior
to 1988 would not be counted.

14. There are similar errors for other
Harvard faculty, which leads to about half
of Harvard’s total citations in the printed
report being probable errors.
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