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COVERING GAMES 
AND THE BANACH-MAZUR GAME: ATACTICS. 

TOMEK BARTOSZYNSKI, WINFRIED JUST AND MARION SCHEEPERS 

ABSTRACT. Given a free ideal / of subsets of a set X, we consider games where 
player ONE plays an increasing sequence of elements of the <r-completion of J, and 
player TWO tries to cover the union of this sequence by playing one set at a time from 
J. We describe various conditions under which player TWO has a winning strategy that 
uses only information about the most recent k moves of ONE, and apply some of these 
results to the Banach-Mazurgame. 

1. Introduction. Let J be a free ideal of subsets of a given set. By (J) we denote 
the cr-ideal generated by J ((J) could turn out to be the power set of UJ). Two concrete 
examples of ideals motivated much of our work. The one is 9£W(D^, the ideal of nowhere 
dense subsets of the real line R. In this case (ftCW'D^) is the ideal of meager sets of 
reals. The other is [tt]<A where UJ = cof(A) < A < K are cardinal numbers. 

We are interested in games of the following type: Player ONE plays a set On G (J) 
during inning n, to which TWO responds with a set Tn G /. ONE is required to play an 
increasing sequence of sets; TWO's objective is to cover \Jn£u On with \Jnecu Tn. As long 
as TWO remembers the complete history of the game, this task is trivial. However, it 
often happens that TWO needs to know only the last k moves of the opponent in order 
to win. A strategy that accomplishes this is called a winning k-tactic. 

We consider four such games, MG(J3,7), MG(7), the "monotonie game", SMG(7), 
the "strongly monotonie game", and VSG(7), the "very strong game". The study of 
these games was initiated in [SI], and motivated by Telgarsky's conjecture that for every 
k > 0 there exists a topological space (X, r) such that TWO has a winning k + 1-tactic 
but no winning atactic in the Banach-Mazur game on (X, r) (see Section 4.4 for more 
information). However, we find the games considered here of interest independent of the 
original motivation. The game MG(7) was introduced in [SI], as was the game SMG(7); 
the games MG(J^, J) and VSG(7) appear here for the first time. 

In Sections 2 and 3, we introduce and discuss pseudo-Lusin sets, the irredundancy 
property and the coherent decomposition property of ideals. These properties, together 
with the cj-path partition relation, are the main tools for constructing winning ^-tactics 
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in our games. These combinatorial properties of ideals are very likely of independent 
interest—they have already appeared in the literature in various guises. 

In Section 4 we apply the results of Sections 2 and 3 to give various conditions 
sufficient for the existence of winning ^-tactics for TWO in the games mentioned above. 
Not surprisingly, as the game becomes more favorable for TWO, weaker conditions 
suffice. Among other things, our results show that in the Banach-Mazur game on the 
space that inspired the invention of meager-nowhere dense games, TWO has a winning 
2-tactic. 

The appendix is devoted to a proof of an unpublished consistency result of Stevo 
Todorcevic, which we use in Section 4. 

Our notation is mostly standard. One important exception may be that we use the 
symbol C exclusively to mean "is a proper subset of". Where we otherwise deviate from 
standard notation or terminology we explicitly alert the reader. For convenience we also 
assume the consistency of traditional (Zermelo-Fraenkel) set theory. All statements we 
make about the consistency of various mathematical assertions must be understood as 
consistency which can be proven by means of that theory. 

We are grateful to Stevo Todorcevic for sharing with us his insights about the matters 
we study here, and for his kind permission to present in this paper some of his answers 
to our questions. 

2. The irredundancy property. For a partially ordered set (P, <) which has no 
maximum element we let 

add(P, <) 

be the least cardinal number, A, for which there is a collection of cardinality À of 
elements of P which do not have an upper bound in P. This cardinal number is said to be 
the additivity of (P, <). Note that add(P, <) is either 2, or else it is infinite. In the latter 
case (P, <) is said to be directed. We attend exclusively to directed partially ordered sets 
in this paper. 

A free ideal J on a set S is partially ordered by C. The partially ordered set (7, C) 
is directed. The symbol (J) denotes the a-completion of J (i.e., the smallest collection 
which contains each union of countably many sets from J). We say that J is a a-complete 
ideal if J = (J). Note that J is cr-complete exactly when add(J) is uncountable. 

The other important example for our study is the set ^UJ of sequences of nonnegative 
integers; we use c to denote the cardinality of this set. We say g eventually dominates/ 
and write/ <C g if: l i n v ^ (g(n) —/(«)) = oo. It is customary to denote add^o;, <C) by 
b. 

A well known theorem of Miller ([M], p. 94, Theorem 1.2) states that 

add((fA^%), C) < addCV < ) (= b). 

Again, for an arbitrary partially ordered set (P, <) the symbol 

cof (P, <) 
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denotes the least cardinal number, /c, for which there is a collection X of cardinality K of 
elements of P such that: for each p G P there is an x G X such that/? < x. This cardinal 
number is said to be the cofinality of (P, <). It is customary to denote cof^a;, <C) by b. 

Another well-known theorem (see e.g. [F], Proposition 13(b)) states that 

(b =)cof(^, < ) < cof((fA£W>%), c) . 

This theorem, as well as Miller's theorem cited above, are consequences of the construc
tion below for Example 2. 

Let (P, <) be a directed partially ordered set. The bursting number of (P, <) ([I], 
p. 401) is the smallest cardinal number which exceeds the cardinality of each of the 
bounded subsets of (P, <). This cardinal number is denoted by burst(P, <). More impor
tant is the principal bursting number of (P, <), denoted bu(P, <) and define as 

bu(P, <) = min{burst(g, <) : Q is a cofinal subset of P} 

(following [I], p. 409). It is always the case that add(P, <) < bu(P, <). 

DEFINITION 1. A directed partially ordered set (P, <) has the irredundancy property 
if: 

bu(P, <) = add(P, <). 

The cofinal subfamily A of (P, <) is said to be irredundant if burst(.#, <) < add(P, <). 
Not all cr-complete ideals have the irredundancy property. Here is an ad hoc example. 

Let S\ and £2 be disjoint sets such that Sj has cardinality K, for each /. Define an ideal / 
on the union of these sets by admitting a set Y into J if : Y D S\ is countable and Y D S2 
has cardinality less than H2. Then add(7, C) = Hi and cof(7, C) = K2. No cofinal family 
of / is irredundant. 

A refined version of the classical notion of a Lusin set is instrumental in verifying 
the presence of the irredundancy property in many directed partially ordered sets. Since 
what we'll define is not exactly the same as the classical notion, we call our "Lusin sets" 
pseudo-Lusin sets. Let K< A be infinite cardinal numbers. Let (P, <) be a directed set. 

DEFINITION 2. A subset L of P is a («, A) pseudo-Lusin set if: 
( 1 ) A is the cardinality of L and 
(2) for each x G P the cardinality of the set {y G L : y < x} is less than n. 
If a directed set (P, <) has a («, A) pseudo-Lusin set, then add(P, <) < K and A < 

cof(P, <). Moreover, every partially ordered set has an (add(P, <), add(P, <)) pseudo-
Lusin set. Thus, if add(P, <) = cof (P, <), then these are the only types of pseudo-Lusin 
sets in (P, <). 

Let / be a free ideal on a set S. The uniformity number of 7, written unif(7), is the 
minimal cardinal K such that there is a subset of S of cardinality «, which is not an 
element of / . 

If L C R is a Lusin set in the classical sense (i.e., L is uncountable and every meager 
set meets L in only countably many points), then |{x} : x G L} is an (uj\, \L\) pseudo-
Lusin set. There will be pseudo-Lusin sets even when there are no (classical) Lusin sets: 
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If u n i f ^ f A ^ ^ ) ) > add((%CW<D^)1 C) (see e.g. [M], §6 for a consistency proof of this 
inequality), then every set of real numbers of cardinality Hi is meager, whence there is 
no Lusin set in the classical sense. 

The reader might compare our notion of a (/c, A)-pseudo-Lusin set with Cichon's 
notion of a («, A)-Lusin set (see [Ci]). 

For (P, <) a directed set, the connection between the irredundancy property and the 
existence of certain pseudo-Lusin sets is as follows: There is an (add(P, <), cof(P, <)) 
pseudo-Lusin set for (P, <) if, and only if, (P, <) has the irredundancy property, if, and 
only if, (P, <) has a cofinal (add(P, <), cof(P, <))-pseudo-Lusin set. These equivalences 
could be proven by an argument as in the proof of 4.4 on p. 409 of [I]. 

COROLLARY 1. Let K > A > Ko be cardinals, X regular, /f cof([«]<A, C) = n, then 
(M < A , C) has the irredundancy property. 

PROOF. Let {Sa : a < ft} be a pairwise disjoint subcollection from [K]< A . Then this 
family is a (A, K) pseudo-Lusin set for this ideal. Applying the cofinality hypothesis we 
conclude that this ideal has the irredundancy property. • 

The ideal of finite subsets of an infinité set has the irredundancy property; the set of 
one-element subsets of such an infinite set forms an appropriate pseudo-Lusin set for 
this ideal. 

LEMMA 2. Let K > A be an uncountable cardinal numbers, X regular. Then the 
following statements are equivalent: 

(1) The ideal ([«]<A, C) has cofinality K. 
(2) There is a free ideal J such that: 

(a) add(7, C) = A, 
(b) cof (7, C) = K and 
(c) (7, C) has the irredundancy property. 

PROOF. The proof of 1 => 2 is trivial. We show that 2 implies 1. Let J be a free ideal 
on the set S such that cof(7, C) = K and add(7, C) = A, and (7, C) has the irredundancy 
property. Let L C 7 be an (A, rc) pseudo-Lusin set for 7. Also let C C 7 be a cofinal family 
of cardinality K. For each X G C define: Sx = {Y <E L : Y Ç X}. Then the collection 
<B = {Sx : X e C} is cofinal in ([L]<A, C). • 

The following examples play an important role in our game-theoretic applications. 

EXAMPLE 1. The ideal of countable subsets of an infinite set. 
Let K be an uncountable cardinal number. Then add([^]-H(), C) = Ki and 

bu([ttl-^°, C) > Hi. For uncountable cardinal numbers K it is always the case that 
ft < cof([tt]-H(), C). A set of the form {{c^l : £ < «:} (where this enumeration is 
bijective and UJ\ < K) is an (a;i,«) pseudo-Lusin set for [«1-H<). The only difficult 
cases to decide whether or not the irredundancy property is present are those where 
K < cof([ft]-H°, C); this occurs for example when A£ has countable cofinality. It turns out 
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that for these the irredundancy property is not decidable by the axioms of traditional set 
theory: 

A family A of countable subsets of K is locally countable if for each A G A the 
set {B G A : B Ç A} is countable. A family % c [K]*° which satisfies the stronger 
property that |{A DX : X G %}\ < Ho for any countable subset A of tt, is said to 
be a Kurepa family. Note that the existence of a cofinal Kurepa family witnesses that 
bu([/c]Ko, C) = Hi = add([/c]>\ C). 

(1) Todorcevic has shown (p. 843 of [To4] or [To2]) that ([«]**°, C) has the irredun
dancy property if, and only if, there is a Kurepa family in [/c]̂ ° of cardinality «K(). In 
§2 of [To5] he showed that if K has countable cofinality then nK implies that there is a 
Kurepa family of cardinality K+ in [K]^°. Thus, if nK and moreover coffl/c]**0, C) = K;+ 

is true for each uncountable cardinal K of countable cofinality, then there is for each 
uncountable cardinal À a cofinal Kurepa family in [A]**0. These hypotheses hold in L, the 
constructible universe. 

One might ask if any hypotheses beyond ZFC are necessary to obtain the conclusion 
that ([K;]-**0, C) has a cofinal Kurepa family. Todorcevic also noted (p. 843 of [To4]) that 
the version 

of Chang's Conjecture implies that Hi < bu([H^]-K(), C) (and thus this ideal does not 
have the irredundancy property). Now [L-M-S] established the consistency of the above 
version of Chang's Conjecture modulo the consistency of the existence of a fairly large 
cardinal. 

(2) This takes care of uncountable cardinals of countable cofinality. What is the situa
tion for those of uncountable cofinality? It is clear that ([«]-**°, C) has the irredundancy 
property if n is K„ for some finite n (a result of Isbell, [I]) or if, for some m < UJ, n is 
the ra-th successor of a singular strong limit cardinal of uncountable cofinality. In fact, 
the axiomatic system of traditional set theory has to be strengthened fairly dramatically 
before one could create circumstances where there is a cardinal number of uncountable 
cofinality which is strictly less than the cofinality of its ideal of countable sets; it follows 
from Lemma 4.10 of [J-M-P-S] that if there is a cardinal number of uncountable cofi
nality which is smaller than the cofinality of its ideal of countable sets, then there is an 
inner model with many measurable cardinal numbers. 

Information about the ideal of countable subsets of some infinite set can be used to 
gain information about some other ideals, using the notion of a locally small family. 

DEFINITION 3. A family f of subsets of a set S is locally small if: 

\{Ye ?:YCX}\ <K0 

for each X in J. 
If the ideal of countable subsets of an infinite set has an irredundant cofinal family then 

that cofinal family is ipso facto locally small. If there is an {u\, cof(7, C)) pseudo-Lusin 
set for the a-complete free ideal J on the set S, then J contains a locally small cofinal 
family. 
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EXAMPLE 2. The ideal of meager subsets of the real line 
Assume that add((iA£lV£>[̂ ), C) = cof((lA£^£>^), C) (This equation is for example 

implied by Martin's Axiom). Then (p^fjWD^) has the irredundancy property. In this case 
one may insure that the cofinal family which witnesses the irredundancy is a well-ordered 
chain of meager sets. 

Irredundancy does not require having a well ordered cofinal chain of meager sets. 
For let an initial ordinal be given. According to a theorem of Kunen ([K], p. 906, 
Theorem 3.18) it is consistent that the cardinality of the real line is regular and larger 
than that initial ordinal, and at the same time there is an (o;i,c) pseudo-Lusin set. It 
follows that {o^jW'D^j has a locally small cofinal family of cardinality c. In particular, 
(7^) has the irredundancy property. If the continuum is larger than Hi it also follows that 
this ideal has no cofinal well-ordered chain. 

Stevo Todorcevic has informed us that it is also consistent, modulo the consistency 
of a form of Chang's Conjecture that (7^) does not have the irredundancy property. 
Actually, something apparently weaker than that form of Chang's Conjecture is used: we 
present this result of Todorcevic's in Theorem 3, which he kindly permitted us to include 
in this paper. 

THEOREM 3 (TODORCEVIC). If "ZFC + MAKl + there is no Kurepa family in [HJH() 

of cardinality larger than Hw " is a consistent theory, then so is the theory "ZFC + 

b u ( ( ^ % ) , c ) > a d d ( ( f W % ) , c ) = Hi ". 

PROOF. Let P be the set of finite functions with domain a subset of H^ and range a 
subset of Lj and let P be partially ordered by reverse inclusion (in other words, P is the 
standard set for adding H^ Cohen reals). For D a countable subset of Ĥ . we write P(D) 
for the set of elements of P whose domains are subsets of D. 

Suppose we have a sequence {Nç : £ < 9} (9 > H^) of P-names for meager sets of 
reals. Let D^ G [HJ*° be the support of N$ i.e., N^ G VP(D«}. By the hypothesis of the 
theorem and by [To4], p. 843, there is an uncountable set A C 9 such that D = \J^eA De 

is countable. Thus, N^ G VP(D) for each ( GÂ. Since P(D) is essentially the poset 
for adding 1 Cohen real and since MA^ holds, VP(D) |= "Uçe4 ^ is meager" (because 

VP(D) ^ "MA(cr-centered)"). • 

The hypothesis of Theorem 3 is consistent modulo the consistency of the relevant 
form of Chang's Conjecture, because that form of the conjecture is preserved by c.c.c. 
generic extensions. 

3. The coherent decomposition property. Let J be a free ideal on a set S and let 
(J) be its cr-completion. Let A be a subcollection of (J). 

DEFINITION 4. (1) & has a coherent decomposition if there is for each A e ft a 
sequence (An : n < u) such that: 

(a) An G J for each n, 
(b) An C Am whenever n < m < UJ, and 
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(c) For all A and B in ft such that A C B, there is an m such that An C Bn whenever 

n > m. 

The collection {(An : n < UJ) : A G ft} is said to be a coherent decomposition for J3L 

(2) The ideal J has the coherent decomposition property if some cofinal subset of (J) 

has a coherent decomposition. 

It is worth mentioning that if J has the coherent decomposition property and if (J) has 

a cofinal chain, than the family (J) itself has a coherent decomposition. We now explore 

the coherent decomposition property for our examples. 

EXAMPLE 1 (CONTINUED). 

THEOREM 4. Let ft be a locally small family of countable sets such that (ft, C) is a 

well-founded partially ordered set. Then ft has a coherent decomposition. 

PROOF. Let O: ft —> a be the rank function for the well-founded set (ft, C). Since ft 

is locally small we may assume that a is uj\. 

For Ain ft with 0(A) = 0, choose a sequence (An : n < UJ) of finite subsets of A such 

that A = \Jn<lJA
n and An Ç An+l for all n. 

Let 0 < (3 < UJ\ be given and assume that we have already assigned to each Am ft 

for which 0(A) < /?, a sequence (An : n < UJ) in compliance with 1 and 2. Now Let B be 

an element of ft such that O(B) = /?. Write F(5) = {Aeft:AcB}. 

To begin, arbitrarily choose a sequence (5W : « < UJ) of finite sets such that B = 

U«<o; Sfl- F ° r each A G F(B), define ^ : a; —> a; such that for each n < UJ, 

gA(n) = min{k < UJ : An Ç S0 U • • • U S*}. 

Then {g^ : A G F(B)} is countable since ft is locally small. L e t / G ^ be a strictly 

increasing function such that gA <C/ for each A in F(Z?). Define: 

fl" = S o U - - - U S / ( w ) 

for each n. Then (Z?n : n < UJ) is as required. • 

COROLLARY 5. Let J be a free ideal on a set S and let ft be a locally small family of 

sets in (J) such that (ft, C) is a well-founded partially ordered set. Then ft has a coherent 

decomposition. 

PROOF. For each B in ft, let (X(5) : n < uj^j be a sequence from J such that 

B = \Jn<u;Sn(B). Also write T(B) = {A G ft : A Ç B}. Then 0 = {r(A) : A G ^ } is a 

well-founded, locally small collection of countable subsets of ft. Choose, by Theorem 4, 

for each A £ ft a sequence (r(A)n : n < UJ) of finite subsets of T(A) such that: 

(1) F(A) = [jn<UJ T(A)n where T(A)n Ç T(A)n+l for each n, and 

(2) for all A and Bin ft with A C B there exists an m such that: 

T(A)n Ç T(B)n 

for all n > m. 
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For each A in A and each n < UJ define: 

An = \J{Sj(B) :j<n and B G T(Af}. 

Then the sequences (An : n < UJ) are as required. • 

COROLLARY 6. //*([K]-H(), C) has the irredundancy property, then it has the coherent 
decomposition property. 

PROOF. An irredundant cofinal family is necessarily locally small. We may thin out 
any cofinal family to a well-founded cofinal family. Now apply Theorem 4. • 

Here is a result whose proof is quite analogous to that of Theorem 4. We state it in 
the present form because we'll use it in this form. 

THEOREM 7. Let X be an uncountable cardinal number which has countable cofinality. 
Let XQ < Aj < • • • be a sequence of infinite regular cardinal numbers which converges 
to X. Let (J3, C) be a well-founded family of sets, each of cardinality X, such that 

\{YeA: YCX}\ < X 

for each X in !A. Then A has the coherent decomposition property. In particular: 
There exists for each A G J% a sequence (An : n < UJ) such that: 

(1) \An\ <Xnforalln, 
(2) An Ç An+1 for all n, 
(3) A = [JZoAn and 
(4) if A C B, then there is an m < to such that An Ç Bn for all n > m. 

COROLLARY 8. Let X be a cardinal number of countable cofinality. If([ti]-X, C) has 
the irredundancy property then it has the coherent decomposition property. 

EXAMPLE 2 (CONTINUED). We show that the ideal of meager sets of the real line has 
the coherent decomposition property, and also that it has a second combinatorial property 
which plays an important role in our game-theoretic applications. It is convenient, for this 
section, to work with the set u2, with the usual Tychonoff product topology (2 = {0, 1} 
is taken to have the discrete topology) in place of R. For a subset S of the domain of a 
function g, the symbol g\s denotes the restriction of g to the set S. For s an element of 
<UJ2, the symbol [s] denotes the set of all those x in u2 for which x[iengthCv)= s. Subsets 
of !jJ2 of the form [>] where s ranges over <UJ2, form a base for the topology of :jJ2. Let 
/ G "UJ be a strictly increasing sequence and let x be an element of u2. Define: 

Bxf = {Z e U2 : V™(z\lf(n).f(n+\))^x\\f(n)j(n+\)))}-

Now also fix an n G UJ and define 

Blf = {zeUJ2: (Vfc > nXzlifik^k+i^xl^k^M^)}. 

Then Bn
x\f Ç Bn

xf whenever m < n < UJ\ also, Bxf = \Jn<UJ Bn
xf. 
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PROPOSITION 9. Forx.y G U2 and strictly increasing j', g G uu> the following asser
tions are equivalent: 

(1) Bxf C By,g. 
(2) (l)BxjjBy.gand 

(2) m(3k)(g(n) </(*) <f(k+ 1) < ^ + l ) ^ i [ P ) # + 1 ) ) ^ ^ ) # + 1 ) ) ) 

PROOF. Only the implication 1 => 2(b) requires a proof. If 1 holds, then (a) of 2 
holds. Assume the negation of 2(b). It reads: 

(3~) (V*) f^(g(n) </(*) <f(k+l)<g(n+\)) or - (4 [m W + 1 ) ) = ^[W/ow»)) 

Put 5 = {rc < a; : (V*)(-([/X*),/(* + 1)] C \g(n),g{n+ 1)]) or - (x[^ ) / ( ,+ 1 ) )= 

y\[f(k),f(k+i)))}- Our hypothesis is that S is an infinite set. 
Consider an n in S. For each k, there are the following possibilities: 

(1) ^(\f(k)J(k+l)]Ç[g(n),g(n+\)]) 
(2) \f(k),f(k+ 1)] Ç [g(/z),g(w+ 1)], butx\m)Ak+l))^y\m)Ak+l)). 
Put S„ = {& : 2 holds for /c}. We consider two cases. 

CASE 1. There are infinitely many n for which Sn is nonempty. 
Choose an infinite sequence (ni, «2? «3? • • •) from 5 such that: 

(i) snmj<b, 
(2) rcm+i > g(nm+ 1), and 
(3) (3/:)(g(«m + 1) <f(k) < g(nm+\j), for each m, and 
(4 ) / ( l )<s ( / i , ) . 
This is possible because / and g are increasing, and S is infinite. Put 7 = 

Uj=i [£(«/)> g*/1/ + !))• Define z, an element of ^2, so that z|Y= y |Y and z(n) = 1 — x(n) for 
each n G UJ\T. Then z G #*/ while z £ Byg. Thus 1 fails in this case. 

CASE 2. There are only finitely many n G S for which Sn is nonempty. 
We may assume that Sn = 0 for each « G S. Consider n G 5. We then have that 

\f(k),f(k+1 )) ^ [#(«), g(n+l )) for each/: G UJ. We distinguish between two possibilities: 
(1) (3k)(g(n) <f(k)< g(n + l)) or 

(2) (VA:)(/-(«^[g(/i),g(fi+l))) 

CASE 2(A). Possibility 1 occurs for infinitely many n £ S: 
Choose n\ < ni < n?> < • • • from S such that 
• 2 • n} < rij+\ for each j , 
• for each j there is a fc such that g(/i7- + 1) <f(k) < g(rij+\ ), 
• for each7 there is a k such that/(/c) G [g(nj), g(rtj+\)), and 

Put T = Uyïi k(^)? #(«/ + 1)) and define z so that Z\T= y\r> and z(n) = 1 — jc(n) for each 
n E UJ\T. From the hypothesis of Case 2(A) it follows that z G Bxf, but z £ Byg. Thus, 
1 fails also in this case. 
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CASE 2(B). Possibility 1 occurs for only finitely many n G S: 

We may assume that possibility 2 occurs for each n G S. Choose k\ < kj_ < k^ < • • • 

such that for each j there is an n G S with [g(n),g(n + 1)) C \f(kj),f(kj + 1)). For 

each j choose rij G S such that [g(rij),g(nj + 1)) C \f(kj),f(kj + 1)). As before define 

T = |J°?i [g(nj), g(rij + 1)). Finally, define z so that Z\T= y\r and z(n) = 1 — x(n) for each 

n G UJ \ T. Then z G Bxj and z <£ Byg, showing that 1 fails also in this case. 

This completes the proof. • 

LEMMA 10. Letf and g be strictly increasing elements of^ujfor which there is some 

k <UJ such that g(n + k) =f(n)for all but finitely many n. IfBxf Ç Byg, then Bxj = Byg. 

PROOF. Assume that Bxj / Byg and suppose that Byg % Bxf. We show that Bxf £ 

Byg. Let z be an element of Byg \ Bxj. Fix N such that 

( 1 ) z\[g(n+k).g(n+k+\))¥y\[g(n+k),g(n+k+\)) a n d 

(2)f(n) = g(n + k) 

for each n> N. 

Since z is not an element of Bxj, there are infinitely many n >Nfor which z \ \f(n)f(n+\)j= 

*[/(/i)/(n+i))- Consequently the set S = {n > N : x["[/W(/i+D)^ y\\f{n)j{n+\))} i s infinite. 

Now define t such that %(n)/(n+i))= y\\f(n).f(n+\)) f ° r e a c n ^ G S, and t(m) = 1 — x(m) for 

each m G UJ\ {Jneslf(n)if(n+ !))• Then t is in Bxj but not in Byg. m 

Under the hypothesis of Lemma 10, x(n) = y(n) for all but finitely many n. 

PROPOSITION 11. Let x, y be elements of ^2 and letf, g be increasing elements of'^u. 

Of the following two assertions, 1 implies 2. 

(1) Bxj C Byg. 

(2) f < g. 

PROOF. Assume that Bxf C Byg. Fix, by Proposition 9, an N such that 

(V/i > N) (3k) ( [ «* ) , / ( *+ 1)] Ç [*(/!),£(*+ 1)] and j c r ^ ) / 0 k + 1 ) ) = ^ r ^ w + i ) ) ) . 

For each n > N choose £n such that \f(kn)J(kn + 1)] Ç [g(w), g(n + 1)]. It follows that 

kn + 1 < ^n+i for each n> N ( s ince/ and g are increasing). 

CLAIM. [/(&«),/(&n + 1)] C [g(n), g(n + I)] for infinitely many n. 

PROOF OF THE CLAIM. For otherwise, fix M > N such that \f(kn),f(kn+\] = 

[g(ft),g(rc + 1)] for each n > M. Then we have kn+\ = kn + 1 for each n > M. It 

follows that g(n) = f{n + (&M — M)) for all n > M. Then Lemma 10 implies that 

Bxj = By^g, contrary to the fact that Bxf is a proper subset of Byg. This completes the 

proof of the claim. 

Thus, there are infinitely many n for which kn+\ > kn + 1. Let m > 1 be given, and fix 

L>M such that \{n < L : kn+\ > kn + 1 }| > k\ +m. Then kn > (n + m) for each n > L; 

we have 

f(n+ 1) < / ( n + m) < / ( * „ ) < g(" + 1) 

for each n > L. In particular, m < g(rc + \)—f(n + 1) for each n > L. This completes the 

proof t ha t / <C g. • 
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PROPOSITION 12. Let x and y be elements of ^2 and letf and g be increasing elements 

of^uj. IfBxf C Byg, then there is an m < UJ such that Bn
x , Ç B^g whenever n> m. 

PROOF. From our hypotheses and Proposition 9 there is an m such that for each n>m 

there is a A; such that \f(k),f(k+ 1)) Ç [g(n), g(n+ 1)) and x\ mxf{k+l))= y !"[/•(*)/<*+1». By 

Proposition 11 there is an M > m such that/( /) < g(j) for each y > M. We show that 

Bn
xf Ç Bn

yg for each n > M. 

Let z be an element ofBxj. Then z [[/•(/)/(/'+D) 7̂  Xl~[/W(/+D) f ° r e a c n 7 > w- But consider 

any j > n. Then there is a fc such that \f(k),f(k + 1)) C [#(/)? #(/+ 1)); ^ > J for any such 

k, by the choice of M. It follows that z\[g(j),g(j+\))^ y\[g(j)*g(j+\))> Thus, z is also an element 

o f ^ , r • 

PROPOSITION 13. For each X e ( fA^Î*^) there are an x in ^2 and an increasing/ 

in UUJ such that X C Bxj. 

PROOF. Let X be a meager set. We may assume that X = \J%i0Xn where Xn Ç Xn+\ 

and Xn is closed, nowhere dense for each n. Fix a well-ordering of <UJ2, and define 

(sn \ n < UJ) a n d / in UUJ as follows: 

Take so = 0 and / (0 ) = 0. Assume that s\, S2,...,sn a n d / ( l ) , . . .,/(rc) have been 

defined so that: 

(1) s\ is the first element of <L°2 such that [s{] HXi = 0 a n d / ( l ) = lengthOO, 

(2) Sj+\ is the first element of <UJ2 such that [t~sj+i] HXy = 0 for each t in ^ 0 ) 2 , and 

f(j + 1) = ^ length^/) for each j < n. 

Then let sn+] be the first element of <UJ2 such that [rsn+] ] HXn = 0 for each f in ^ " ^ 2 ; 

p u t / 0 + 1) = / ( « ) + lengthfe+i). 

Finally, set x = s^s^s^ • • •. 

CLAIM. X ç # x / . 

For suppose that z is not an element of Bxj. Then there are infinitely many n for 

which z\\f(n)/(n+i))= x\\f(n)j(n+\)h in other words, there are infinitely many n for which 

£|~l/(«)/(n+i))= sn+\ • Now fix an m. Choose ann> m such that z|"[/-(n)/(n+i))= ^n+i • From the 

choice of sn+\ it follows that [z\f(n+i)] DXm = 0; in particular, z £ Xm. Consequently, z is 

not an element of X. m 

PROPOSITION 14. Each Bn
xf is in fA£^%. 

PROOF. Consider an s from u2 for which [s] D Bxj ^ 0. Choose m such that/(m) > 

lengthO) and m > n. Then choose t from <u)2 such that length(s^t) > f(m + 1) and 

^^^[/•(m)/(m+i))= *["[flm)/(m+i))- Then [.s~f] fl fi^ = 0. It follows that B^ is nowhere 
dense. • 

Consequently, Bxj is a meager set for each x in w2 and for each increasing/ from ^UJ. 

THEOREM 15. (^CMD^) has a cofinal family which embeds in a cofinal subset of 

f^w, <C) and which has the coherent decomposition property. 
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PROOF. By Propositions 14 and 13 the family of sets of the form Bxj w h e r e / is an 

increasing element of uu and x is an element of w2, is a coflnal family of meager sets. By 

Proposition 12, this family has the coherent decomposition property. Also, the mapping 

which assigns/ to Bxf is, according to Proposition 11, an order preserving mapping. • 

4. Applications. The o;-path partition relation is the one other combinatorial ingre

dient in our technique for constructing winning ^-tactics, or for defeating a given k-Vdctic 

for TWO. For a positive integer n, infinité cardinal number À and a partially ordered set 

(P, <) , the symbol 

( P , < ) ^ ( a ; - p a t h ) 5 ; / < u ; 

means that for every function F: [P]n —> À there is an increasing u-sequence 

P\ <Pi < ••• <Pm < •'• 

such that the set {p({/?y+i,.. .,pj+n}) : j < UJ} is finite. The negation of this assertion is 

denoted by the symbol 

(P,<)A(^-pathrA/<cJ. 

This partition relation has been studied in [S2], where various facts used below are proved. 

In particular, we often use the fact that (P, < ) / * (UJ- path)^ ,<uj for every partially ordered 

set (P, < ) for which there is a strict order-preserving map into (wu;, <C). 

4.1. The game MG(A, J). Let J be a free ideal on an infinite set S and let A C (J) be 

a family with the property that for each X G A there is a Y G A such that X C Y. The 

game M G ( J 3 , J) is defined so that an cj-sequence (0\, T\,..., On, Tn,...) is a play if for 

each n, 

(1) On G A is player ONE's move in inning n, 

(2) Tn G 7 is player TWO's move in inning n, and 

(3) OnCOn+l. 

Player TWO wins this play if U ^ i On Ç U ^ , Tn. 

THEOREM 16. Let J be a free ideal on a set S. If A is a family of sets in (J) such that: 

(1) for each X G A there is a Y G A such that X C Y, 

(2) (A, C) / + (uj-palh)k^,<uj for some k > 2, and 

(3) A has a coherent decomposition 

then TWO has a winning k-tactic in MG(Jl, J). 

PROOF. Choose a function F: [A]k —> UJ which witnesses hypothesis 2. Also associate 

with each A in A a sequence (An : n < UJ) such that hypothesis 3 is satisfied. 

Define a /c-tactic, T for TWO as follows. Let (X\,..., Xj) be given such that j < k, 

X{ C • • • C Xj and Xt G A for i <j. 

(1) Ifj < ^ : Then put T(X 1 , . . . ,X y ) = X{ U - - - U X J . 

(2) If j = Â:: Let m be such that 

• m > F ( { X i , . . . , X * } ) a n d 

• Xn
x Ç • • • Ç Xn

k for all n > m. 
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P u t Y ( X 1 , . . . , ^ ) = X Î I U - - - U ^ . 
Then T is a winning ^-tactic for TWO. For let (Oi, T\,..., Oni Tn,...) be a play of 

MG(J3, J) where: 
• Tj = Y(0 i , . . . , Oj) for each 7 < k 
• Tn+yt = Y(On+l,..., 0W+*) for each n < <j. 

For each f > 1 let ra, be the number associated with (O r , . . . , Ot+k-\) in part 2 of the 
definition of Y. By the properties of F, the set {mt : t = 1, 2, 3,. . .} is infinité. Thus 
choose t\ < t2 < • • • such that nij < mtr for all j < tr. It follows from the criteria used in 
the choices of the numbers mt that 

Om
x
h Ç • • • Ç 0%r 

for all r. But 0^r Ç Tmtr for all r, according to the definition of Y. It follows that 
USi on ç uî£i r„. • 

COROLLARY 17. 77iere w « cofinal family A C (/p>) swc/z /7za/ TWO /JAS a winning 
2-tactic in MG(^, 7^). 

PROOF. Let A be the family of meager sets provided by Theorem 15. Thus, Si has a 
coherent decomposition and there is an order preserving function from (Si, C) to (WCJ, <C). 
But then (j*, C) / * (o;-path)*/<a; holds, since ("a;, <C) / * (a;-path)2 . holds. • 

COROLLARY 18. Let J be a free ideal on an infinite set. If Si is a family of sets in (J) 
such that: 

(1) Si is locally small, 
(2) for each X G Si there is a Y G Si such that X C Y, and 
(3) (Si, C) is well-founded, 

then TWO has a winning 2-tactic in MG(J3, J). 

PROOF. The proof is analogous to that of Corollary 17; now we refer to the proof of 
Theorem 4, we observe that UJ\ < b, and invoke Theorem 16. • 

COROLLARY 19. Let X < Hi be infinite cardinal numbers such that: 
(1) X has countable cofinality, 
(2) X+ -h (a;-path)2/<a;, and 

(3) [/c]-A has the irredundancy property. 
Then there is a cofinal family Si C [n]x such that TWO has a winning 2-tactic in 
MG(#, M<A). 

PROOF. Let Si be a well-founded cofinal family in [/c]A which is irredundant. Since 
there is a rank-function from SA to X+ it follows from hypothesis 2 that (SI, C) /+ 
(o;-path)^/<a;. By Corollary 8, Si has a coherent decomposition. By Theorem 16, TWO 
has a winning 2-tactic in the game MG(J3, M< A) . • 

The next theorem shows that under certain circumstances there is for each n a free 
ideal Jn and a cofinal family Sin C (Jn) such that TWO does not have a winning «-tactic, 
but does have a winning n + 1-tactic in MG(J^, /„). We think that Theorem 20 indicates 
some relevance of the games as considered here for Telgarsky's Conjecture (see 3.4). 
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THEOREM 20. Let A be an infinite cardinal number and let 2 < n < UJ. If there is a 
linearly ordered set (Ln, <„) such that: 

(1) cof(L„,<n)>LO, 
(2) (L,„ <„) -> (w-path)J/<u;, but 

(3) (L,„ <„) -h (w-pa th )^ , 
then there is a free ideal Jn and a cofinal family !An C (Jn) such that TWO does not have 
a winning n-tactic, but does have a winning n + \-tactic in MG(^, Jn). 

REMARK. It follows from Propositions 3 and 4 of [S2] that if there is a linearly 
ordered set which stisfies these hypotheses for n = 2, then there there is for each integer 
n > 1 a linearly ordered set which satisfies these hypotheses. 

PROOF. Let À, n and (Ln, <n) be as in the hypotheses, fixed for the rest of the proof. 
We may assume that the underlying set, Ln, is disjoint from &((P(\)) U <P(A) U A. 

Define a free ideal Jn as follows: The underlying set on which Jn lives, say Sn, is 
[A]<H(> U Ln. For each a G A let Xa be the set {Z G [A]<H° : a <£ Z}. Let T be 
{Xa : a G A}. Put a subset X of Sn in /„ if: 

X n [A]<H° is a subset of a union of finitely many elements of T, and XHLn 

is bounded above. 
Then the cofinality of (Jn) is cof(Ln, <n). Define J^ so that X G ĴU if: 

X H L„ = {t G Ln : f < z} for some z G L„. 

Then ^ is cofinal in (Jn). 

CLAIM 1. TWO does not have a winning n-tactic in MG(^ , Jn). 

For let O be an n-tactic of TWO. For x G Ln put Vx = [A]<H° U {y e Ln : y <n x}. 
Define a partition *F: [L„]n —> [A]<H° so that 

( o t v ^ u w . v ^ u . • • U0(v,„..., v,,,)) n [A]<̂  

is a subset of \j[Xa : a G *F({*i,.. .,xn})}. 
By (1) we obtain an cj-pathxi <n x-2 <n ' " <n *k <n " ' and a finite set F C A such 

that ^(XJ+I , . . . , jcy-+„) Ç F for all y. For each m we define: Om = [A]<H() U V^ . Letting 
(Oi, 7 i , . . . , Okl Tk, •. •) be the corresponding O-play, we find that TWO has lost this 
play since [X]<^ n ((J~ i Tm) C \JaeFXa J [A]<*>. 

It follows that TWO does not have a winning n-tactic. 

CLAIM 2. TWO has a winning n + l-tactic in MG(j^, /„). 

First observe that \JaeFXa = [A]<K° whenever F is an infinite subset of A. 
Here is a definition of an n + l-tactic for TWO in this game: Let {ta : a < A} 

enumerate [A]<H° bijectively. Let O: [Ln]
n+1 —> A be a coloring which witnesses that 

(Ln, <„) /-> (cj-path)"y<a;. For each X in j ^ let </>* be that element of Ln for which 

XDLn = {teLn:t<(j)x}. 
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For U\ C • • • C Un+\ elements of S^, observe that <j)Ux < • • < <j>un+x • For X C Y sets 
in X such that i n [A]<K() ^YCi [A]<H° we set *F(X, Y) = min{a :taeY\X}. 

Let U\ C • • • C Un+\ G Mft be given. We define: 
(1) G([/j,...,L( /) = 0 w h e n y < n + l , 
(2) G(C/,,...,î/n+i) = X aU(Lnnt/n + i)when^ t /1 < • • • < <^,)+1, and 

0 ( { ( / > f / 1 , . . . , ^ w f l } ) = Qf, 

(3) G({/i, . . . , £/n+i ) = Xa U (Lw H £/w+j ) where a is minimal such that ta G £/;+i \ £// 
for some i <n, otherwise. 

We show that G is a winning n + 1-tactic for TWO. Thus, let 

(OuTu...,Om,Tm,...) 

be a G-play of the game. For typographical convenience we define: 
( 1 ) xi• = 4>o, for each /, and 
(2) at - ^(Oi, Oi+\) for each / for which this is defined. 

There are two cases to consider. 

CASE 1. {/ : x, = xi+\} is finite. 

Choose m such that X( < Xi+\ for all / > m. Then the set 

} ) : * = 1 , 2 , . . . } 

is an infinite subset of A and it follows from 2. in the definition of G that this play is won 
by TWO. 

CASE 2. {/ : xt = Xj+\ } is infinite. Then the set {/ : *F(0/, 0/+i) is defined} is infinite. 
But then it follows from 3. in the definition of G that TWO wins this play. • 

The hypotheses of Theorem 20 are consistent with ZFC (see Corollary 27 and Propo
sition 29 of [S2]). At this point it is an open problem whether the hypotheses (and for 
that matter the conclusion) of Theorem 20 are satisfied simply in the theory ZFC (see 
Problem 9 of [S2]). 

For the case when X = LU, the example constructed in the proof of Theorem 20 shows 
that hypothesis 2 of Theorem 16 is to some extent necessary. This is because: 

(1) J4n has the coherent decomposition property: For choose oc\ < a^ < • • • < ocn < 
• • • from u), and set Tm = Xa] U • • -UXam for each m. Then [u]<K° = (J^Li Xam, and 
Xa. Q Xa. for y < /. For A G ^ we put Am = (A H Tm) U (A H Ln). 

(2) {^ C) -* (a;-path)™/<w, but 

(3) ( ^ , C) -h (w-path)*/^. 

4.2. The game MG(7). MG(7) denotes the version of MG(^,i) where (J) = A. In 
Problem 1 of [SI] it was asked whether there is for each k a free ideal Jk such that TWO 
does not have a winning atactic in MG{Jk), but does have a winning k + 1-tactic in 
MG(/*). This problem is still open. In [SI], Corollary 10, it was proven that TWO does 
not have a winning 2-tactic in the game M G ^ ^ D p , ) , but that TWO has a winning 
3-tactic in MG(0\CW(D^) if for example the Continuum Hypothesis is assumed. We now 
extend these results in two directions: 
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( 1 ) We solve Problem 3 of that paper affirmatively. 
(2) We identify circumstances under which TWO does not have a winning /c-tactic in 

MGi^W^D^) for any k\ combining this with a consistency result of Todorcevic 
(given in the appendix), it follows that it is also consistent that there is no k for 
which TWO has a winning atactic in MG(fV^<%)-

It follows that the existence of a winning /c-tactic for TWO in MG{^i(WrD^) is not 
decided by the axioms of traditional set theory. One might now wonder if it is consistent 
that for example TWO does not have a winning 3-tactic in WIG{$CW<D^), but does have 
a winning 4-tactic? This is not possible since a theorem of [S3] implies that either TWO 
has a winning 3-tactic, or else there is no k such that TWO has a winning atactic in 
MG(!A^%) . 

PROPOSITION 21. Thetheory "ZFC +^CH + TWO has a winning 3-tactic inMG(J^)" 
is consistent. 

PROOF. Start with a model in which (O^WCD^) has a cofinal chain and in which 
(̂ P(c), c ) -/-> (LU path)^, <uj. Let C denote this cofinal chain. By Theorem 15 we may 
assume that C has a coherent decomposition and that it satisfies the partition relation 
(C, C) /» (cj-path)^/<cj. It follows that: 

(1) ( ( ^ ^ % ) , C ) A ( ^ - p a t h ) 3 / < c j , a n d 
(2) The family (^WCD^) has a coherent decomposition. 
Theorem 16 implies that TWO has a winning 3-tactic in MG((fA^£>^), fty/W!%). 

This completes the proof of the proposition. • 

The hypotheses used in the proof of this theorem hold for example in a model 
constructed by Woodin ([W], pp. 31-47). Also, see see [S2], top of p. 60. 

Our proof of Proposition 21 shows more generally that if / is a free ideal on a set 
of cardinality at most c, and if (J) has a cofinal chain and the coherent decomposition 
property, and if the negative partition relation (̂ P(c), c ) -/-* (cjpath)^ ,<oj holds, TWO 
has a winning 3-tactic in MG(7) . This generalizes Theorem 8(a) of [SI]. 

Next we give hypotheses under which there is no k for which TWO has a winning 
/c-tactic in MG(/p>). In the appendix we give a proof that these hypotheses are consistent 
with ZFC. This consistency result is due to Todorcevic. 

THEOREM 22. Assume that cof(7^, C) = A and that the partition relation 
(îP(c), c ) —• (o;-path)w<a; holds. Then there is no k for which TWO has a winning 
k-tactic in M G ( ^ ^ % ) . 

PROOF. Let k as well as a ^-tactic F for TWO be given. Let X be a nowhere dense 
subset of cardinality c of R \ Q. Let A - {Aa : a < A} be a bijectively enumerated 
cofinal subfamily of %£WD^. 

Define a partition O: [(P(X)]k —> A so that 

< D ( { X ! , . . . , * * } ) = /? 
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where f3 is minimal such that 

F(QUXi)U---UF(QUXi, . . . ,QUX*) CAp. 

Since (îP(c), c ) —• (uj-path)3
x,<LJ, it follows that (îP(c), c ) —> (cj-path)*/<w (see [S2], 

Proposition 36). Accordingly, choose a finite set G C À and an increasing o;-sequence 
Xi C X2 C • • • of subsets of X such that ®({Xj+ï,..., Xj+k }) G G for ally. Put <9„ = Xn UQ 
for all ft. Let B be the nowhere dense set \J{Aa : a £ G}. Also define 7} = F(Oi , . . . , (9/) 
for j < k, and 7}+* = F(Oj+\,..., #/+*) for ally. Then 

(o,,r,,o2,72,...) 

is an F-play of M G ^ ' W ^ ) for which Q C |J£i #« and lj£i Tn C B. Since B is 
nowhere dense, Q \ B ^ 0. It follows that TWO has lost this play. • 

We now consider games of the form MG([/c]<A). In Proposition 15 of [SI] it was 
shown that if TWO has a winning ^-tactic in this game for some k, then TWO in fact has 
a winning 3-tactic. It is not known if "3" is optimal (this is Problem 7 of [SI]). It also 
follows from [SI], Proposition 5, that if À —> (cj-path)^ ,<u}, then TWO does not have a 
winning fc-tactic in this game for any k. We now present slightly sharper results. 

THEOREM 23. Let X be an uncountable cardinal number of countable cofinality. Let 
k > 1 be an integer. The following statements are equivalent: 

(1) Player TWO has a winning k-tactic in the game MG([A+]<A). 
k 

PROOF. By Theorem 1 and Proposition 15 of [SI] we may assume that k G {2, 3}. 
Let \\ < • • - < Xn < - • • be a sequence of cardinal numbers converging to A. 

1. => 2. Let F be a winning atactic for TWO in MG([A+]<A). Put S = A+ \ A. Define 
a coloring O: [[S]-A]* —> UJ SO that 

0(XU .. .,Xk) = min{n : |F(AUX,,. . . , A UX*)| < Xn}. 

Since F is a winning atactic for TWO, O is a coloring which witnesses the partition 
relation in 2. 

2. =̂> 1. The cofinal chain {a : a < X+} of [A+]-A has a coherent decomposition 
whence this entire family of sets has a coherent decomposition. The partition property in 
2 implies that [A+]-A satisfies the hypotheses of Theorem 16; thus TWO has a winning 
atactic in MG([A+]<A). 

The equivalence of 2. and 3. is also easy to establish. • 

COROLLARY 24. Let X be an uncountable cardinal number of countable cofinality. 
Assume that there is a strict order preserving map from ([A+]A, C) into (wo;, <C). Then 
TWO has a winning 2-tactic in MG([A+]<A). 

(2) ([A+F, C) A (̂ -Path)̂  
(3) X+ -h (^-path)2/<cj and (<P(A), c ) / • (w-path)* 
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PROOF. The hypothesis implies that both A+ and (îP(A), c ) embed in (uu, < ) for 
any À < c. It then follows from Corollary 13 of [S2] that the partition relations in 3. of 
Theorem 23 hold for k - 2 for each A < c. • 

4.3. The game SMG(7). For a free ideal J on an infinite set S, the game SMG(7) 
(read "strongly monotonie game on / ' ) is defined so that an cj-sequence {0\, T\,.... 
On, Tn,...) is a play if for each n, 

(1) On G (J) is player ONE's move in inning n, 
(2) Tn G J is player TWO's move in inning n, and 
(3) OnUTnCOn+{. 

Player TWO wins this play if (J£i On = USi r«-
Throughout this section we assume that (J) is a proper ideal on 5. 

THEOREM 25. Let J C (P(S) be a free ideal and let !Abe a cofinal subfamily of (J) 
such that: 

(1) TWO has a winning k-tactic in MG(Jl, J), 
(2) there are functions Oi : (J) —> J and 0 2 : (J) —> A such that: 

(a) A C Q>2(A) for each A G {J), and 
(b) 02(A) C <f>2(B) whenever AU Oi(A) Ç B G (J). 

Then TWO has a winning 2-tactic in SMG(J). 

PROOF. Let A, Oi and 0 2 be as in the hypotheses. For each A in {J) define (A\,.... Ak) 
so that Ai = 02(A) and Ay+i = 02(AJ) for each 7 < fc. Also define: H'(A) = Ot(A) U 
OKA0U---UOKA,). 

Let F be a winning ^-tactic for TWO in M G ( J ^ J). Define a Â:-tactic, G, for TWO as 
follows. Let A C B be given. 

CASE 1. G(A) = F(Ai)U- • -UF(AU .. .,A*)U*F(A). 

CASE 2. If Â  C B\, we let G(A, B) be the set 

F(A2,...,AhBOUF(A3,...1AhBuB2)U-UF(Bu...,Bk)UVl(B). 

CASE 3. Otherwise we put G(A, B) = G(£). 

Then G is a winning 2-tactic for TWO in SMG(/). For let 

( O i , r i , . . . , o w , 7 ; , . . . ) 

be a play of SMG(/) during which TWO followed the 2-tactic G. For each j we put 
Mj = 02(<9/),.. .,Mj = 02(M| 1). An inductive computation shows that 

• (MJ,Mj, . . . , M{, Mj, A/^,..., M*, •. •) is a sequence of legal moves for ONE in 
the game MG(j^, 7), and that 

• (1) F(M\)U---UF(M\,...,M\) Ç Ti,and 
(2) F(Afj,..., M*)UF(Mj\..., Mj\ M^j)U • • -U^M), Af,^,..., MJ^1) Ç 7)+, 

for each 7. 
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Since F is a winning ^-tactic for TWO in the game MG(J3, J), and since (J^i On Ç 

U^i M)v TWO won the given play of SMG(7). • 

The next corollary solves Problems 10 and 11 of [SI]. The notation N • X used in its 

proof denotes the set {n • x : n G N and x G X}. 

COROLLARY 26. Player TWO has a winning 2-tactic in the game SMG(i^). 

PROOF. Fix, by Corollary 17, a cofinal family J3 C (V{fMD^) such that TWO has a 

winning 2-tactic in MG(.#, f A ^ Î ^ ) . 

We define Oj : (iTOf 0 R ) —• ̂ ^ % and 0 2 : ( f A t ^ % ) —* -# as follows: 

Fix X G {9{fW<D^), and choose a sequence (Xo, Xj, Xw , . . . ) such that: 

(1) X 0 = X , 

(2) Xn+i G A and N • Xn Ç Xw+1 

for each w. Put <D2(X) = | J £ , X,,. 

FixX G ( 9i ntf£>^ ) and let Oj(X) be a no where dense set for which 02(X) C N-Oj(X). 

Then J3, Oj and 0 2 are as required by Theorem 25. • 

COROLLARY 27. For each of the ideals Jn constructed in the proof of Theorem 20, 

TWO has a winning 2-tactic in SMG(J„). 

PROOF. Let ^ be as in the proof of Theorem 20. For each X G (Jn) we let 02(X) be 

an element of.% which contains it, and we let Oi(X) = {ax} where ax G Ln\ 3>2(X). 

Then J^, Oj and 0 2 are as required by Theorem 25. • 

Before turning to another application of Theorem 25 we give examples of free ideals 

J which show that TWO does not always have a winning /c-tactic in the game SMG(7) 

for some k. These examples are also relevant to the material of the next section. The 

symbol M(CJ, 2) denotes the smallest ordinal a for which the partition relation a —» 

(u;-path)^ ,<(jj holds. M (a;, 2) is a regular uncountable cardinal less than or equal to c+. It 

in fact satisfies the partition relation M(u, 2) —• (u-path)" ,<u} for all n. Let /c be an initial 

ordinal number. It is consistent that M (a;, 2) is equal to K2 while c is larger than K (this 

is yet another result of Todorcevic). 

THEOREM 28. Let X be a cardinal number of countable cofinality and let n be a 

cardinal number larger than A. IfM(pj, 2) < A+, then there is no k such that player TWO 

has a winning k-tactic in S M G ( [ K ] < A). 

PROOF. Let F be a fc-tactic for TWO. 

Player ONE's counter-strategy will be to play judiciously chosen subsets from K. We 

first single out those sets from which ONE will make moves. 

Choose sets SQ C S\ C • • • C Sa C • • • G [K]X for a < A+ such that: 

(1) A C So, 
(2) U{^(S/,? • • -, Sij) :j < K i\ < • • • < ij< a} C Sa for each 0 < a < A+. 
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Now let Ko < Ai < A2 < • • • < A be an increasing sequence of regular cardinal 
numbers converging to A. Define a function T: [X+]k —> OJ SO that 

r (Ç b .. . , 6 ) = min{m : \F(S^ .. . , % ) | < Am}. 

Then, on account of the relation M(o;, 2) < A+, choose an m < UJ and a sequence 
ak+\ < • • • < ak+m < • • • from A+ such that T(aj+\,..., a^) < m for ally*. 

Consider the sequence 

yàa\ i * Wcrj ) ? • • • ? ^c^? ^ik^Q'1 i ' ' ' i ^ak)i • • • ? ^û^+m? ^ War1+mi • • • i ^ak+m)^ • • -J • 

It is a play of the game SMG([K] < A ) during which TWO used the /c-tactic F. But 
\\JZ\Tn\<\ = \{JZ\On\, so that TWO lost the play. • 

COROLLARY 29. For UJ = cof(A) < A < K cardinal numbers with cof([K]-A, C) = hi, 
the following statements are equivalent: 

(1) TWO has a winning 2-tactic in SMG([K] < A ) . 

(2) A+ -h (w-path£/<w. 

PROOF. It follows from Theorem 28 that 1. implies 2. 
That 2. implies 1. By the cofinality hypothesis and by 2. we find, according to 

Corollary 19, a well-founded cofinal family A such that TWO has a winning 2-tactic 
in MG(J3, [K]< A) . We may assume that there is an enumeration {Aa : a < K} of A for 
which aGA« for each a. Define Oj and <E>2 as follows: 

For X £ [K]-A define a sequence (Xo,..., Xm , . . .) such that: 

(1) X0 = X, and 

(2) Xn+i = (Ja(Ex„ ^« 

for each n. 
Choose 02(X) G .# such that \Jn<uXn Ç 0>2(X). 

Pick zx G (K \ 02(X)) and pick p* minimal such that px ^ 0 2 ( I ) , and 02(X) C APx. 

Put<D1(X) = {zx ,px}. 
Then A, Oj and O2 are as required by Theorem 25. • 

Results related to Corollary 29 will be discussed after Theorem 33. 
We finally mention that it is still unknown whether there is for each m a free ideal Jm 

such that TWO does not have a winning m-tactic, but does have a winning ra +1 -tactic in 
SMG(7m). This is Problem 9 of [SI]. In this connection it is worth noting the following 
relationship between winning ^-tactics in MG(7) and winning m-tactics in SMG(7). The 
proof uses ideas as in the proof of Theorem 25. 

THEOREM 30. If TWO has a winning k-tactic in MG(J), then TWO has a winning 
2-tactic in SMG(7). 
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4.4. The game VSG(7). For a free ideal J on an infinité set S, the game VSG(7) 

(read 'Very strong game on / ' ) is defined so that an ^-sequence (0\,{T\,S\),..., 

On, (Tn,Sn),...) is a play if for each n, 

(1) On G (J) is player ONE's move in inning n, 

(2) (Tn, Sn) G J x (7) is player TWO's move in inning n, and 

(3) OnUTnUSnCOn+l. 

Player TWO wins this play if U^ i On = \JZ\ Tn-
We assume for this section that (J) is also a proper ideal on S. Given a cofinal family 

A C (J), we may assume whenever convenient that ONE is playing from j? in the game 

VSG(7). It is clear that if TWO has a winning it-tactic in SMG(7), then TWO has a 

winning atactic is VSG(7). 

PROBLEM 1. Let J be an ideal on a set 5 and let k be a positive integer. Is it true that 

if TWO has a winning atactic in VSG(7), then TWO has a winning atactic in SMG(/)? 

In the next theorem we find a partial answer. 

THEOREM 31. Let J be a free ideal on a set S and let k be a positive integer. If 

add((7), C) = cof((7), C), then the following statements are equivalent: 

(1) TWO has a winning 2-tactic in SMG(7). 

(2) TWO has a winning k-tactic in SMG(7). 

(3) TWO has a winning k-tactic in VSG(/). 

PROOF. That 1. and 2. are equivalent: This is Theorem 19 of [SI]. That 2. implies 3.: 

Let F be a winning /c-tactic for TWO in SMG(/). Define G so that 

G(AU . . . , Aj) = ( F ( A , , . . .,Aj),AjUF(Au..., Ajj) 

for j < k. Then G is a winning /c-tactic for TWO in VSG(i). That 3. implies 2.: Let G be 

a winning atactic for TWO in VSG<7). Then choose a sequence (M^ : £ < cof((7), C)) 

such that: 

(1) Mi C Mv for i < v < cof((7), C) and 

(2) {Mc : £ < cof((/), C)} is cofinal in (/). 

Now cof ((J), C) is a regular uncountable cardinal number. We may thus further 

assume that the sequence (Mç : £ < cof((/), C)) has been chosen such that if (£/, T) = 

G(Mix,..., M 0 ) , then UUTC Mn for all £,- < V < cof((7), C). 

For each X G (/) define a(X) = min{£ : X C M^}. For each £ choose z^ G S \ M^. 

We now define a ^-tactic, F, for TWO in SMG(7). 

Let Xi C • • • C Xj G (J) for ay < & be given. 

CASE 1. a(X\) < ••• < a(X7). Let (U,T) = G(Ma(Xl),.. .,Mn(Xj)) and define 

F ( X , , . . . , X y ) = t / | j { Z a W + l } . 

CASE 2. Otherwise, set F ( X } , . . . , Xj) - {za(Xj)+\ }• Then F is a winning /c-tactic for 

TWO in SMG(J). • 

There is the following analogue of Theorem 25 for the very strong game: 
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PROPOSITION 32. Let J be a free ideal on a set S. If there is a cofinal family A C (J) 

such that TWO has a winning k-tactic in MG(A, J), then TWO has a winning 2-tactic in 

VSG(J). 

PROOF. Let A C (J) be a cofinal family such that TWO has a winning atact ic in 

MG(J3, J). We will define a winning 2-tactic for TWO for the game VSG(7). To this end, 

choose a winning atactic, F, for TWO for the game MG(A, J). For each X G (J) choose 

a set A\(X) C • • • C A^(X) from A such that X C Ai(X), and choose *F(X) from A such 

thatA*(X) c ¥ ( X ) . 

Let X C F be sets from (/). 

CASE 1. G(X) = (F(A{(X)) U • • • U F ( A I ( X ) , . . . , A*(X)), *F(X)Y 

CASE 2. Define G(X, F) so that: 

( 1 ) G ( X , F ) = (F(A 2 (X) , . . . ,A, (X) ,A 1 (F)U • • • U F ( A 1 ( r ) , . . . , A , ( F ) ) , v F ( F ) ) if 

*F(X) C 7, and 

(2) G(X, y) = G(F) otherwise. 

ThenGisawinning2- tac t ic forTWOinVSG(/) .For le t (Oi , ( r l 7 5 0 , 0 2 , ( ^ , 5 2 ) , . . . ) 

be a play of VSG(7) such that (TUS{) = G(0{) and (Tn+uSn+i) = G(On, On+l) for all n. 

Then 5n = ^(On) and A^(On) C Ai(On+i) for each n. An inductive computation, using 

this information, shows that TWO won this play of VSG(7). • 

Combining Theorem 31 and Theorem 28 we see that TWO does not always have 

a winning /c-tactic in games of the form VSG(7). Combining Theorem 31 and Corol

lary 29 we obtain another game-theoretic characterization of the partition relation X+ —* 

(a;-path)^ ,<(J when À is an uncountable cardinal of countable cofinality. 

Analogous to the case of the ideal of countable subsets of an infinite set, there 

is for each uncountable cardinal number À which is of countable cofinality, a proper 

class of cardinals K for which the ideal [ft]-A has the «redundancy property. It is also 

a consequence of MA+c > A that the partition relation A+ -/-> (uu-paih)^,<LJ holds. 

Accordingly it is consistent that there is a proper class of cardinals K such that TWO 

has a winning 2-tactic in the game V S G ( [ K ] - A ) . The following problem (to be compared 

with the upcoming Conjecture 1) is open. 

PROBLEM 2. Let A be an uncountable cardinal of countable cofinality. Is it true that if 

TWO has a winning 2-tactic in the game VSG([A+]<A), then TWO has a winning 2-tactic 

in V S G ( [ K ] < A ) for all K > A? 

Our next theorem (Theorem 33) applies to abstract free ideals whose a-completions 

have small principal bursting number. It is not clear to us whether " 3 " occurring in 

Theorem 33 is optimal. One of its applications is that ZFC + GCH implies that TWO has 

a winning 3-tactic in V S G ( [ K ] < K ( ) ) for all AC. It is very likely that the " 3 " appearing in this 

application is not optimal, as will be discussed later. 

THEOREM 33. Let J be a free ideal on a set S such that 

(1) bu((7), C) = Nw for some finite n, 
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(2) there is an (c^, uj^-pseudo-Lusin set in ((/), d)for each k G { 1 , . . . , n}, 
(3) cof((7), C) = A, and 
(4) ([A]<^°, C) has the coherent decomposition property. 

Then player TWO has a winning n + l-tactic in VSG(7). 

PROOF. We present a proof for the special (and more transparent) case where n = 2. 
Thus, let 7 be a free ideal (on a set S) such that 

(1) bu((/), C) = N2, 
(2) add((7),C) = Ki, 
(3) cof((7), C) = A and 
(4) [A]<K() has the coherent decomposition property. 

Let SA be a well-founded cofinal family of cardinality A, such that | {B £ A : B Ç A}\ <&\ 
for each A G I 

For each A G SA fix vA < uj\ and a bijective enumeration {J^{A) : £ < i/A} of the set 
{X G SA : X Ç A}. 

Choose a sequence (Q : £ < u î) from (7) such that: 
( 1 ) Q C Cj, for £ < z/ and 

(2) Uç<Wl Q £ ( A 
For A G SA define ^ = min{£ < uox : Q g A}. 
For A C 5 elements from SA, define a set T(A, B) such that (Si , . . . , Sn) is in T(A, B) if: 

(1) 2<n<u, 
(2) Si = B and S2 = A, 
(3) 5>+i G {^(S,) : i < vSj and Q C S,-_ J for 2 < j < /i. 

For (Si , . . . , Sn) and ( 7 j , . . . , Tm) in T(A, B) define (Si , . . . , Sn) < (T\,..., Tm) if n < m 
and (Si , . . . , Sn) = (T\,..., Tn). Then (T(A, /?), <) is a tree. Each branch of this tree is 
finite since (.#, C) is well-founded. Indeed, r(A, B) is a countable set. 

Define F(A,B) to be the set of X G SA. such that X G {Sj, . . . ,Sm} for some 
(Si,. . .,Sm) G T (A,£ ) . Then F(A,B) is a countable set. Notice that if C C A C 5 
are elements of SA such that C G {^(A) : £ < i/A and Q C #}, then F(C, A) C F(A, #). 

Let # C [SA]^° be cofinal, well-founded and with the coherent decomposition property. 
For each BG'B choose a decomposition B = (JJ£i #w where each Bn is finite, and these 
decompositions satisfy the coherent decomposition requirement. Using Proposition 15 
of [S2] we also fix a function 

%;. [V]2 —> u 

which witnesses that (#, C) /-> (a;-path)2 ,<u. 

Define Oi : [SA]2 —• £ such that 

U{F(X, F) : (3(S,, . . .,S„) G r(A,£))(X C F and X, F G {Sb .. .,S„})} 

is a subset of <I>i(A, 5). Also define 0 2 : [.#]2 —-» ^ such that 

CcUCC f lu([ jO,(A,f i)) C<D2(A,£) 
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where now A = J^(B). 

Note that if A, B and C are elements of A such that A C B C 02(A, B) C C, then 

<D,(A,£) C <!>,(£, Q . 

Finally, choose for each A <E J* a 03(A) G J* such that A U Q A Ç 03(A). 

Choose for each A G .# a sequence of sets A0 Ç • • •, An Ç • • • such that each A' is in 

7andA = USo^n-
We now define a 3-tactic for TWO: First note that for the very strong game we may 

make the harmless assumption that player ONE's moves are all from the cofinal family 

A. Let A C B C C be sets from A. Here are player TWO's responses J {A), J{A, B) and 

HA,B,C): 

CASE 1. ?{A) = (0 ,* 3 (A)) . 

CASE 2. j (A , 5) = (0,0>2(A, 5)) . 

CASE 3. J ( A , £ , C) = (D ,0 2 (£ 7 C)) if 0 2 (A ,£ ) Ç C, where D = Ç™ U • • • U 

C™ is given by: m > 3c({Oi(A,£), Oi(£, C)}) is minimal such that (Oi(A,£))" Ç 

(Oi(£, C))" for all n > w, and (Oi(£, C))m = { C j , . . . , C r }. 

CASE 4. In all other cases define J(A, 5 , C) = J(fl, C). 

To see that J is a winning 3-tactic for TWO, consider a play 

(OuiTuS^O^T^Si),..) 

of VSG(7) for which 

(1) ( r , , S , ) = J ( O 0 , 

(2) ( r 2 , 5 2 ) = J ( O i , 0 2 ) a n d 

(3) (7n + 3 , 5n+3) = 7(O n + i , <9„+2, On+3) 

for all n. 

Then Tx = 72 = 0, 5! = O 3 (0 i ) , S2 = O 2 ( 0 i , 0 2 ) and Sn+1 = O 2 (0w , On+x) for all 

n > 2. From the fact that On D S^-i for all n > 2 it follows that 

Ox C 6>2 C O 2 ( 0 i , 0 2 ) Ç 0 3 C 02(<92, 0 3 ) Ç 0 4 C • • •, 

whence 0\(0\, 02) C O i ( 0 2 , <93) C Oi(<93, <94) C • • •. For each & let mk denote the 

minimal integer such that 

(1) %{{<l>x{Ok,0M)^x{0^uOk^)}) < m , a n d 

(2) ( 0 , ( 0 * , 0 , + 1 ) ) n Ç (O(0*+ i , y j " for all n > m*. 
From the properties of 3C it follows that there are infinitely many k such that rrij < mk 

for each j < k. Fix i, and fix the smallest y > / such that 0 , G Oj(0 7 , 0/+i). Then let r be 

minimal such that 0/ G (O, ((97, Oy+i )) . For each k such that m? < mk for all I < k, and 

t < mk, 0™k Ç Tk. It follows that 0/ Ç | J £ i ^ - F r o m t h i s it follows that TWO won this 

J-playofVSG(T). • 

COROLLARY 34 (GCH). For every infinite cardinal number n, TWO has a winning 

atactic in VSG([/c]<No). 
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The results of Corollaries 29 and 34 should be compared with those of Koszmider 

[Ko] for the game M G ( [ K ] < H ° ) . In Corollary 29 we show that there is a proper class of 

K such that TWO has a winning 2-tactic in SMG([^]<H()), and thus in VSG([AV]< H ( )). This 

class includes K„ for all n < LU. In [Ko] it is proven that TWO has a winning 2-tactic 

in MG([K„]<K()) for all n G LU ([Ko], Theorem 18). Under the additional set theoretic 

assumption that both U\ holds and AK° = X+ for all uncountable cardinal numbers À 

which are of countable cofinality, Koszmider further proves that player TWO has a 

winning 2-tactic in MG([AC]< K°) for all n ([Ko], Theorem 19). In light of these results it 

is consistent that TWO has a winning 2-tactic in the game S M G ( [ K ] < K ( ) ) and thus in the 

game VSG([«]<K°) for all K. M. Foreman-[FO] of Ohio State University has also proved 

that even in the presence of supercompact cardinals TWO may have a winning 2-tactic 

inMG(M< K o ) forai lK; . 

All this evidence suggests: 

CONJECTURE 1. One can prove in ZFC that player TWO has a winning 2-tactic in 

the game SMG([ft]<Ko)/#r each infinite cardinal number K. 

We now give an example which shows, assuming the Continuum Hypothesis, that the 

hypothesis that add((J), C) = Hi of Theorem 33 is necessary (see Corollary 36). 

THEOREM 35. Let uua be the initial ordinal corresponding to c. Then there is a free 

ideal J C îP(cja+i) such that cof((7), C) = Ka+i and there is no positive integer k for 

which TWO has a winning k-tactic in VSG(F). 

PROOF. Define J C P(ua+\) such that X G J if, and only if, |X| < Ha and X n LU is 

finite. Then cof((7), C) = add((J), C) = Lua+\. By Theorem 31 it suffices to show that 

TWO doesn't have a winning 2-tactic in SMG(T). 

Let F be a 2-tactic for TWO in SMG(7). For LU < 77 < cua+] put </>(//) = sup(r/ U F(rj)). 

Let C Ç cua+\ \ (LU + 1) be a closed unbounded set such that (f)(1) < (3 whenever 7 < (3 

are in C. 

For each 77 G C define <j>n: C \ (i] + 1) —> LUa+\ so that 4>n(f3) = sup(/3 U F(r], (3)) for all 

(3. Then choose a closed, unbounded set C?/ Ç C \ (a+ 1) such that </>7;(/3) < 7 whenever 

(3 < 7 are in C,,. 

Let D be the diagonal intersection of (C}] : r\ G C); i.e., D = { ^ G C : ( G n{Cv : r\ < 

£ and rj G C}. Then D is an unbounded subset of LU a+\. Now observe that if rj\ < 772 < 7/3 

are elements of D, then 

(i) mtc1h, 
(2) 173 G C7U H C//2, and thus 

(3) F(r/i)ÇT/2andF(T7i,7/2)Çr/3. 

Define O: [D]2 —> LU SO that 

0(77, /?) = max L H (F(TJ) U F(rç, /?))). 

By the Erdôs-Rado theorem we obtain an n < LU and an uncountable X d D such that 

0(77, /?) = « for all rj < (3 G X. Pick 771 < 772 < • • • < rjm < • • • from X and put On - r]n 

for each n. Put T\ = F(0\) and Tn+\ - F(On, On+\) for each n. 
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Then (0{, Tx,..., On, Tn,...) is an F-play of SMG(7) which is lost by TWO. • 

COROLLARY 36. Assume the Continuum Hypothesis. Then there is a free ideal J C 

(P(LJ2) such that cof((7), C) = K2, and there is no positive integer kfor which TWO has 

a winning k-tactic in VSG(i). 

PROBLEM 3. Is there for each m a free ideal Jm such that TWO does not have a 

winning ra-tactic, but does have a winning m + 1-tactic in VSG(/m)? 

4.5. The Banach-Mazur game and an example of Debs. The Banach-Mazur game is 

defined as follows for a topological space (X, r ) . Players ONE and TWO alternately 

choose nonempty open subsets from X; in the n-th inning player ONE first chooses On 

and TWO responds with Tn. An inning is played for each positive integer. The sets 

chosen by the players must satisfy the rule 

On+\ QTn(ZOn 

for all n. Player TWO wins the play 

(o , , r , , . . . , o w , r„ , . . , ) 

if the intersection of these sets is nonempty; otherwise player ONE wins. Following 

Galvin and Telgarsky [G-T], we denote this game by BM(X, r) . In the early 1980's Debs 

[D] solved Problem 3 of [F-K] by giving examples of topological spaces (X, r ) for which 

player TWO has a winning strategy in the game BM(X, r) , but no winning 1-tactic. In 

all but one of Debs' examples it was known (in ZFC) that TWO has a winning 2-tactic. 

We show here that also for the remaining example player TWO has a winning 2-tactic 

(Corollary 41). This was previously known under the assumption of some additional 

hypotheses. 

This result eliminates this example as a candidate for providing evidence (consistent, 

modulo ZFC) towards the following conjecture of Telgarsky: 

CONJECTURE 2 (TELGARSKY, [T], P. 236). For each positive integer k there is a 

topological space (X*, T>) such that TWO does not have a winning k-tactic, but does have 

a winning k + \-tactic in the game BM(X^, r>). 

The following unpublished result of Galvin is the only theorem known to us which 

gives general conditions under which TWO has a winning 2-tactic if TWO has a winning 

strategy in the Banach-Mazur game: 

THEOREM 37 (GALVIN, UNPUBLISHED). Let (X,r) be a topological space for which 

TWO has a winning strategy in the Banach-Mazur game. If this space has a ir-base <P 

with the property that 

• |{V G T : B Ç V}| < S(B) for each B in % 

then TWO has a winning 2-tactic. 
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Here the cardinal number S(B) is defined to be the minimal K such that B does not 
contain a collection of K pairwise disjoint nonempty open subsets; it is said to be the 
Souslin number of B. 

This subsection is organised as follows. We first prove a theorem concerning /atactics 
in the Banach-Mazur game which is analogous to Theorem 5 of [G-T]. It provides an 
equivalent formulation of Telgarsky's conjecture which allows player TWO slightly 
more information: TWO may also remember the inning number. After this we give our 
result on Debs' example. 

4.5.1. Markov ^-tactics. Whereas a ^-tactic for player TWO remembers at most the 
latest k moves of the opponent, a strategy for TWO which remembers in addition to this 
information also the number of the inning in progress will be called a Markov k-tactic. 

Note that if (X, r) has a dense set of isolated points then player TWO has a winning 
1-tactic in BM(X, r). Thus we may assume that if at all possible, player ONE will avoid 
playing an open set which contains an isolated point. We may therefore restrict our 
attention to topological spaces without isolated points. By the following proposition we 
may further restrict our attention to topological spaces in which each nonempty open set 
contains infinitely many pairwise disjoint open subsets. 

PROPOSITION 38. Let (X, r) be a topological space with no infinite set of pairwise 
disjoint open subsets. Then there is a positive integer n such that: 

T \ { 0 } = T , U - - - U T „ 

where each T[ has the finite intersection property. 

PROOF. 

CLAIM 1. There is a positive integer n such that every collection of pairwise disjoint 
nonempty open subsets is of cardinality < n. (This is a well known fact: see e.g. [C-N], 
Lemma 2.10, p. 31.) 

Now let n be the minimal positive integer satisfying Claim 1. Let 11 = {U\,..., Un} 
be a collection of pairwise disjoint nonempty open subsets of the space. Then 11 is a 
maximal pairwise disjoint family. 

For 1 < / < n, let 77 be a maximal family of nonempty open sets such that: 
(1) tf/Er/, 
(2) any two elements of 77 have nonempty intersection. 

CLAIM 2. r \ {0} = n U • • -Urw. 

PROOF OF CLAIM 2. Assume the contrary and let F be a nonempty open set which 
is in none of the 77. Then we find for each / an Xj in 77 which is disjoint from Y (by 
maximality of each 77). We may assume that Xi Ç U( for each /. But then {X\,..., Xni Y} 
is a collection of n. + 1 pairwise disjoint nonempty open subsets of (X, r), contradicting 
the choice of n.) m 

Each 77 has the finite intersection property. • 
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PROPOSITION 39. Let (X, r) be a topological space for which: 

(J) Player TWO has a winning strategy in the game BM(X, r) and 

(2) every collection ofpairwise disjoint open subsets is finite. 

Then TWO has a winning 1 -tactic in BM(X, r). 

PROOF. Write, by Proposition 38, 

r \ { 0 } = r 1 U - . - U r n 

where each r, has the finite intersection property, and n is minimal. Choose a pairwise 

disjoint collection {U\,.. .,Un} such that Uj G r7 for eachy. 

CLAIM 3. For each j , if S\ 2 ^2 2 • • • is a denumerable chain from Tj, then 

PROOF OF CLAIM 3. Assume the contrary, and fix j and a chain S\ D 52 2 • • • in 77 

such that n ^ j 5 „ = 0. We may assume that Sn+\ C Sn C Uj for all n. 

Let F be a winning perfect information strategy for TWO in BM(X, r) . Consider the 

play 

iPuTu...,Om,Tm<...) 

which is defined so that: 

(1) Ox = 5 i , 
(2) Tm = F ( O i , . . . , Om) for all m and 

(3) Om+\ - Tm nSm+\. 

Note that each response by player TWO using F is a member of ry, whence each Om is a 

legal move by ONE. But TWO lost, contradicting the assumption that F was a winning 

strategy. This completes the proof of Claim 3. • 

We now define a winning 1-tactic, G, for TWO. Let U be a nonempty open subset of 

X. Choose the minimal j such that UjHU ^ 0 and put G(U) = Uj n U. Claim 3 implies 

that this is a winning 1-tactic for TWO. • 

THEOREM 40. Let k be a positive integer. If player TWO has a winning Markov k-

tactic in the Banach Mazxir game on some topological space, then TWO has a winning 

k-tactic in the Banach-Mazur game on that space. 

PROOF. For k - 1, see Theorem 5 of [G-T]. So, assume k > 1, and let (X, r) be a 

topological space such that TWO has a winning Markov /c-tactic in the game BM(X, r) . 

We may assume that every nonempty open subset of X contains infinitely many pairwise 

disjoint open subsets (player ONE may safely avoid playing open subsets not having this 

property). 

Let F be a winning Markov /atactic for TWO. For each nonempty open set U, let 

{Jm(U) : 0 < m < LJ} bijectively enumerate a collection of infinitely many pairwise 

disjoint nonempty open subsets of U. 

Define a atactic G for TWO as follows. Let U\ 2 • • • 2 U}^ be nonempty open sets, 

where 1 < j < k. 
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C A S E I . j= \:PutG(Ui) = F(j2(Ui), l). 

CASE 2. j > 1 and Ui+\ Ç JM+l (£/,-) for 1 < / < j , for some /. Put G(UU . . . , Uj) = 
F(jl+2(Ul),...,Jl+j+l(Uj),l+j). 

CASE 3. In all other cases define G(U{,..., Uj) = G( £/,-). 
To see that G is a winning atactic for TWO, consider a play 

(OuTu...,Om,Tm,...) 

such that 
• 7} = G(Ob . . . , Oj) for y < k and 
• Tn+k = G(On+{,..., £„+*) for all n. 

From the definition of G and the rules of the Banach-Mazur game it follows that T\ 
is defined by Case 1 and Tm for m > 1 by Case 2. In particular, writing Sn for Jn+\ (On) 
we find that: 

(1) TJ = F(Su...,SJJ)forj<kmd 
(2) Tn+k = F(Sn+[,..., 5 ^ , n + k) 

for all ft. Indeed, 

O i 3 5 i 3 7 1 i 3 0 2 2 ^ 3 - - - . 

Since F is a winning Markov atactic, it follows that Pl^j On ^ 0. • 

4.5.2. Debs' example. Let a be the topology of the real line whose elements are of 
the form U\M where U is open and M is meager in the usual topology. The symbol 
BM(R, a) denotes the Banach-Mazur game, played on the topological space (1R, a). It 
is known that TWO has a winning strategy but does not have a winning 1-tactic in 
BM(IR, a). 

COROLLARY 41. Player TWO has a winning 2-tactic in the game BM(RL, a). 

PROOF. Theorem 22 of [S1 ] and Corollary 26. • 

5. Appendix: consistency of the hypotheses of Theorem 22. We start with a 
ground model V and let P G V be a forcing notion of cardinality < c. For a cardinal /c, 
denote by PK the product of n copies of P taken side-by-side with countable supports. 

LEMMA 42. Let X be an uncountable cardinal. Suppose: 
(1) K > K\ > K2 > «3 > ^2 <zre cardinal numbers such that 

• K is a regular cardinal, 
• AC — > ( « l ) ^ , 

• «1 —• («2)c» 

• AC3 —>(o;2)j!. 

(2J Forcing with P adds « rea/ To the ground model. 
Then c —> (u-path)^ / to/ûfo m the forcing extension VPh. 

https://doi.org/10.4153/CJM-1993-051-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1993-051-4


926 T. BARTOSZYNSKI, M. SCHEEPERS AND W. JUST 

PROOF. Let A, K, K\, «2, «3, P b e as in the assumptions. Our argument closely follows 

Section 2 of [Toi]. 

For sets A, # the symbol A/B denotes {{a, /3} : a G A,/3 G B, a < /3]. 

Note that VPh satisfies c = ^ ; w e prove that K —-> (a;- path)2
/ < u ; holds in V?K. 

Let [/^l2 = (J/<A ^ be a given partition in VPh. Let Ù be a PK-name for a member of 

[K]K . Pick A G [ft]h and for each a G A, a qa G PK such that </a ||— a G £/ and such 

that the g a ' s form a A-system. Define H: [A]2 —> (A + 1) so that / / ({a , /?}) = / if / is the 

minimal7 such that/7 ||— {a, (3} G A} for some/? < g a , ^ if such7 exists (i.e., if qa and 

qà are compatible), and / / ({« , /?}) = A if g a is incompatible with q$. 

By our choice of K, the partition relation K —> (fti)2 holds. Therefore, choose A\ C 

[A]hl and / < A such that H"[A\}2 = {/}. Since PK satisfies the c+-c.c, we have / < A. 

Let (pa4J : {a, {3} G [Ai]2) be a fixed sequence of conditions such tha t / ? a J <qa<q,j 

and pa4J ||— {a, /?} G A'/. For a < /? < 7 in Ai we define Ho({a,(3,l}) to be a pair 

(c, J ) , where c codes pa%3 3ndpa^ as structures as well as relations between the ordinals 

of dom(pajj) and dom(pa^), and d does the same for pan and p,^. Since there are 

only c such pairs, and since K\ —> (KI)\ holds, choose A2 G [A\]Kl and (c, J ) such that 

HQ [A2]3 = {(c, J ) } . For convenience, assume that A2 has order type «2. It follows that 

for each a G A2 the sequence (/?^j : /? G A2 \ (a + 1)) forms a A-system with root/?" 

(< <?<*), and that for each 7 G A2 the sequence (/?^ : (3 G A2 (17) forms a A-system 

with root /?^ (< q^). Moreover, the /?°'s and pi,'s form A-systems with roots /?° and /?' 

respectively. To see the latter, note that we may shrink A2 to a cofinal subset A3 so that 

the relevant /?°'s and p^ 's do in fact form a A-system. Now consider a, /3, 7 G A3, and 

a\ [3' G A2. Comparing / / 0 ({a , /3,7}), H0({a, (3\ 7}) and / / 0 ({a ' , /3\ 7}), one sees that 

the sequence (p° : a G A2) forms a A-system. A similar argument works for thepVs. 

Also,/?0 is compatible with/?1. We call (paj : {a, /3} G B/B) a double A-system with 

root/?0 U/?1. 

There is no reason why for a given a the conditions/?0 andp^ should be compatible: 

if these were always compatible, our argument would yield a consistency proof of 

c —> (UJ\)\, which is false in ZFC. 

We now save as much of the compatibility between p° and pl
a as is needed for the 

consistency proof of c —» (cj-path)2
/<: ,. Thin out A2 to a cofinal subset A3 such that 

dom(p° Up^)ndom(p^Up ;!j) = dom(p°Upl) for all {a, /?} G A3/A3. Then in particular 

p^ and/?0 are compatible for {a, (3} G A3/A3. 

Now repeat the reasoning above with A2 in place of A, «2 in place of K, «3 in place 

of K 1, and cc?2 in place of K2• Also, pl
a will now play the role of qa, andp° the role of g j 

for {a, /?} G A3 /A3. We get a set A4 C A3 of order type UJI and some y < A (which may 

be different from /), condi t ions/?^ for {a, 13} G A4/A4 that form a double A-system 

with root p° U p 1 , and we get roots p° and p\ as before. Now paj \\— {a, [3} G K} for 

{ a ^ } e A 4 / A 4 . 

Our choice of paj at the beginning of the second run of the argument insures that 

p(l < Pl
a and pi, < p°, and hence p° < p 1 and/?1 < p°. 

Now let G be a generic subset of P h . Define: 
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X={aeA4:p°ae G}, 
Y={a£A4 :pl

aeG}, 
W={aeA4:p°aeG}y 

Z={aeA4 \px
a GG}. 

Then Z C X and W C Y, and all four sets are cofinal in A4. 
Now p°Upl forces the following facts: 

(1) 35, Go;2VaGX\<5i{/3G W: {a, /?} G id) is cofinal in A4, and 

(2) 382 G ^2 Va G y \ 5 2 { / 3 e Z : {ar,/3}eA}} is cofinal in A4. 
The combination of (1) and (2) suffices to construct in VPK an cj-path of the given 

partition that uses only colors / andy: 
Let 8 = max {8 i,<52}. Inductively define an increasing sequence (xn : n G J) of 

ordinals such that x2k £ Z (and hence in X), x2yt+i G W, and {x2yt, x^+i } G AT, (by (1)); 
{*2*+i,*2*+2} € Kj (by (2)). 

It remains to prove (1) and (2). We shall prove (1) only; the proof of (2) is similar, 
and is a special case of [Toi], Section 2, property (1 ). 

Assume that/^U/)1 does not force (1). Then we can find a condition/?2 < p°Upl and 
a PK-name D G [X]^ and for each (3 G D a 7^ G A4 \ (/3 + 1) such thatp2 | |- {/3 8} £ Kt 
whenever 8 G W \ 7#. 

Working in V7, we pick B G [A4]^
2 such that for each f3 G B we find r5 < /?(j Up2 such 

that rQ ||— /3 G Â and /^ decides the value of 7/3. We may assume that the r#'s form a 
A-system with root < p2 < p° Up1, and that lp < 8 for all {/?, 6} G £ /£ . Since (p^^ : 
(3 G Z?\ (a+1)) forms a A-system, we may also assume that dom^JPldom^^ \p®) - 0 
for all 8 > 1Q inA4. 

Pick 8 G A2 such that 5 H 8 is uncountable and dom(p?) Pi dom(p2) = dom(p°). Since 
(ppj : f3 G BD8) forms a A-system with root/7] and since dom(p®) is countable, we have 
dom(pfrs \ p\ ) H dom(p£) ^ 0 for only countably many (5 G 5 H 8. So pick a /3 G 5 n 6 
such that dom(p^ \p\)C\ dom(p£) = 0. 

Define r G Ph as follows: 

dom(r) = dom(r,j) U dom(/^) U dom(/?^ \ /?]), 

r |dom(^Up?) = ^ U p ? , 

and 
KO = PBAO for £ G dom(p^ \ dom(r/j Up?)). 

Then r is a well-defined condition with the property that r < r^^p® and p^. So r 
forces that {/3, <5} £ X/W and that {/3,5} G AT/, which is a contradiction. • 

If Ph is as in the assumptions of Lemma 42, then Ph is a c+-c.c. poset. If GCH holds 
in the ground model and À = oj\, then our proof works if K > Kg. One can obtain the 
consistency of c —•» (u- path)2 ,<uj with a smaller size of the continuum, but this is not 
essential for our purposes. Todorcevic has for example shown that, adjoining at least 
UJ2 Cohen reals to a model of the Continuum Hypothesis, produces a model in which 
UJ2—>(u-path)2

/<3. 
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We have actually proved something apparently stronger than c —•> (cj-path)?, , in 

VPK , namely a relation denoted by c —> (UJ- path)^ 
'A/<* 

J\/<y 
We do not know the answers to the following two problems concerning the c -̂path 

partition relation: 

PROBLEM 4. Is it for each integer k > 2 consistent, for some infinite cardinal numbers 
K and A, that K -f-* (UJ- path)^ ,<k, but K —> (UJ- path) w<jt+1 ? 

PROBLEM 5. Is it consistent, for some infinite cardinal numbers K and A, that for each 
k < UJ, K / * (cj-path)^ ,<k, but « —+ (o;-path)^/<cj? 

THEOREM 43 (TODORCEVIC). / / ZFC /s a consistent theory, then so is the theory 
ZFC + cof((W<DR>, C) = Hi + c -+ ( w - p a t h ) ^ . 

PROOF. Theorem 43 is an immediate consequence of Lemma 42: It is well known 
that if CH holds in the ground model, and P is e.g. Sacks or Prikry-Silver forcing, then 
(b) and (c) of the lemma hold for every K. It is also known that adding any number of 
Sacks or Prikry-Silver reals side-by-side with countable supports to a model of CH, one 
obtains a model where the collection of meager sets whose Borel codes are from the 
ground model, is a cofinal subfamily of (9{fW'D^) (see [M]). Since \UUJ Pi V\ = Hi, we 
get cof((fV/MAZ> )̂, C) = Hi in the forcing extension. • 
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