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#### Abstract

The quantum double construction is applied to the group algebra of a finite group. Such algebras are shown to be semi-simple and a complete theory of characters is developed. The irreducible matrix representations are classified and applied to the explicit construction of $R$-matrices: this affords solutions to the YangBaxter equation associated with certain induced representations of a finite group. These results are applied in the second paper of the series to construct unitary representations of the Braid group and corresponding link polynomials.


## 1. Introduction

Recently, there has been renewed interest in the study of Hopf algebras because of their role in obtaining solutions to the Yang-Baxter equation, which arises in areas such as integrable lattice models [3], the quantum inverse scattering method [2, 12] and the theory of knots and links $[1,18,19,20]$. In particular, it is the so-called quasitriangular Hopf algebras as defined by Drinfeld [6] that have received most attention since they admit a canonical element known as the universal (that is, representationindependent) $R$-matrix which automatically provides a solution to the Yang-Baxter equation.

The representation theory of such algebras plays an indispensable role in applications: in particular a representation of the Braid group, and corresponding link polynomial, can be obtained corresponding to each finite dimensional irreducible representation of a quasi-triangular Hopf algebra. Important examples of quasi-triangular Hopf algebras are afforded by quantum groups $[6,11]$ which are obtained by deforming the universal enveloping algebra of a simple Lie algebra through the introduction of a nonzero deformation parameter $q$. The representation theory and applications of quantum groups have been extensively investigated recently $[6,7,8,11]$. However other families of quasi-triangular Hopf algebras have received comparitively little attention although they may be just as important both in physical applications and from the mathematical

[^0]view point of affording new examples of non-commutative and non-cocommutative Hopf algebras.

Through the quantum double construction of Drinfeld [6,9] one may construct (under certain mild conditions) a quasi-triangular Hopf algebra from any Hopf algebra and its dual. In this series of two papers we are concerned with the important special case of quantum double algebras, denoted $D(G)$, arising from the group algebra of a finite group $G$. Below all such algebras are shown to be semi-simple and their character theory is developed along traditional lines [5, 10]. The latter plays an important role in decomposing tensor product representations and is indispensable for obtaining link polynomials, as will be seen in the second paper of the series.

As well all irreducible $D(G)$-modules are classified. In fact it is shown that representations of a finite group $G$, induced from an irreducible representation of the centraliser subgroup of an element $g \in G$, gives rise to an irreducible module of the quantum double: moreover all irreducible $D(G)$-modules are obtained in this way. The corresponding matrix representations are determined and applied to obtain an explicit formula for the $R$-matrix in any irreducible representation.

These results will be applied, in the second paper of the series, to obtain new representations of the Braid group and corresponding link polynomials. Representations of the Braid group constructed in this way are always unitary, unlike those arising from quantum groups. It appears therefore that quantum double group algebras are to play an important role in obtaining unitary representations of the Braid group.

The paper is set up as follows. In Section 2 we outline Drinfeld's quantum double construction. The special case arising from a finite group algebra is investigated in detail in Section 3. In Section 4 an orthogonality relation for matrix elements is derived and applied in Section 5 to develop a complete theory of characters. In Section 6 all irreducible $D(G)$-modules are classified and these results are applied in Section 7 to the explicit construction of $R$-matrices.
2. Quasi-triangular Hopf algebras and the double construction

Let $A$ be a Hopf algebra with identity $1 \in A$, co-unit $\varepsilon: A \rightarrow \mathbb{C}$, coproduct $\Delta: A \rightarrow A \otimes A$ and bijective antipode $S: A \rightarrow A$. Following the notation of Sweedler [16] we write

$$
\begin{equation*}
\triangle(a)=\sum_{(a)} a^{(1)} \otimes a^{(2)}, \quad a \in A \tag{1}
\end{equation*}
$$

More generally we define

$$
\Delta_{1}=\Delta, \quad \Delta_{n}=(\Delta \otimes \underbrace{I \otimes \ldots \otimes I}_{n-1}) \Delta_{n-1}, \quad n \geqslant 2
$$

with $I: A \rightarrow A$ the identity map, and write

$$
\begin{equation*}
\triangle_{n}(a)=\sum_{(a)} a^{(1)} \otimes a^{(2)} \ldots \ldots \ldots \otimes a^{(n+1)} \tag{2}
\end{equation*}
$$

With this notation the counit and antipode properties are expressible

$$
\begin{aligned}
& a=\sum_{(a)} a^{(1)} \varepsilon\left(a^{(2)}\right) \\
& \varepsilon(a)=\sum_{(a)} \varepsilon\left(a^{(1)}\right) a^{(2)} \\
& a^{(1)} S\left(a^{(2)}\right)=\sum_{(a)} S\left(a^{(1)}\right) a^{(2)}
\end{aligned}
$$

respectively. Recall [16] that $S$ determines an algebra anti-automorphism $S: A \rightarrow A$.
Let $T: A \otimes A \rightarrow A \otimes A$ be the twist map defined by

$$
T(a \otimes b)=b \otimes a, \quad \forall a, b \in A
$$

Then $A$ also constitutes a Hopf algebra under the opposite coproduct $\Delta^{T}=T \cdot \Delta$ with antipode $S^{-1}$ and counit $\varepsilon$. In the case that $\Delta^{T}=\triangle$ we call $A$ cocommutative: recall [16] that if $A$ is commutative or cocommutative then $S^{2}=I$, the identity map on $A$. Following Drinfeld [6] we have the following:

Definition 2.1: A Hopf algebra $A$ is called quasi-triangular if there exists an invertible element

$$
R=\sum_{i} a_{i} \otimes b_{i} \in A \otimes A
$$

satisfying

$$
\triangle^{T}(a) R=R \triangle(a), \quad \forall a \in A
$$

and

$$
(\Delta \otimes I) R=R_{12} R_{23}, \quad(I \otimes \Delta) R=R_{13} R_{12}
$$

where

$$
R_{12}=\sum_{i} a_{i} \otimes b_{i} \otimes 1, \quad R_{13}=\sum_{i} a_{i} \otimes 1 \otimes b_{i} \quad \text { et cetera }
$$

A direct consequence of this definition is that the canonical element $R$, called the universal $R$-matrix, satisfies the Yang-Baxter equation

$$
\begin{equation*}
R_{12} R_{13} R_{23}=R_{23} R_{13} R_{12} \tag{3}
\end{equation*}
$$

in $A \otimes A \otimes A$. Thus corresponding to each irreducible $A$-module $V$, we obtain a solution to the Yang-Baxter equation on $V \otimes V \otimes V$, of importance in the theory of exactly solvable models in statistical mechanics [3] and knot theory [1, 18, 19, 20]. It is important to note that in order to obtain non-trivial $R$-matrices, it is necessary that $A$ be non-commutative and non-cocommutative.

A large class of such algebras is afforded by the quantum double construction of Drinfeld $[6,9]$ whereby a quasi-triangular Hopf algebra is manufactured from any Hopf algebra $A$ and its dual $A^{*}$. Hence we now say something about the dual of a Hopf algebra and the double construction. Throughout, given a vector space $V$, $\langle\rangle:, V^{*} \otimes V \rightarrow \mathbb{C}$ denotes the natural bilinear form defined by

$$
\langle f, v\rangle=f(v), \quad \forall f \in V^{*}, v \in V
$$

We assume that

$$
A^{0} \equiv\left\{a^{*} \in A^{*} \mid \text { ker } a^{*} \text { contains a cofinite two sided ideal of } A\right\}
$$

is dense in $A^{*}$; that is, the subspace $A^{0}$ satisfies [16]

$$
\left(A^{0}\right)^{\perp} \equiv\left\{a \in A \mid\left\langle b^{*}, a\right\rangle=0, \forall b^{*} \in A^{0}\right\}=(0)
$$

in which case $A$ is called a proper algebra: note that every finite dimensional Hopf algebra is proper since, in such a case, $A^{*}=A^{0}$. Following Sweedler [16] we have

Theorem 2.1. $A^{0}$ becomes a Hopf algebra with multiplication $m^{0}$, unit $u^{0}$, coproduct $\triangle^{0}$, antipode $S^{0}$ and counit $\varepsilon^{0}$ defined respectively by

$$
\left.\begin{array}{ll}
m^{0}=\triangle^{*} & \left.\right|_{A^{0} \otimes A^{0}} \quad u^{0}=\varepsilon^{*} \tag{4}
\end{array}\right|_{A^{0}} \quad, \triangle^{0}=\left.m^{*}\right|_{A^{0}}
$$

where $m: A \otimes A \rightarrow A$ is the multiplication map on $A$ and $m^{*}, \Delta^{*}, \varepsilon^{*}, S^{*}$ are the natural dual maps of $m, \triangle, \varepsilon, S$ respectively.

We note that the identity element of $A^{0}$ is given by the counit $\varepsilon$ of $A$. It is crucial to the double construction that we take the opposite Hopf algebra structure on $A^{0}$, with coproduct $\Delta_{0}=\left(\Delta^{0}\right)^{T}$ and antipode $S_{0}=\left(S^{0}\right)^{-1}$ given explicitly by

$$
\begin{align*}
\left\langle\triangle_{0}\left(a^{*}\right), b \otimes c\right\rangle & =\left\langle a^{*}, c b\right\rangle  \tag{5}\\
\left\langle S_{0}\left(a^{*}\right), b\right\rangle & =\left\langle a^{*}, S^{-1}(b)\right\rangle, \quad \forall a^{*} \in A^{*}, b, c \in A
\end{align*}
$$

respectively, while the multiplication, unit and counit remain the same. For uniformity of notation we set

$$
u_{0}=u^{0}, \quad m_{0}=m^{0}, \quad \varepsilon_{0}=\varepsilon^{0}
$$

Then $A \otimes A^{0}, A^{0} \otimes A$ inherit Hopf algebra structures from those of $A$ and $A^{0}$ in a natural way: for example the coproducts $\widehat{\triangle}, \widehat{\triangle}^{\prime}$ on $A \otimes A^{0}, A^{0} \otimes A$ are defined respectively by

$$
\widehat{\triangle}=(I \otimes \tau \otimes I)\left(\triangle \otimes \triangle_{0}\right), \quad \widehat{\Delta}^{\prime}=\left(I \otimes \tau^{-1} \otimes I\right)\left(\triangle_{0} \otimes \triangle\right)
$$

where $\tau: A \otimes A^{0} \rightarrow A^{0} \otimes A$ is the twist isomorphism defined by

$$
\tau\left(a \otimes b^{*}\right)=b^{*} \otimes a, \quad \forall a \in A, b^{*} \in A^{*}
$$

and where, for ease of notation, $I$ denotes the identity map on both $A$ and $A^{0}$.
The quantum double construction affords a method of imbedding $A$ and $A^{0}$ in a quasi-triangular Hopf algebra, denoted $D(A)$, which is vector space isomorphic to $A \otimes A^{0}$ but with a different algebra structure. Explicitly we let $D(A)$ be the vector space spanned by all free products

$$
a b^{*}, \quad a \in A, b^{*} \in A^{*}
$$

which becomes an algebra by defining all products $b^{*} a, a \in A, b^{*} \in A^{*}$, according to the rule

$$
b^{*} a=\mu\left(b^{*} \otimes a\right)
$$

where $\mu: A^{0} \otimes A \rightarrow D(A)$ is defined to be the composite map

$$
A^{0} \otimes A \xrightarrow{\left(t r \otimes I^{\otimes 2}\right)\left(S_{0} \otimes I^{\otimes 3}\right) \widehat{\Delta}^{\prime}} A^{0} \otimes A \xrightarrow{\tau^{-1}} A \otimes A^{0} \xrightarrow{\left(I^{\otimes 2} \otimes t r\right) \widehat{\Delta}} A \otimes A^{0} \longrightarrow D(\dot{A}) .
$$

Here $\operatorname{tr}: A^{0} \otimes A \rightarrow \mathbb{C}$ is defined by

$$
\operatorname{tr}\left(a^{*} \otimes b\right)=\left\langle a^{*}, b\right\rangle
$$

and $A \otimes A^{0} \rightarrow D(A)$ is the natural bijection, $a \otimes b^{*} \longmapsto a b^{*}$. In the notation of equation (2) we have explicitly, [9]

$$
\begin{equation*}
b^{*} a=\sum_{(a),\left(b^{*}\right)}\left\langle S_{0}\left(b^{*(1)}\right), a^{(1)}\right\rangle\left\langle b^{*(3)}, a^{(3)}\right\rangle a^{(2)} b^{*(2)} \tag{6}
\end{equation*}
$$

With this construction $D(A)$ becomes a Hopf algebra under the naturally inherited coproduct $\bar{\triangle}$, counit $\bar{\varepsilon}$ and antipode $\bar{S}$ given respectively by $[6,9]$

$$
\begin{aligned}
\bar{\Delta}\left(a b^{*}\right) & =\Delta(a) \triangle_{0}\left(b^{*}\right)=\sum_{(a),\left(b^{*}\right)} a^{(1)} b^{*(1)} \otimes a^{(2)} b^{*(2)} \\
\bar{\varepsilon}\left(a b^{*}\right) & =\varepsilon(a) \varepsilon_{0}\left(b^{*}\right)=\varepsilon(a)\left(b^{*}, 1\right\rangle \\
\bar{S}\left(a b^{*}\right) & =\mu\left(S_{0}\left(b^{*}\right) \otimes S(a)\right)=S_{0}\left(b^{*}\right) S(a), \quad \forall a \in A, b^{*} \in A^{*} .
\end{aligned}
$$

Moreover if $\left\{a_{s}^{*}\right\}$ denotes a basis for $A^{0}$ with corresponding dual basis $\left\{a_{s}\right\}$ for $A$ defined by

$$
\left\langle a_{s}^{*}, a_{t}\right\rangle=\delta_{s t}
$$

then it is easily checked [9] that

$$
\begin{gather*}
R=\sum_{c} a_{0} \otimes a_{0}^{*} \in D(A) \otimes D(A)  \tag{7}\\
R^{-1}=(\bar{S} \otimes I) R
\end{gather*}
$$

has inverse
and satisfies the conditions of Definition 2.1. Thus we arrive at [6, 9]
Theorem 2.2. $D(A)$ with canonical element $R$ constitutes a quasi-triangular Hopf-algebra called the quantum double of $A$.

We remark that here and below we regard $A$ and $A^{0}$ as naturally imbedded in $D(A)$ by identifying $1 \cdot a^{*}$ and $b \cdot \varepsilon$ with $a^{*}, b$ respectively, for all $a^{*} \in A^{*}, b \in A$.

Important examples of such quantum double algebras are afforded by quantum groups $[6,7,11]$ which have been extensively studied recently. Below we apply the double construction to the case $A$ is the group algebra of a finite group which, in turn, we use to construct some link polynomials. We shall need the following generalisation of Maschke's theorem due to Sweedler [16]:

Theorem 2.3. A finite dimensional Hopf algebra $A$ is semi-simple (as an algebra) if and only if there exists a left integral $x \in A$, where $x \in A$ is called a left integral provided $\varepsilon(x) \neq 0$ and

$$
a x=\varepsilon(a) x, \quad \forall a \in A
$$

We conclude with some general remarks about the representation theory of a Hopf algebra $A$. First we note that the counit $\varepsilon$ itself gives rise to a representation of $A$, herein referred to as the identity representation. If $V, W$ are $A$-modules then obviously $V \otimes W$ becomes an $A$-module under the action determined by the coproduct $\triangle$.

Given any finite dimensional $A$-module $V, V^{*}$ becomes an $A$-module, called the dual of $V$, with the definition [14]

$$
\begin{equation*}
\langle a f, v\rangle=\langle f, S(a) v\rangle, \quad \forall a \in A, v \in V, f \in V^{*} \tag{8}
\end{equation*}
$$

If $W$ is another finite dimensional $A$-module then $\operatorname{Hom}(V, W)$, the space of linear maps of $V$ to $W$, becomes an $A$-module with the definition [14]

$$
a \circ f=\sum_{(a)} a^{(1)} f S\left(a^{(2)}\right), \quad \forall a \in A, f \in \operatorname{Hom}(V, W)
$$

where we have adopted the notation of equation (1). With these constructions we have [14]:

Lemma 2.1. The mapping $\xi: V^{*} \otimes W \rightarrow \operatorname{Hom}(V, W)$, defined by

$$
\xi(f \otimes w)(v)=\langle f, v\rangle w, \quad \forall f \in V^{*}, w \in W, v \in V
$$

determines an $A$-module isomorphism.
Definition 2.2: Given any $A$-module $V$, we call $v \in V$ an invariant if

$$
a v=\varepsilon(a) v, \quad \forall a \in A
$$

If $A$ admits a left integral $x \in A$, then clearly $x$ determines an invariant if we regard $A$ as a module under the left regular representation. If $V, W$ are $A$-modules then the invariants of $\operatorname{Hom}(V, W)$ are precisely the $A$-module homomorphisms [14]. We thus arrive at the following version of Schur's lemma:

Lemma 2.2. Let $V, W$ be finite dimensional irreducible $A$-modules. Then the space of $A$-invariants of $\operatorname{Hom}(V, W)$ has dimension 1 when $V$ and $W$ are isomorphic and otherwise it is trivial.

## 3. Quantum double group algebras

Let $A$ be the group algebra of a finite group $G$ over the complex field $\mathbb{C}$. Then $A$ becomes a co-commutative Hopf algebra with coproduct, antipode and counit respectively defined by

$$
\triangle(g)=g \otimes g, \quad S(g)=g^{-1}, \quad \varepsilon(g)=1, \quad \forall g \in G
$$

which we extend linearly to all of $A$ in an obvious way: throughout 1 denotes the identity element of $G$ and $A$.

Recall $[5,10]$ that given any irreducible $A$-module $V_{\lambda}$, of dimension $d_{\lambda}$, we have the group character defined by

$$
\chi_{\lambda}(g)=t r \pi_{\lambda}(g), \quad \forall g \in G
$$

where $\pi_{\lambda}$ denotes the representation afforded by $V_{\lambda}$. Then the operators

$$
\begin{equation*}
E_{\lambda}=\frac{d_{\lambda}}{|G|} \sum_{g \in G} \chi_{\lambda}\left(g^{-1}\right) g \tag{9}
\end{equation*}
$$

form a basis for the centre $C$ of $A$ and give rise to an orthogonal set of idempotents adding up to the identity:

$$
E_{\lambda} E_{\mu}=\delta_{\lambda \mu} E_{\mu}, \quad \sum_{\lambda} E_{\lambda}=1
$$

where the sum on $\lambda$ is over all non-isomorphic irreducible $\boldsymbol{A}$-modules.
From the Hopf algebra viewpoint, the counit $\varepsilon$ corresponds to the character $\chi_{\iota}$ of the identity representation, herein denoted $\pi_{\iota}$. The corresponding central idempotent

$$
\begin{equation*}
E_{\iota}=\frac{1}{|G|} \sum_{g \in G} g \tag{10}
\end{equation*}
$$

constitutes a left integral in $A$ from which it follows (Theorem 2.3) that $A$ is a semisimple algebra. Explicitly the decomposition of $A$ into simple two-sided ideals is given by

$$
A=\bigoplus_{\lambda} A_{\lambda}, \quad A_{\lambda}=E_{\lambda} A=A E_{\lambda}
$$

Moreover $A_{\boldsymbol{\lambda}}$ is the direct sum of $d_{\lambda}$ copies of the irreducible (left) $A$-module $V_{\lambda}$ so that

$$
\operatorname{dim} A_{\lambda}=d_{\lambda}^{2}
$$

and hence

$$
|G|=\sum_{\lambda} d_{\lambda}^{2}
$$

where $|G|=\operatorname{dim} A$ is the order of the group $G$.
We now turn our attention to the dual space $A^{*}=A^{0}$ which has a basis of elements $g^{*}, g \in G$, defined by

$$
\left\langle g^{*}, h\right\rangle=\delta(g, h)
$$

Then $A^{*}$ inherits the structure of a Hopf algebra from that of $A$ : explicitly, from equation (4), $A^{*}$ becomes an algebra with product

$$
\begin{align*}
g^{*} h^{*} & =\sum_{k \in G}\left\langle g^{*} \otimes h^{*}, \Delta(k)\right\rangle k^{*}  \tag{11}\\
& =\sum_{k \in G}\left\langle g^{*}, k\right\rangle\left\langle h^{*}, k\right\rangle k^{*}=\delta(g, h) h^{*}, \quad \forall g, h \in G
\end{align*}
$$

so that $A^{*}$ is simply the algebra generated by $|G|$ orthogonal idempotents. In particular $A^{*}$ is a commutative algebra, as expected (since $A$ is cocommutative).

To complete the Hopf algebra structure on $A^{*}$, the coproduct $\triangle_{0}$, antipode $S_{0}$ and counit $\varepsilon_{0}$ are given, from equation (5), respectively by

$$
\begin{align*}
& \Delta_{0}\left(g^{*}\right)=\sum_{h \in G}\left(h^{-1} g\right)^{*} \otimes h^{*}=\sum_{h \in G} h^{*} \otimes\left(g h^{-1}\right)^{*}  \tag{12}\\
& S_{0}\left(g^{*}\right)=\left(g^{-1}\right)^{*}, \quad \varepsilon_{0}\left(g^{*}\right)=\delta(g, 1), \quad \forall g \in G
\end{align*}
$$

As noted previously, the identity on $A^{*}$ is given by the counit $\varepsilon$ on $A$ which is expressible

$$
\varepsilon=\sum_{g \in G} g^{*}
$$

From equation (12) we have

$$
\Delta_{0}(\varepsilon)=\varepsilon \otimes \varepsilon, \quad S_{0}(\varepsilon)=\varepsilon, \quad \varepsilon_{0}(\varepsilon)=1
$$

In view of equations $(11,12) 1^{*}, 1$ the identity element of $G$, satisfies

$$
g^{*} 1^{*}=\delta(g, 1) 1^{*}=\varepsilon_{0}\left(g^{*}\right) 1^{*}, \quad \forall g \in G
$$

and thus qualifies as a left integral in $A^{*}$. It follows immediately from Theorem 2.3 that:

Theorem 3.1. $A^{*}$ is a semi-simple algebra.
Since $A^{*}$ is commutative we thus obtain
Corollary. Every finite dimensional $A^{*}$-module is a direct sum of irreducible one-dimensional modules.

Remark. It is worth noting that with the above structure $A$ is a quasi-triangular Hopf algebra with trivial canonical element $R=1 \otimes 1$. However $A^{*}$ is not quasi-triangular unless $G$ is an abelian group: in that case $R=\varepsilon \otimes \varepsilon$ is the canonical element of $A^{*}$.

Following the double construction, the quantum double of the group algebra $A$, herein denoted $D(G)$, is the $|G|^{2}$-dimensional algebra spanned by all free products

$$
g h^{*}, g, h \in G
$$

where, according to equation (6), the products $\boldsymbol{h}^{*} \boldsymbol{g}$ are to be computed as follows:

$$
h^{*} g=g\left(g^{-1} h g\right)^{*}
$$

Equivalently, $D(G)$ may be regarded as spanned by all free products $h^{*} g, h, g \in G$, where $g h^{*}$ is computed according to

$$
g h^{*}=\left(g h g^{-1}\right)^{*} g
$$

Then, from Theorem 2.2, $D(G)$ gives rise to a quasi-triangular Hopf algebra with coproduct $\bar{\Delta}$, antipode $\bar{S}$ and counit $\bar{\varepsilon}$ given respectively by

$$
\begin{align*}
& \bar{\triangle}\left(g h^{*}\right)=\Delta(g) \Delta_{0}\left(h^{*}\right)=\sum_{k \in G} g\left(k^{-1} h\right)^{*} \otimes g k^{*} \\
& \bar{S}\left(g h^{*}\right)=S_{0}\left(h^{*}\right) S(g)=\left(h^{-1}\right)^{*} g^{-1}=g^{-1}\left(g h^{-1} g^{-1}\right)^{*}  \tag{13}\\
& \bar{\varepsilon}\left(g h^{*}\right)=\varepsilon(g) \varepsilon_{0}\left(h^{*}\right)=\delta(h, 1), \quad \forall g, h \in G .
\end{align*}
$$

The corresponding canonical element $R$ is given, from equation (7), by

$$
\begin{equation*}
R=\sum_{g \in G} g \otimes g^{*} \tag{14}
\end{equation*}
$$

which can be shown directly to satisfy the Yang-Baxter equation (3).
As before we here regard $A$ and $A^{*}$ as subalgebras of $D(G)$ by identifying $g \cdot \varepsilon$ and $1 \cdot g^{*}$ with $g, g^{*}$ respectively, for all $g \in G$. We note that the antipode $\bar{S}$ satisfies

$$
\begin{equation*}
\bar{S}^{2}=I, \tag{15}
\end{equation*}
$$

$I$ the identity map on $D(G)$, and that the identity element of $D(G)$ is given by $1 \cdot \varepsilon$ which we identify with $1 \in G$.

Now let $V_{\Lambda}$ be a (finite dimensional) irreducible $D(G)$-module of dimension $d[\Lambda]$ and let $\pi_{\Lambda}$ be the representation of $D(G)$ afforded by $V_{\Lambda}$. Then it follows immediately that the matrix

$$
R_{\Lambda}=\sum_{g \in G} \pi_{\Lambda}(g) \otimes \pi_{\Lambda}\left(g^{*}\right)
$$

satisfies the Yang-Baxter equation (3) on $V_{\Lambda} \otimes V_{\Lambda} \otimes V_{\Lambda}$. Thus in order to obtain interesting new solutions of the Yang-Baxter equation and, in turn, to construct link polynomials, it is necessary to determine explicitly the irreducible matrix representations of $D(G)$, which we investigate below.

We note here that

$$
\begin{equation*}
x=E_{\iota} 1^{*}=1^{*} E_{\iota}, \tag{16}
\end{equation*}
$$

with $E_{\iota}$ as in equation (10), satisfies $\varepsilon(x)=1$ and

$$
x h^{*} g=h^{*} g \cdot x=\bar{\varepsilon}\left(h^{*} g\right) x, \quad \forall g, h \in G
$$

so that, by linearity,

$$
\begin{equation*}
x a=a x=\varepsilon(a) x, \quad \forall a \in D(G) . \tag{17}
\end{equation*}
$$

Thus $x$ constitutes a left integral in $D(G)$ from which it follows, in view of Theorem (2.3), that

Theorem 3.2. $D(G)$ is a semi-simple algebra.
This result implies that $D(G)$ is a direct sum of simple two-sided ideals

$$
\begin{equation*}
D(G)=\bigoplus_{\Lambda} D(G)_{\Lambda} \tag{18}
\end{equation*}
$$

where $D(G)_{\Lambda}$ is the direct sum of $d[\Lambda]$ copies of the irreducible (left) $D(G)$-module $V_{\Lambda}$ and the sum on $\Lambda$ is over all non-isomorphic irreducible $D(G)$-modules. In particular

$$
\operatorname{dim} D(G)_{\Lambda}=d[\Lambda]^{2}
$$

so that

$$
\begin{equation*}
|G|^{2}=\operatorname{dim} D(G)=\sum_{\Lambda} d[\Lambda]^{2} \tag{19}
\end{equation*}
$$

It is worth noting, from equation (17), that the left integral $x$ spans a onedimensional simple two sided ideal of $D(G)$ which must therefore occur in the decomposition (18). The two-sided ideal $D(G) x=\mathbb{C} x$ also gives rise, as we have seen, to an irreducible (left) $D(G)$-module whose corresponding representation is simply the identity representation. In view of equation (17), $x$ satisfies

$$
x^{2}=\bar{\varepsilon}(x) x=x
$$

and thus $x$ determines a central primitive idempotent which projects onto the identity representation. Thus, following Definition 2.2, given any finite dimensional $D(G)$ module $V, x V$ is the subspace of invariants of $V$; namely.

$$
x V=\{v \in V \mid a v=\bar{\varepsilon}(a) v, \quad \forall a \in D(G)\}
$$

Remark. The left integral $\boldsymbol{x}$ is of independent interest for constructing representations of the Temperley-Lieb algebra [17] and hence for obtaining $R$-matrices with a spectral parameter. In fact given any irreducible self-dual $D(G)$-module $V=V_{\Lambda}$ we have the canonical generator

$$
T=d[\Lambda] \bar{\triangle}(x) \in \text { End } V \otimes V
$$

where

$$
\begin{equation*}
\bar{\triangle}(x)=\frac{1}{|G|} \sum_{g, h \in G}\left(h^{-1}\right)^{*} g \otimes h^{*} g \tag{20}
\end{equation*}
$$

Then $T$ gives rise to a representation of the Temperley-Lieb algebra on $V^{\otimes N}$ according to

$$
T_{i}=\underbrace{I \otimes \ldots \ldots \otimes I}_{i-1} \otimes T \otimes \underbrace{I \otimes \ldots \ldots \otimes I}_{N-i-1}, \quad 1 \leqslant i<N
$$

where $I$ denotes the identity map on $V$. It can be shown that indeed the $T_{i}$ satisfy the following defining relations of the Temperley-Lieb algebra [17]

$$
\begin{aligned}
T_{i}^{2} & =\sqrt{Q} T_{i} \\
T_{i} T_{i \pm 1} T_{i} & =T_{i} \\
T_{i} T_{j} & =T_{j} T_{i}, \quad|i-j|>1
\end{aligned}
$$

where, for the case at hand, $Q=d[\Lambda]^{2}$. It is then possible to construct from $T$ an $R$-matrix $R(u), u$ a spectral parameter, which satisfies the parameter-dependent YangBaxter equation of interest in exactly solvable models in statistical mechanics [4].

## 4. Matrix elements and unitary modules

We call a finite dimensional $D(G)$-module $V$ unitary if $V$ can be equipped with an inner product ( , ) such that for all $g, h \in G$

$$
\left(g h^{*} v, w\right)=\left(v, h^{*} g^{-1} w\right), \quad \forall v, w \in V
$$

Equivalently, if $\pi$ is the representation of $D(G)$ afforded by $V$, then $V$ is called unitary if it can be equipped with an inner product such that

$$
\pi\left(h^{*} g\right)=\pi\left(g^{-1} h^{*}\right)^{\dagger}
$$

where $\dagger$ denotes Hermitian conjugate. We have
Lemma 4.1. Every finite dimensional $D(G)$-module is equivalent to a unitary one.

Proof: Let (, ) be any inner product on a finite dimensional $D(G)$-module $V$. Then it is easily seen that (, ) $)_{0}$ on $V$ defined by

$$
(v, w)_{0}=\sum_{g, h \in G}\left(h^{*} g v, h^{*} g \dot{w}\right), \quad \forall v, w \in V
$$

determines an inner product with the required properties.
We may therefore assume, without loss of generality, that all finite-dimensional $D(G)$-modules are unitary. It follows, from standard arguments, that every such module is an orthogonal direct sum of irreducible submodules. In particular every finite dimensional $D(G)$-module is completely reducible: this affords an alternative direct proof of Theorem 3.2.

Throughout we let $\left\{v_{j}^{\wedge}\right\}$ be a fixed orthonormal basis for the irreducible $D(G)$ module $V_{\Lambda}$. Since $V_{\Lambda}$ is assumed unitary, we have in this basis

$$
\pi_{\Lambda}\left(h^{*} g\right)_{i j}=\overline{\left[\pi_{\Lambda}\left(g^{-1} h^{*}\right)_{j i}\right]}
$$

where the over-bar denotes complex conjugation. From equation (8), the dual space $V_{\Lambda}^{*}$ also gives rise to an irreducible $D(G)$-module, herein denoted $V_{\Lambda^{*}}$. We let $\left\{v_{\boldsymbol{i}}{ }^{*}\right\}$ be the basis for $V_{\Lambda^{*}}=V_{\Lambda}^{*}$ dual to $\left\{v_{i}^{\Lambda}\right\}$ so that

$$
\left\langle v_{i}^{\Lambda^{*}}, v_{j}^{\Lambda}\right\rangle=\delta_{i j}
$$

Then it is easily seen that $\left\{v_{\boldsymbol{i}} \boldsymbol{\Lambda}^{*}\right\}$ defines an inner product on $V_{\Lambda^{*}}$ with respect to which this basis is orthonormal and $V_{\Lambda^{*}}$ is unitary. The corresponding matrix representation in this basis is given by

$$
\pi_{\Lambda^{*}}(a)_{i j}=\pi_{\Lambda}(\bar{S}(a))_{j i}
$$

or

$$
\begin{equation*}
\pi_{\Lambda^{*}}(a)=\pi_{\Lambda}(\bar{S}(a))^{t}, \quad \forall a \in D(G) \tag{21}
\end{equation*}
$$

where $t$ denotes matrix transposition.
We now demonstrate that the above matrix elements satisfy certain orthogonality relations. From Lemma 2.1 the $D(G)$-modules $V_{\Lambda}^{*} \otimes V_{\mu}$ and Hom ( $V_{\Lambda}, V_{\mu}$ ) are isomorphic. On the other hand Lemma 2.2 implies that the space of invariants of $\operatorname{Hom}\left(V_{\Lambda}, V_{\mu}\right)$ is (0) for $\Lambda \neq \mu$ in which case the identity module cannot occur in $V_{\Lambda}^{*} \otimes V_{\mu}$; that is,

$$
\begin{equation*}
\bar{\triangle}(x) v_{i}^{\Lambda^{*}} \otimes v_{j}^{\mu}=0, \quad \forall i, j, \text { when } \mu \neq \Lambda \tag{22}
\end{equation*}
$$

In the case $\mu=\Lambda$ we have:
LEMMA 4.2. The identity module occurs exactly once in $V_{\Lambda}^{*} \otimes V_{\Lambda}$ and is spanned by the vector

$$
v^{\Lambda}=\sum_{i} v_{i}^{\Lambda^{*}} \otimes v_{i}^{\Lambda}
$$

Proof: Lemma 2.2 implies that the space of invariants of Hom $\left(V_{\Lambda}, V_{\Lambda}\right)$ is one dimensional so that the identity module occurs exactly once in $V_{\Lambda}^{*} \otimes V_{\Lambda}$. With $v^{\Lambda}$ as above we have, in the notation of equation (1)

$$
\begin{aligned}
a v^{\Lambda} & =\sum_{i} \bar{\triangle}(a)\left(v_{i}^{\Lambda^{*}} \otimes v_{i}^{\Lambda}\right) \\
& =\sum_{i, j, k} \sum_{(a)} \pi_{\Lambda^{*}}\left(a^{(1)}\right)_{j i} \pi_{\Lambda}\left(a^{(2)}\right)_{k i} v_{j}^{\Lambda^{*}} \otimes v_{k}^{\Lambda}, \quad \forall a \in D(G) .
\end{aligned}
$$

Using equation (21) we thus obtain

$$
\begin{equation*}
a v^{\Lambda}=\sum_{j, k} \pi_{\Lambda}\left(\sum_{(a)} a^{(2)} \bar{S}\left(a^{(1)}\right)\right)_{k j} v_{j}^{\Lambda^{*}} \otimes v_{k}^{\Lambda} \tag{*}
\end{equation*}
$$

On the other hand from the antipode property and equation (15) we have

$$
\begin{aligned}
\sum_{(a)} a^{(2)} \bar{S}\left(a^{(1)}\right) & =\sum_{(a)} \bar{S}\left(a^{(1)} \bar{S}\left(a^{(2)}\right)\right) \\
& =\bar{S}(\bar{\varepsilon}(a))=\bar{\varepsilon}(a)
\end{aligned}
$$

Substituting into equation (*) we arrive at

$$
a v^{\Lambda}=\bar{\varepsilon}(a) v^{\Lambda}, \quad \forall a \in D(G)
$$

which is sufficient to prove the result.
In the notation above, we note that the vectors

$$
\begin{gathered}
v_{i}^{\Lambda^{*}} \otimes v_{j}^{\Lambda}, \quad i \neq j \\
v_{i}^{\Lambda^{*}} \otimes v_{i}^{\Lambda}-v^{\Lambda} / d[\Lambda], \quad 1 \leqslant i \leqslant d[\Lambda]
\end{gathered}
$$

are orthogonal to the vector $v^{\Lambda}$ of Lemma 4.2 so that

$$
\begin{equation*}
\bar{\triangle}(x) v_{i}^{\Lambda^{*}} \otimes v_{j}^{\Lambda}=\frac{\delta_{i j}}{d[\Lambda]} v^{\Lambda} \tag{23}
\end{equation*}
$$

Using the explicit form for $\bar{\triangle}(x)$, as determined by equation (20), together with equations $(22,23)$ above, we obtain the following orthogonality relation

Theorem 4.1.

$$
\sum_{g, h \in G} \pi_{\Lambda}\left(g^{-1} h^{*}\right)_{i k} \pi_{\mu}\left(h^{*} g\right)_{l j}=\frac{|G|}{d[\Lambda]} \delta_{\Lambda \mu} \delta_{i j} \delta_{k l}
$$

Proof: Equations $(22,23)$ immediately imply the orthogonality relation

$$
\sum_{g, h \in G} \pi_{\Lambda} *\left[\left(h^{-1}\right)^{*} g\right]_{k i} \pi_{\mu}\left(h^{*} g\right)_{l j}=\frac{|G|}{d[\Lambda]} \delta_{\Lambda \mu} \delta_{i j} \delta_{k l}
$$

The result is then seen to follow from equation (21).
Theorem 4.1 is clearly a generalisation of a well known [10] orthogonality relation for the matrix elements of a finite group. We now apply this result to the characters of $D(G)$.

## 5. Characters

Following the usual definition for finite groups, we may now define the character $\chi_{\mathrm{A}}$, corresponding to the irreducible $D(G)$ module $V_{\mathrm{A}}$, by

$$
\chi_{\Lambda}(a)=\operatorname{tr} \pi_{\Lambda}(a), \quad \forall a \in D(G)
$$

where $\pi_{\Lambda}$ is the representation afforded by $V_{\Lambda}$. If $A d$ denotes the adjoint representation [14] of $D(G)$ defined by

$$
A d a \circ b=\sum_{(a)} a^{(1)} b \bar{S}\left(a^{(2)}\right), \quad \forall a, b \in D(G)
$$

then it is easily verified that

$$
\chi_{\mathrm{A}}(A d a \circ b)=\bar{\varepsilon}(a) \chi_{\mathrm{A}}(b), \quad \forall a, b \in D(G)
$$

Now setting $i=k, l=j$ in Theorem 4.1 and summing we obtain the following result, herein referred to as the first orthogonality relation for characters:

Theorem 5.1.

$$
\sum_{g, h \in G} \chi_{\Lambda}\left(g^{-1} h^{*}\right) \chi_{\mu}\left(h^{*} g\right)=|G| \delta_{\Lambda \mu}
$$

Remarks. Our definition of character and Theorem 5.1 are a particular case of a far more general theory due to Larson [13]. In the language of [13], equation (15) is equivalent to the statement that $D(G)$ is an involutary Hopf algebra. Below we extend the theory of characters for the special case of the algebras $D(G)$.

If we set $i=k$ in Theorem 4.1 and sum, we obtain

$$
\sum_{g, h \in G} \chi_{\Lambda}\left(g^{-1} h^{*}\right) \pi_{\mu}\left(h^{*} g\right)_{i j}=\frac{|G|}{d[\Lambda]} \delta_{i j} \delta_{\Lambda \mu}
$$

from which we deduce that the operator

$$
\begin{equation*}
E_{\Lambda}=\frac{d[\Lambda]}{|G|} \sum_{g, h \in G} \chi_{\Lambda}\left(g^{-1} h^{*}\right) h^{*} g \tag{24}
\end{equation*}
$$

is a projection operator onto irreducible modules $V_{\Lambda}$. Moreover the first orthogonality relation guarantees that these projections are orthogonal:

$$
E_{\Lambda} E_{\mu}=\delta_{\Lambda \mu} E_{\mu}
$$

Thus the $E_{\Lambda}$ constitute the central primitive idempotents of the algebra $D(G)$ which therefore form a basis for the centre $\bar{C}$ of $D(G)$ and yield the following resolution of the identity:

$$
1=\sum_{\Lambda} E_{\Lambda}
$$

The simple two-sided ideals occurring in the decomposition (18) are then given explicitly by

$$
D(G)_{\Lambda}=E_{\Lambda} D(G)=D(G) E_{\Lambda}
$$

These results imply the following important property of the characters $\chi_{\Lambda}$ :

Lemma 5.1.

$$
\chi_{\Lambda}\left(g^{-1} h^{*}\right)=0, \quad \text { unless } g \text { and } h \text { commute. }
$$

Proof: Since $E_{\Lambda}$ belongs to the centre of $D(G)$ we have

$$
\begin{aligned}
\sum_{g \in G} \chi_{\Lambda}\left(g^{-1} h^{*}\right) h^{*} g & =\frac{|G|}{d[\Lambda]} h^{*} E_{\Lambda} \\
& =\frac{|G|}{d[\Lambda]} E_{\Lambda} h^{*} \\
& =\sum_{k, g \in G} \chi_{\Lambda}\left(g^{-1} k^{*}\right) k^{*} g h^{*} \\
& =\sum_{g \in G} \chi_{\Lambda}\left(g^{-1} h^{*}\right)\left(g h g^{-1}\right)^{*} g
\end{aligned}
$$

Equating coefficients of $g$ we arrive at

$$
\chi_{\Lambda}\left(g^{-1} h^{*}\right) h^{*}=\chi_{\Lambda}\left(g^{-1} h^{*}\right)\left(g h g^{-1}\right)^{*}, \quad \forall h \in G
$$

Since the $h^{*}$ form an orthogonal set of idempotents, we must have $\chi_{\Lambda}\left(g^{-1} h^{*}\right)=0$, unless $h=g h g^{-1}$ as required.

We are now in a position to determine a second orthogonality relation for characters. It is convenient to introduce the set

$$
\begin{equation*}
Q=\left\{g h^{*} \mid g, h \in G \quad \text { with } \quad g h=h g\right\} \tag{25}
\end{equation*}
$$

the linear span of which, denoted $Q_{\mathrm{C}}$, is the centraliser of $A^{*}$ in $D(G)$; that is,

$$
Q_{\mathbb{C}}=\left\{a \in D(G) \mid h^{*} a=a h^{*}, \quad \forall h \in G\right\}
$$

We note that $Q$ is stable under the adjoint action of $G$; namely

$$
g Q g^{-1}=Q
$$

It follows that we may partition $Q$ into $G$-conjugacy classes, herein denoted $Q_{1}, Q_{2}, \ldots \ldots, Q_{N}$. We observe that $g h^{*} \in Q$ if and only if $g^{-1} h^{*} \in Q$. If $g h^{*} \in Q_{i}$ we denote by $Q_{\bar{i}}$ the conjugacy class of $g^{-1} h^{*}$ : note that $\left|Q_{i}\right|=\left|Q_{\bar{i}}\right|$. Throughout we let $q_{i} \in Q_{i}$ be a fixed conjugacy class representative.

Associated with each conjugacy class $Q_{i}$ we have the central element

$$
\sigma_{i}=\sum_{a \in Q_{i}} a
$$

By construction, $\sigma_{i}$ centralises $G$ and thus belongs to the centre $\bar{C}$ of $D(G)$. Clearly the $\sigma_{i}$ are linearly independent; we claim they form a basis for $\bar{C}$. To see this suppose

$$
c=\sum_{g, h \in G} \alpha(g, h) g h^{*} \in \bar{C}, \quad \alpha(g, h) \in \mathbb{C}
$$

Since $h^{*} c=c h^{*}$, for all $h \in G$, we have

$$
\alpha(g, h)=0, \quad \text { unless } g \text { and } h \text { commute }
$$

Hence $c$ is a linear combination of elements from $Q$, so we may write

$$
\begin{equation*}
c=\sum_{a \in Q} \alpha(a) a=\sum_{i=1}^{N} \sum_{a \in Q_{i}} \alpha(a) a, \quad \alpha(a) \in \mathbb{C} . \tag{26}
\end{equation*}
$$

Also, since $c \in \bar{C}$, we must have, for all $g \in G$

$$
\begin{align*}
c=g^{-1} c g & =\sum_{i=1}^{N} \sum_{a \in Q_{i}} \alpha(a) g^{-1} a g \\
& =\sum_{i=1}^{N} \sum_{a \in Q_{i}} \alpha\left(g a g^{-1}\right) a .
\end{align*}
$$

Comparing coefficients of $a$ in equations (26, 26') it follows that

$$
\alpha(a)=\alpha\left(g a g^{-1}\right), \quad \forall g \in G .
$$

Thus $\alpha$ takes a constant value, $\alpha_{i}$ say, on a given conjugacy class $Q_{i}$ so that

$$
c=\sum_{i=1}^{N} \alpha_{i} \sum_{a \in Q_{i}} a=\sum_{i=1}^{N} \alpha_{i} \sigma_{i}
$$

which is sufficient to prove the result.
On the other hand the centre $\bar{C}$ of $D(G)$ is spanned by the central idempotents $E_{\Lambda}$ which are in 1-1 correspondence with the non-isomorphic irreducible $D(G)$-modules. We thus arrive at

TheOrem 5.2. The number of non-isomorphic irreducible $D(G)$-modules equals the number of $G$-equivalence classes of $Q$.

With the above notation the orthogonality relation of Theorem 5.1 may be expressed, in view of Lemma 5.1, as

$$
\sum_{i=1}^{N}\left|Q_{i}\right| \chi_{\Lambda}\left(q_{\bar{i}}\right) \chi_{\mu}\left(q_{i}\right)=|G| \delta_{\Lambda_{\mu}}
$$

where we have used the fact that $\chi_{\mathrm{A}}$ takes the same value on all elements of a conjugacy class $Q_{i}$. It follows that the $N \times N$ matrix ( $N=$ number of conjugacy classes of $Q=$ number of irreducible $D(G)$-modules)

$$
U_{i \mu}=\left(\frac{\left|Q_{i}\right|}{|G|}\right)^{1 / 2} \chi_{\mu}\left(q_{i}\right)
$$

satisfies

$$
U^{t} g U=I, \quad \text { the identity matrix }
$$

where $g$ is the symmetric matrix

$$
g_{i j}=\delta_{i \bar{j}}
$$

satisfying $g^{2}=I$. We must therefore have $U^{-1}=U^{t} g$, from which we deduce $U U^{t}=g$, or

$$
\sum_{\Lambda}\left(\frac{\left|Q_{i}\right|}{|G|}\right)^{1 / 2} \chi_{\Lambda}\left(q_{i}\right)\left(\frac{\left|Q_{j}\right|}{|G|}\right)^{1 / 2} \chi_{\Lambda}\left(q_{j}\right)=\delta_{i j}
$$

We thus arrive at the second orthogonality relation for characters:
Theorem 5.3.

$$
\sum_{\Lambda} \chi_{\Lambda}\left(q_{i}\right) \chi_{\Lambda}\left(q_{\bar{j}}\right)=\frac{|G|}{\left|Q_{i}\right|} \delta_{i j}
$$

In this way we obtain a complete theory of characters for the quantum double algebras $D(G)$, parallelling the well known theory [ 5,10 ] of finite group characters. As for the case of finite groups, characters are very useful for decomposing finite-dimensional representations. In particular the problem of decomposing tensor product modules is of importance for obtaining link polynomials, as will be seen in the second paper of the series. Since $D(G)$ is semi-simple, given any two irreducible $D(G)$-modules $V_{\Lambda}, V_{\mu}$ we have the decomposition

$$
V_{\Lambda} \otimes V_{\mu}=\bigoplus_{\nu} m_{\nu} V_{\nu}
$$

where the sum is over all irreducible $D(G)$-modules $V_{\nu}$ with $m_{\nu}$ the multiplicity of $V_{\nu}$ in the tensor product module. Using standard arguments we arrive at

Lemma 5.2.

$$
m_{\nu}=\frac{1}{|G|} \sum_{g, h, k \in G} \chi_{\nu}\left(g^{-1} h^{*}\right) \chi_{\Lambda}\left[\left(k^{-1} h\right)^{*} g\right] \chi_{\mu}\left(k^{*} g\right)
$$

Proof: We clearly have

$$
m_{\nu}=\frac{1}{d[\nu]} \operatorname{tr}_{V_{\Lambda} \otimes V_{\mu}}\left[\bar{\triangle}\left(E_{\nu}\right)\right]
$$

On the other hand using equation (24) together with the action of the coproduct $\bar{\Delta}$, as given in equation (13), we may write

$$
\bar{\triangle}\left(E_{\nu}\right)=\frac{d[\nu]}{|G|} \sum_{g, h, k \in G} \chi_{\nu}\left(g^{-1} h^{*}\right)\left(k^{-1} h\right)^{*} g \otimes k^{*} g
$$

from which the result follows.
We now turn to the problem of explicitly constructing matrix representations and classifying all irreducible $D(G)$-modules.

## 6. Classification of irreducible $D(G)$-modules

We recall that $G$ may be partitioned into conjugacy classes

$$
G=\bigcup_{k=1}^{n} \mathcal{C}_{k}
$$

with $\mathcal{C}_{1}=\{1\}$ the conjugacy class of the identity $1 \in G$. It is worth noting that the set $Q$ of equation (25) may be written

$$
Q=\bigcup_{h \in G} Z(h) h^{*}
$$

where

$$
Z(h)=\{g \in G \mid g h=h g\}
$$

is the centraliser subgroup of $h \in G$. We note that

$$
g Z(h) g^{-1}=Z\left(g h g^{-1}\right)
$$

and if $h \in \mathcal{C}_{k}$, then [5]

$$
\begin{equation*}
|Z(h)|=|G| /\left|\mathcal{C}_{k}\right| \tag{27}
\end{equation*}
$$

Throughout we let $g_{k} \in \mathcal{C}_{k}(1 \leqslant k \leqslant n)$ be a fixed conjugacy class representative and write $Z_{k}=Z\left(g_{k}\right)$ for the centraliser subgroup of $g_{k}$ : we denote the group algebra of $Z_{k}$ by $A_{k}$. For $s \in \mathcal{C}_{k}$ we choose a fixed $\tau_{s} \in G$ such that

$$
s=\tau_{s} g_{k} \tau_{s}^{-1} ;
$$

for simplicity when $s=g_{k}$ we take $\tau_{s}=1$. Some of the properties of the $\tau_{s}$ are listed below.

Lemma 6.1.
(i) $G=\bigcup_{s \in \mathcal{C}_{k}} \tau_{s} Z_{k} \quad$ (disjoint union).
(ii) Given $g \in G, s \in \mathcal{C}_{k}$, there exists $t \in \mathcal{C}_{k}$ unique with the property

$$
\tau_{t}^{-1} g \tau_{s} \in Z_{k}
$$

explicitly $t=g s g^{-1}$.
Proof: (i) Since, from equation (27),

$$
\left|\tau_{s} Z_{k}\right|=\left|Z_{k}\right|=|G| /\left|\mathcal{C}_{k}\right|
$$

it suffices to show that

$$
\tau_{t} Z_{k} \cap \tau_{s} Z_{k}=\emptyset, \quad s \neq t
$$

where $\emptyset$ is the empty set. Suppose therefore that there exists $h, h^{\prime} \in Z_{k}$ such that

Then

$$
\tau_{t} h=\tau_{s} h^{\prime} \in \tau_{t} Z_{k} \cap \tau_{s} Z_{k}
$$

so that
which implies

$$
\tau_{t}^{-1} \tau_{t}=h^{\prime} h^{-1} \in Z_{k}
$$

$$
\tau_{s}^{-1} t \tau_{s}=\tau_{s}^{-1} \tau_{t} g_{k}\left(\tau_{s}^{-1} \tau_{t}\right)^{-1}=g_{k}
$$

$$
t=\tau_{s} g_{k} \tau_{s}^{-1}=s
$$

This is sufficient to prove (i).
As to (ii), given $g \in G, s \in \mathcal{C}_{k}$ there exists, from part(i), a unique $t \in \mathcal{C}_{k}$ with the property

$$
g \tau_{s} \in \tau_{t} Z_{k} \quad \text { or } \quad \tau_{t}^{-1} g \tau_{s} \in Z_{k}
$$

It remains to show that $t=g s g^{-1}$. To this end write

Then

$$
h=\tau_{t}^{-1} g \tau_{s} \in Z_{k}
$$

$$
\begin{aligned}
g s g^{-1} & =g\left(\tau_{s} g_{k} \tau_{t}^{-1}\right) g^{-1} \\
& =\tau_{t} h g_{k} h^{-1} \tau_{t}^{-1}=\tau_{t} g_{k} \tau_{t}^{-1}=t
\end{aligned}
$$

as required.
In dealing with irreducible representations of $D(G)$ a fundamental role is played by the representations of $G$ induced from those of the centraliser subgroups $Z_{k}$. Hence let $V_{\alpha}^{k}$ denote an irreducible $A_{k}$-module. Then we have the corresponding induced $A$-module [5]

$$
\begin{equation*}
V_{k, \alpha}=A \otimes_{A_{k}} V_{\alpha}^{k} \tag{28}
\end{equation*}
$$

which is spanned by vectors

$$
\begin{equation*}
v(s)=\tau_{s} \otimes v, \quad v \in V_{\alpha}^{k}, s \in \mathcal{C}_{k} \tag{29}
\end{equation*}
$$

so that $\operatorname{dim} V_{k, \alpha}=\left|\mathcal{C}_{k}\right| \cdot \operatorname{dim} V_{\alpha}^{k}$, on which the action of $G$ is given by

$$
g\left(\tau_{s} \otimes v\right)=\tau_{g s g^{-1}} \otimes\left(\tau_{g s g^{-1}}^{-1} g \tau_{s}\right) v
$$

or

$$
\begin{equation*}
g v(s)=\left(\tau_{g a g^{-1}}^{-1} g \tau_{s} v\right)\left(g s g^{-1}\right) \tag{30}
\end{equation*}
$$

Using Lemma 6.1 it is easily checked that this gives rise to a consistent $A$-module structure as required.

The induced module (28) admits a vector space direct sum decomposition

$$
V_{k, \alpha}=\bigoplus_{s \in \mathcal{C}_{k}} V_{k, \alpha}(s)
$$

where

$$
V_{k, \alpha}(s)=\left\{v(s) \mid v \in V_{\alpha}^{k}\right\} .
$$

This latter space gives rise to an irreducible module over (the group algebra of ) $Z(s)=$ $\tau_{s} Z_{k} \tau_{s}^{-1}$ : in the case $s=g_{k}$, so that $Z(s)=Z_{k}$, this module is isomorphic to $V_{\alpha}^{k}$. It is worth noting, from equation (30), that $g V_{k, \alpha}(s), g \in G$, determines a non-zero $Z\left(g s g^{-1}\right)$-submodule of $V_{k, \alpha}\left(g s g^{-1}\right)$ from which it follows, in view of irreducibility, that

$$
\begin{equation*}
g V_{k, \alpha}(s)=V_{k, \alpha}\left(g s g^{-1}\right) \tag{31}
\end{equation*}
$$

We now turn $V_{k, \alpha}$ into a $D(G)$-module by setting

$$
h^{*} v(s)=\delta(h, s) v(s), \quad \forall h \in G .
$$

With the definition of equations(30, 30') it is easily seen that $V_{k, \alpha}$ in fact becomes a $D(G)$-module. Throughout we denote the dimension of this module by $d[k \alpha]$ : clearly, by construction

$$
\begin{equation*}
d[k, \alpha]=\left|\mathcal{C}_{k}\right| d_{\alpha}^{k} \tag{32}
\end{equation*}
$$

where $d_{\alpha}^{k}=\operatorname{dim} V_{\alpha}^{k}$. With the action of equation (30'), we note that

$$
c_{k}^{*}=\sum_{g \in \mathcal{c}_{k}} g^{*}
$$

acts as the identity on $V_{k, \alpha}$; that is, $c_{k}^{*} w=w$, for all $w \in V_{k, \alpha}$. We are now in a position to prove

Theorem 6.1. $V_{k, \alpha}$ is an irreducible $D(G)$-module.
Proof: Let $w \neq 0$ be an arbitrary vector in $V_{k, \alpha}$ : we show that the (left) $D(G)$ module $D(G) w$ generated by $w$ must equal $V_{k, \alpha}$. Since $c_{k}^{*} w=w$ there must exist $s \in \mathcal{C}_{k}$ such that $s^{*} w \neq 0$. Then we may write

$$
0 \neq s^{*} w=v(s)
$$

where $v(s)$ is a non-zero vector in $V_{k, \alpha}(s)$. Since the latter is an irreducible module over the group algebra $A(s)$ of $Z(s)$ we must have

$$
V_{k, \alpha}(s)=A(s) v(s) \subseteq D(G) w
$$

Also from equation (31) we have, for all $g \in G$

$$
g V_{k, \alpha}(s)=V_{k, \alpha}\left(g s g^{-1}\right) \subseteq D(G) w
$$

from which it follows that

$$
V_{k, \alpha}=\bigoplus_{s \in c_{k}} V_{k, \alpha}(s) \subseteq D(G) w
$$

and hence $D(G) w=V_{k, \alpha}$. Since $0 \neq w \in V_{k, \alpha}$ was chosen arbitrarily, $V_{k, \alpha}$ must be an irreducible $D(G)$-module.

Below we shall show that every irreducible $D(G)$-module is of the above form. We first need (notation as above).

Theorem 6.2. The irreducible $D(G)$-modules $V_{k, \alpha}, V_{l, \beta}$ are isomorphic if and only if $k=l$ and the $A_{k}$-modules $V_{\alpha}^{k}, V_{\beta}^{k}$, are isomorphic.

Proof: Suppose we have a $D(G)$-module isomorphism

$$
\xi: V_{k, \alpha} \longrightarrow V_{l, \beta}
$$

Then for

$$
\begin{aligned}
& 0 \neq v(s) \in V_{k, \alpha}(s), \quad s \in \mathcal{C}_{k} \\
& \begin{aligned}
0 \neq \xi(v(s)) & =\xi\left(s^{*} v(s)\right) \\
& =s^{*} \xi(v(s)) \in V_{l, \beta}
\end{aligned}
\end{aligned}
$$

we have
which can only occur if $s \in \mathcal{C}_{l}$ in which case $k=\ell$. We then have

$$
(0) \neq \xi\left[V_{k, \alpha}(s)\right] \subseteq V_{k, \beta}(s)
$$

and, in particular, when $s=g_{k}$

$$
(0) \neq \xi\left(1 \otimes V_{\alpha}^{k}\right) \subseteq 1 \otimes V_{\beta}^{k}
$$

Then $\xi$ gives rise to an $A_{k}$-module homomorphism, and hence isomorphism, $\xi_{0}: V_{\alpha}^{\boldsymbol{k}} \longrightarrow$ $V_{\beta}^{k}$, defined by

$$
\xi(1 \otimes v)=1 \otimes \xi_{0}(v), \quad \forall v \in V_{\alpha}^{k}
$$

This shows that if $V_{k, \alpha} \cong V_{l, \beta}$ then $k=l$ and the $A_{k}$-modules $V_{\alpha}^{k}, V_{\beta}^{k}$ are isomorphic.
Conversely suppose we have an $A_{k}$-module isomorphism $\xi_{0}: V_{\alpha}^{k} \longrightarrow V_{\beta}^{k}$. Then $\xi_{0}$ extends to a $D(G)$-module isomorphism $\xi: V_{k, \alpha} \longrightarrow V_{k, \beta}$ given by

$$
\xi(v(s))=\left(\xi_{0}(v)\right)(s)
$$

which is sufficient to prove the result.
We are now in a position to show that the $V_{k, \alpha}$ exhaust all irreducible $D(G)$ modules as $k$ runs through the conjugacy classes of $G$ and $\alpha$ through the nonisomorphic irreducible $A_{k}$-modules.

THEOREM 6.3. Every irreducible $D(G)$-module is isomorphic to one of the $V_{k, \alpha}$.
Proof: Using a simple counting argument we have, in the notation of equation (32),

$$
\begin{equation*}
\sum_{k} \sum_{\alpha} d[k, \alpha]^{2}=\sum_{k}\left|\mathcal{C}_{k}\right|^{2} \sum_{\alpha}\left(d_{\alpha}^{k}\right)^{2} \tag{}
\end{equation*}
$$

where the sum on $k$ is over the conjugacy classes of $G$ and the sum on $\alpha$ is over the non-isomorphic irreducible $A_{k}$-modules. Since $Z_{k}$ is a finite group we have, in view of equation (27),

$$
\sum_{\alpha}\left(d_{\alpha}^{k}\right)^{2}=\left|Z_{k}\right|=|G| /\left|\mathcal{C}_{k}\right|
$$

Substituting into equation (*) we arrive at

$$
\begin{aligned}
\sum_{k} \sum_{\alpha} d[k, \alpha]^{2} & =|G| \sum_{k}\left|\mathcal{C}_{k}\right| \\
& =|G|^{2}
\end{aligned}
$$

By comparison with equation (19), it follows that the $V_{k, \alpha}$ must exhaust all irreducible $D(G)$-modules.

## 7. Representations and $R$-matrices

Here we clarify the construction of the previous section by explicitly determining the irreducible matrix representations of $D(G)$ : throughout we adopt the notation of Section 6. We let $\pi_{k, \alpha}$ be the representation of $D(G)$ afforded by $V_{k, \alpha}$ and we
let $\left\{v_{i}\right\}$ be a fixed orthonormal basis for the irreducible $A_{k}$-module $V_{\alpha}^{k}$ with $\pi_{\alpha}^{k}$ the representation of $A_{k}$ afforded by $V_{\alpha}^{k}$. In view of equation (29) the vectors

$$
\begin{equation*}
v(s)_{i}=\tau_{s} \otimes v_{i}, \quad s \in \mathcal{C}_{k} \tag{33}
\end{equation*}
$$

form a basis for the irreducible $D(G)$-module $V_{k, \alpha}$.
According to equations (30, $30^{\prime}$ ) the action of $D(G)$ in the basis (33) is given by

$$
\begin{aligned}
g^{*} v(s)_{i} & =\delta(g, s) v(s)_{i} \\
g v(s)_{i} & =\pi_{\alpha}^{k}\left[\tau_{g s g^{-1}}^{-1} g \tau_{s}\right]_{j i} v\left(g s g^{-1}\right)_{j}^{\prime} \quad \forall g \in G
\end{aligned}
$$

where here and below the summation convention over repeated indices is assumed. We thereby arrive at the following construction for the matrix representation $\pi_{k, \alpha}$ in the basis (33):

$$
\begin{aligned}
\pi_{k, \alpha}\left(g^{*}\right)_{j t, i s} & =\delta(g, s) \delta(t, s) \delta_{j i} \\
\pi_{k, \alpha}(g)_{j t, i s} & =\delta\left(t, g s g^{-1}\right) \pi_{\alpha}^{k}\left(\tau_{t}^{-1} g \tau_{s}\right)_{j i}
\end{aligned}
$$

so that

$$
\begin{equation*}
\pi_{k, \alpha}\left(g h^{*}\right)_{j t, i s}=\delta(h, s) \delta\left(t, g s g^{-1}\right) \pi_{\alpha}^{k}\left(\tau_{t}^{-1} g \tau_{s}\right)_{j i} \tag{34}
\end{equation*}
$$

for $1 \leqslant i, j \leqslant d_{\alpha}^{k}, s, t \in \mathcal{C}_{k}$. It is easily checked that if we take the basis (33) to be orthonormal; that is,

$$
\left(v(s)_{i}, v(t)_{j}\right)=\delta(s, t) \delta_{i j}
$$

thus defining an inner product on $V_{k, \alpha}$, then the above representation is unitary, provided $\pi_{\alpha}^{k}$ is assumed unitary for $Z_{k}$, in agreement with Lemma 4.1.

It follows from equation (34) that the irreducible matrix representations of $D(G)$ can be determined from those of the centraliser subgroups $Z_{k}$ together with a knowledge of the conjugacy classes $\mathcal{C}_{k}$. In particular we note that $\pi_{k, \alpha}$ when restricted to $G \subseteq$ $D(G)$, coincides with the representation of $G$ induced from $\pi_{\alpha}^{k}$.

As to the corresponding characters, herein denoted $\chi_{k, \alpha}$, we have directly from equation (34) that

$$
\begin{equation*}
\chi_{k, \alpha}\left(g s^{*}\right)=0, \quad s \notin \mathcal{C}_{k} \tag{a}
\end{equation*}
$$

otherwise

$$
\begin{equation*}
\chi_{k, \alpha}\left(g s^{*}\right)=\delta\left(s, g s g^{-1}\right) \chi_{\alpha}^{k}\left(\tau_{s}^{-1} g \tau_{s}\right) \tag{b}
\end{equation*}
$$

where $\chi_{\alpha}^{k}$ denotes the character of the $A_{k}$-module $V_{\alpha}^{k}$. Thus the characters of the irreducible $D(G)$-modules may be determined explicitly from those of the centraliser
subgroups $Z_{k}$. We note from equation ( $35_{b}$ ) that $\chi_{k, \alpha}\left(g s^{*}\right)$ vanishes unless $g$ and $s$ commute, in agreement with Lemma 5.1.

In the special case that $\alpha=\iota_{0}$, corresponding to be identity representation of $Z_{k}$, the matrix representation (34) reduces to

$$
\begin{equation*}
\pi_{k, \iota_{0}}\left(g h^{*}\right)_{t s}=\delta(h, s) \delta\left(t, g s g^{-1}\right) \tag{36}
\end{equation*}
$$

$s, t \in \mathcal{C}_{k}$, and the corresponding module $V_{k, \iota_{0}}$ has dimension

$$
d\left[k, \iota_{0}\right]=\left|\mathcal{C}_{k}\right|
$$

In this case the character is given simply by

$$
\chi_{k, \iota_{0}}\left(g s^{*}\right)= \begin{cases}\delta\left(s, g s g^{-1}\right), & s \in \mathcal{C}_{k}  \tag{37}\\ 0, & \text { otherwise }\end{cases}
$$

Given a fixed, but arbitrary, irreducible $D(G)$-module $V=V_{k, \alpha}$, we have seen from Section 2 that the $R$-matrix

$$
\begin{align*}
R & =\sum_{g \in G} \pi_{k, \alpha}(g) \otimes \pi_{k, \alpha}\left(g^{*}\right)  \tag{a}\\
& =\sum_{s \in \mathcal{C}_{k}} \pi_{k, \alpha}(s) \otimes \pi_{k, \alpha}\left(s^{*}\right)
\end{align*}
$$

satisfies the Yang-Baxter equation (3) on $V \otimes V \otimes V$ and has inverse

$$
\begin{equation*}
R^{-1}=\sum_{s \in \mathcal{C}_{k}} \pi_{k, \alpha}\left(s^{-1}\right) \otimes \pi_{k, \alpha}\left(s^{*}\right) \tag{b}
\end{equation*}
$$

as may be verified directly. We are now in a position to determine the $R$-matrices (38) explicitly. We work in the orthonormal basis (33) and we let $E_{j t}^{i s}\left(1 \leqslant i, j \leqslant d_{\alpha}^{k}, s, t \in \mathcal{C}_{k}\right)$ denote the corresponding elementary matrix with a 1 in the (is, $j t$ ) position and zeros elsewhere.

In terms of elementary matrices we have the expansions

$$
\begin{aligned}
\pi_{k, \alpha}\left(g^{*}\right) & =\sum_{i} E_{i g}^{i g}, \quad g \in \mathcal{C}_{k} \\
\pi_{k, \alpha}(g) & =\sum_{i \in \mathcal{C}_{k}} \pi_{\alpha}^{k}\left(\tau_{g t g-1}^{-1} g \tau_{t}\right)_{j i} E_{i t}^{j} g_{t} g^{-1}
\end{aligned}
$$

which follows directly from equation (34). Substituting into equations (38) we arrive at

$$
\begin{align*}
R & =\sum_{s, t \in \mathcal{C}_{k}} \pi_{\alpha}^{k}\left(\tau_{s t s-1}^{-1} s \tau_{t}\right)_{j i} E_{i t}^{j s t s^{-1}} \otimes E_{l_{s}}^{l s} \\
R^{-1} & =\sum_{s, t \in \mathcal{C}_{k}} \pi_{\alpha}^{k}\left(\tau_{s-1 t_{s}}^{-1} s^{-1} \tau_{t}\right)_{j i} E_{i t}^{j s^{-1} t s} \otimes E_{l s}^{l s} \tag{39}
\end{align*}
$$

Under the assumption that $\pi_{k, \alpha}$ is unitary, note that $R^{-1}=R^{\dagger}$; that is, $R$ is a unitary matrix.

In the special case that $\alpha=\iota_{0}$, corresponding to the identity representation of $Z_{k}$, equations (39) reduce simply to the $\left|\mathcal{C}_{k}\right|^{2} \times\left|\mathcal{C}_{k}\right|^{2}$ matrices given by

$$
\begin{align*}
R & =\sum_{s, t \in \mathcal{C}_{k}} E_{t}^{s t_{s}^{-1}} \otimes E^{s} \\
R^{-1} & =\sum_{s, t \in \mathcal{C}_{k}} E_{t}^{s^{-1} t z} \otimes E^{z} \tag{40}
\end{align*}
$$

which enables families of $R$-matrices to be constructed corresponding to each conjugacy class of any finite group. It may be checked directly that the $R$-matrices $(39,40)$ indeed satisfy the Yang-Baxter equation (3) as required.

In the next paper of the series we shall consider some explicit examples of the $R$ matrices ( 39,40 ) and use these to construct unitary representations of the Braid group and correpsonding link polynomials.

NOTE Added in Preparation.
After completion of this paper, independent research of Lusztig [15] was brought to my attention. This reference in particular develops the character and representation theory of quantum double group algebras, along somewhat different lines.
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