3.1 From Public to Private As from Atoms to Bits

In the 1990s, Negroponte defined the increasing level of digitisation as the movement from atoms to bits.\(^1\) In general, a bit is only the sum of 0 and 1 but, as in the case of atoms, the interrelations between bits can build increasingly complex structures,\(^2\) leading to the shift from materiality to immateriality.\(^3\) The move from the industrial to the information society is primarily due to the move from rivalrousness to non-rivalrousness of traditional products and services.\(^4\) Put another way, the bits exchanged through the Internet have driven the shift from analogue to digital technologies by creating revolutionary models to market traditional products or services and leading to wonder about the application of traditional rules to the digital environment.\(^5\) The result is that the economy is no longer based on the creation of value through production but on values created through the flowing of information on a transnational architecture governed at the intersection between public authority and private ordering.

At the end of the last century, constitutional democracies across the Atlantic adopted a liberal approach to this technological shift which

promised new paths of economic growth. The rapid expansion of digital technologies combined with liberal goals have been two of the primary drivers for the accumulation of power by transnational private entities providing increasingly essential services. Instead of the democratic decentralised society pictured by technology optimists at the end of the last century, an oligopoly of private entities controls the exchange of online information and provide services which are increasingly critical for society at large as public utilities. As already mentioned in Chapter 1, the global pandemic has revealed to what extent the services offered by these actors constitute critical bricks of daily life. As such, the platform-based regulation of the Internet has prevailed over the community-based model.

Online platforms play a crucial role not only in providing products and services which are increasingly relevant but also in ensuring the enforcement of public policies online. The activity of content moderation and the enforcement of the right to be forgotten online are only two examples illustrating how public actors rely on online platforms to perform regulatory tasks in the field of content and data. Online platforms enjoy a broad margin of discretion in deciding how to implement these functions. For instance, the decision to remove and consequently delete a video from YouTube is a clear interference with the user’s right to freedom of expression but could also preserve other fundamental rights such as their right to privacy. However, this ‘delegation’ of responsibilities is not the only concern at stake. By virtue of the governance of their digital spaces, online platforms also perform autonomous quasi-public functions without the need to rely on the oversight of a public authority, such as for the definition and enforcement of their Terms of Services (ToS) by relying on the governance of the technological

architecture of their digital spaces.\textsuperscript{10} In both cases, online platforms freely govern the relationship with their communities. They enforce and balance individual fundamental rights by implementing automated decision-making processes outside any constitutional safeguard.

This situation could not be seen as problematic from a constitutional standpoint. Rather, it could be considered as the expression of private freedoms. Given the lack of any regulation, platforms as private actors are not required to care about fundamental rights or other constitutional values. Despite multiple incentives such as corporate social responsibility, platforms are primarily driven by the maximisation of profits. This expression of freedom would not raise a constitutional concern as long as there are public safeguards to, eventually, limit the power which private actors exercise on fundamental rights and democratic values. This is not the case when looking at platforms shaping individual fundamental rights according to their legal, economic and ethical framework. When economic freedoms turn into forms of private powers, the lack of regulation translating constitutional principles into binding norms could lead to troubling challenges for democratic values such as transparency and the rule of law. The setting, enforcement and balancing of fundamental rights and freedoms in the algorithmic society is increasingly privatised and compete with constitutional standards of protection on a global scale. The consolidation of autonomous areas of powers extending their private rationality driven by private incentives is one of the primary calls for action for European digital constitutionalism to preserve democratic values from the influence of market dynamics.

Within this framework, this chapter highlights the reasons for the turning of online platforms’ freedoms into more extensive forms of private power. Understanding the characteristics of platform power is critical to understand the remedies mitigating this constitutional challenge. Therefore, this chapter analyses the two interrelated forms through which platforms exercise powers in the digital environment: delegated and autonomous powers. The first part of the chapter

analyses the reasons for the governance shift from public to private actors in the digital environment. The second part examines delegated powers in the field of content and data while the third part focuses on the exercise of autonomous private powers competing with public authority.

3.2 The Governance Shift

In the last twenty years, global trends have underlined different patterns of convergence, usually named ‘globalisation’ where the state-centric model has started to lose its power. The decay of national sovereignty and territorial borders is represented by ‘a world in which jurisdictional borders collapse, and in which goods, services, people and information “flow across seamless national borders”’. This transformation has led to limits of states’ control, struggling with the rise of ‘global law’ to define a meta-legal system where different organisations and entities produce and shape norms with extraterritorial implications beyond the state.

Constitutions traditionally embody the values and principles to which a specific community decides to adhere and respect. They represent an expression of the social contract between public power and citizens. Constitutions have seen the light in different contexts through different forms of constituent powers. Nevertheless, it is possible to underline the intimate relationship between constitutions and certain areas of space (i.e. territory) over which the sovereign power is exercised and limited. The relationship between (constitutional) law and space is intricate. The law stands on a certain territorial space and relies on political processes legitimising its creation. Formally, outside the domestic legal framework, there are not any other legitimised binding forces over a certain territory unless authorised by the legal framework itself. Substantially, the law is only one of the systems influencing

space. By moving from a unitary view of the law to pluralism, it is possible to observe how other systems develop their norms and principles. Therefore, the relationship between law and territory characterising state sovereignty tends to lose its exclusiveness, thus leaving space to the consolidation of another dyadic relationship: norms and spaces.

As already underlined in Chapter 1, this twofold-poietic relationship is based on the idea that the law is not a monolith but interacts with other social systems. Although these systems tend to be normatively closed since they autonomously develop their rules internally, however, they are cognitively open and influenced by other systems externally.\(^{17}\) This form of autopoiesis leads to look at the law not just as the outcome of only legitimated political structure in a certain territory but as one of the fragments composing the constitutional puzzle on a global scale.\(^{18}\)

An interesting example of this phenomenon can be found in the digital environment or the so-called cyberspace. At the end of the last century, Johnson and Post wrote that ‘[c]yberspace radically undermines the relationship between legally significant (online) phenomena and physical location’.\(^{19}\) This is why the cyberspace was considered a self-regulatory environment where bottom-up regulation replaces top-down rules by public authorities lacking any power, effects, legitimacy and notice. Besides, unlike top-down norms affected by a high degree of rigidity and uniformity, bottom-up rules ensure more flexibility. Therefore, self-regulation was considered the way to provide a better regulatory framework than centralised rulemaking.\(^{20}\)

These positions, representing the gap between law and space, are one of the reasons for the the positions firmly denying the idea of cyberspace as a new ‘world’ outside the influence of sovereign
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Territorial boundaries are known for their ability to define limited areas where states can exercise their sovereignty. In the case of constitutions, these legal sources provide the rules and the principles of a certain group of people in a certain sovereign space. Inside a specific territory, people are expected to comply with the applicable law in that area. The digital environment is not outside this constitutional framework. Rather than a ‘lawless place’, states have shown their ability to impose their sovereignty, especially by regulating network architecture. According to Reidenberg, the architecture of the cyberspace prescribes its rules constituting the basis of the digital regulation, while also providing instruments of regulation. In the case of China, the adoption of the ‘Great Firewall’ is one of the most evident examples of how states can express their sovereign powers over the Internet by regulating the network’s architectural dimension. Precisely, one of the ways to express powers in the digital environment lies in the regulation of the online architecture.

Nonetheless, although public authorities can exercise their sovereign powers over the digital environment within their territories, at the same time, other actors contribute to producing their norms in turn. It is not by chance that scholars identified a ‘trend toward self-regulation’. More specifically, this autopoietic trend in the cyberspace also results from the code’s architecture that contributes to defining the constitutional norms of the digital environment. As underlined by...


Sassen, ‘[p]rivate digital networks are also making possible forms of power other than the distributed power made possible by public digital networks’. Likewise, Perritt underlines the dispersion of governance in the cyberspace among a variety of public and private institutions.

Therefore, understanding the overlapping points among social systems becomes crucial to understand the relationship of power in the digital environment. Unlike the static vision of the ‘pathetic dot’, public and private actors are ‘active dots’ since they contribute to defining their rules and express regulatory powers over social systems. The relationship of power in the cyberspace is more complicated than it appears at first glance. There are different micro-communities which are isolated and independently interact without knowing each other. However, there are some points in the network where communities overlap. In those places, it is possible to observe the exercise of powers over the information flow. Examples of these points are Internet service providers, search engines such as Google, social network platforms such as Facebook or Twitter, governments, and other private organisations. All these actors participate in shaping the environment where communities meet creating rooms for sharing values and ideas. As underlined by Greenleaf, regulating the architecture of the cyberspace is not a neutral activity but reflects the values of its governors.

Notwithstanding all the actors contribute to shaping the overall picture, nodes have not the same influence on the network. Some dots in the network play the role of gatekeepers, affecting the structure of the cyberspace more than others. According to Network Gatekeeper
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Theory’s scholars, ‘[a]ll nodes are not created equal. Nodes vary in their accessibility, their efficacy, the other nodes they can influence and how that influence is exerted. . . . The capacity of a node to influence or regulate depends in large part upon its resources broadly defined to include a wide range of forms of capital in the Bourdieuan sense’.  

The node’s structure plays a fundamental role in the functioning of societies. Briefly, this model does not consider the individual as isolated in a specific environment, but every subject is part of a node which has the power to govern the network. Nodes do not have the same dimension or the same degree of development but, as centres of power, they share some common features: a strategy to govern (mentalities), modalities to govern (technologies), a definition of funds (resources) and a structure (institutions).  

States can be an example of powerful nodes. Governments define the strategy and modalities to govern, choose the resources needed to make them effective while also relying on an institutional structure to execute decisions. This model can also be applied to other entities. Some actors can exercise a stronger influence over the structure of the cyber-space than other dots. In other words, by virtue of their ‘gravity’, some actors, or nodes, in the network can attract other active dots shaping online communities and, as a result, the entire network. These actors are usually called macro-nodes or gatekeepers. In other words, these actors mediate in a horizontal manner among spaces, for example, the state, the market and society. For instance, governments are powerful actors influencing and attracting other nodes. However, the influence of nodes is not always equal. In states with a high degree of public intervention in the Internet sector like China or the Arabic states, these nodes can exercise more influence than constitutional democracies where public restrictions need to be justified and based on the rule of law. Online platforms are another example of powerful nodes which can impose their rules over the digital environment by defining and enforcing their standards on a global scale. The different weight of
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nodes confirms that communities are dynamic concepts whose evolution is the consequence of the relations between systems expressing different degree of powers.

Despite the ability of these systems to create their spaces, their rules are not generated outside any logic but are influenced by other forces including (constitutional) legal norms. It is precisely when constitutionalism overcomes state boundaries and penetrates the transnational context, including the private sector, that it loses a state-centric perspective and leads to processes of ‘constitutionalisation without the state’,\(^\text{39}\) or beyond the state.\(^\text{40}\) According to Teubner, this process cannot be understood just from the perspective of traditional public institutions but it can be considered as the expression of different autonomous subsystems of the global society.\(^\text{41}\) In the case of the digital environment, social, technical and legal processes intertwine, with the result that the governance of these spaces results from the clash of different rationalities where the architecture constitutes the paradigm of power.

The scope of the norms produced by public and private actors is not equal across the globe but is affected by the legal environment in which these norms are created. It is not by chance that these kinds of norms tend to flourish in liberal democracies since these systems are characterised by general tolerance for pluralism and the principle of equality. On the contrary, these self-autonomous systems are weaker in authoritarian regimes where tolerance is replaced by instruments of control and surveillance.

The constitutional asymmetry among the approaches of states to the digital environment is not the only relevant point. New actors operating in the digital environment such as online platforms enjoy new areas of power deriving not just from a mix of business opportunities and technologies,\(^\text{42}\) but also from the openness of democracies oriented to digital liberalism which has left these actors accumulating powers. While authoritarian models of governance aim to control and monitor online activities, on the opposite side, democratic models tend to digital
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liberalism by nature in order to respect private freedoms and promote economic and social growth.

Nonetheless, as analysed in Chapter 2, this approach devoted to digital liberalism has reduced the influences of states on the private actors which have been able to develop their system of governance by relying on constitutional freedoms. A new phase of liberalism based on a fundamental transformation towards privatisation and deregulation has triggered the development of a new space of power operating in the digital environment. In other words, legal tolerance characterising constitutional democracies has played a crucial role in defining the boundaries of platform geography as a space where online platforms self-generate their rules on a global scale. This process could be described not only just by ‘the annihilation of law by space’, but also as ‘the annihilation of law by law’. Merging the socio-legal and constitutional perspective, this phenomenon can be considered as expressing the rise of civil constitutions on a global scale.

In order to better understand how the shift of powers from public to private actors primarily concerns constitutional democracies, the next subsections focus on two constitutional asymmetries. The first concerns the relationship between democratic and authoritarian models of digital governance while the second focuses on the asymmetry between democratic and platform governance.

### 3.2.1 The First Constitutional Asymmetry

The constitutional asymmetry between liberal and illiberal models of governance provides a first angle to understand the challenges raised by private powers for constitutional democracies. Particularly in countries where forms of surveillance and control over information are diffused, like China and the Arab states, the Internet has been subject to public controls leading to the monitoring of data, or to Internet shutdowns. States around the world have not taken the
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same road towards a free-market approach to the Internet which Johnson and Post identified as the solution for the governance of the cyberspace.49 While a liberal approach became the standard across the Atlantic at the end of the last century, illiberal regimes have shown how public actors can regulate the digital environment, thus confirming the paternalistic positions of scholars who have criticised the libertarian approach,50 and considered network architecture as the primary source of regulatory powers.51

Unlike democratic systems considering the Internet as an instrument to foster fundamental freedoms and rights, primarily freedom of expression, authoritative or illiberal regimes have shown less concern in censoring the digital environment.52 In this case, Internet censorship is merely a political decision to pursue political purposes prevailing over any other conflicting rights and interest with the regime. The central authority aims to protect its power by dissolving any personal freedoms and other constitutional values and principles such as the rule of law.53 These models do not deny constitutional principles and limits but manipulate them as an instrument to pursue political purposes transforming political constitutions into a façade.54 Within this framework, the lack of pluralism and solid democratic institutions does not promote any form of freedom whose boundaries can extend so broadly to undermine the central authority. In the lack of any safeguard and tolerance for pluralism, censoring the digital environment is not a matter of freedom and right any longer, but is equated to other discretionary measures implemented for political purposes. Therefore, it should not come as a surprise if the first aim of authoritarian and illiberal regimes is to suppress or control the degree of pluralism to avoid any interference with the central authority.

49 Johnson and Post (n. 19).
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The Internet is a paradigmatic enabler of pluralism which these systems aim to suppress or limit. Digital technologies provide instruments to express fundamental rights and freedoms and particularly civil and political rights which could potentially undermine the central authority. The example of Internet shutdowns before elections or during protests or less intrusive forms of digital censorship like the suppression of false content have demonstrated how governments implement these practices without providing explanations or relying on a general legal basis.\textsuperscript{55}

In the opposite scenario, liberal and democratic models are open environments for pluralism. The expression ‘liberal democracy’ evokes values and principles such as liberty, equality, liberalism and participation rights. On the contrary, as already underlined, authoritarianism is based on narratives based on public interests, paternalism and pragmatic decision-making. On the opposite, the respect of fundamental rights and freedoms is at the basis of democratic systems. Without protecting equality, freedom of expression or assembly, it would not be possible to enjoy a democratic society. This shows why fundamental rights and democracy are substantially intertwined. Because of this substantive relationship, fundamental rights cannot easily be exploited to pursue unaccountable political ends.\textsuperscript{56}

This first constitutional asymmetry has led to the polarisation of the models to govern the digital environment. While authoritarian and illiberal systems have focused on developing their digital political economy by controlling the market and platforms as in the case of China,\textsuperscript{57} democratic systems have followed a liberal approach to strike a fair balance between different rights and interests at stake, primarily the freedom to conduct business of online platforms or freedom of expression. The digital environment is a crucial vehicle to foster fundamental rights and freedoms, especially through the services offered by private actors such as social media and search engines. Intervening in this market requires constitutional democracies to assess not only the drawbacks for innovation but also the potential disproportionate interference with economic freedoms and fundamental rights.
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The openness to legal pluralism is one of the reasons for the asymmetry among models of internet governance. This gap also provides clues to understand that the rise of digital private powers primarily affects constitutional democracies. Democratic systems tend to ensure a political and institutional environment where private actors can potentially consolidate their powers. On the opposite, in authoritarian countries, there is not enough space for the private sector not only to exercise freedoms but also to turn this area into forms of powers.

The liberal framework driving constitutional democracies across the Atlantic has led to the consolidation of private powers in governing the flow of information online and developing instruments of surveillance based on the processing of a vast amount of personal data. The spread of disinformation and the misuse of data are only two examples of the challenges raised by the role of private actors in the digital environment. As underlined in the next subsection, these challenges are primarily the result of a constitutional asymmetry between public and private powers. While constitutional democracies are not free to restrict rights and freedoms by imposing their authority without balancing conflicting interests, private actors perform their business without being bound by constitutional limits given the lack of regulation.

3.2.2 The Second Constitutional Asymmetry

Governing the Internet is far from simple for constitutional democracies. Democratic systems cannot freely pursue their goals, but they are (positively) stuck in respect of the principle of the rule of law as well as the protection of fundamental rights and freedoms. The respect of these constitutional values is crucial to safeguard democratic values. For instance, from a European constitutional standpoint, disproportionate measures to regulate the Internet are not tolerated. In the case of online platforms, Member States are required to respect the freedom to conduct business as recognised by the Charter, and the Treaties protecting fundamental freedoms, especially the freedom to provide services.
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Each attempt to regulate online platforms should comply with the test established by the Charter setting a test based on the principle of legality, legitimacy and proportionality.\(^{61}\) Therefore, in order to impose limitations on platform freedoms, it is necessary to comply with this test, which does not only consider the limitation of platform freedoms but also the impact of regulation on individual rights such as freedom of expression, privacy and data protection.

The ban on abuse of rights complements this system. According to the Charter, ‘nothing in this Charter shall be interpreted as implying any right to engage in any activity or to perform any act aimed at the destruction of any of the rights and freedoms recognised in this Charter or at their limitation to a greater extent than is provided for herein’.\(^{62}\) Therefore, the Union cannot recognise absolute protection just to economic freedoms or fundamental rights. Instead, it is necessary to ensure that the enjoyment of fundamental rights does not lead to the destruction of other constitutional values. As a result, Member States need to strike a fair balance between platform freedoms and individual rights, thus respecting the core protection of these constitutional values.

Looking at the other side of the Atlantic, online platforms enjoy even broader protection since the constitutional ground to perform their business does not merely lies in economic freedoms but also in the right to free speech as recognised by the First Amendment. Precisely, the US Supreme Court applies a strict scrutiny test according to which any such law should be narrowly tailored to serve a compelling state interest, as the case \textit{Reno v. ACLU} already underlined at the end of the last century.\(^{63}\) Despite the differences between the two models, in both cases, online platforms enjoy a ‘constitutional safe area’ whose boundaries can be restricted only by a disproportionate prominence over other fundamental rights or legitimate interests. Despite the passing of years and opposing positions, this liberal approach has been reiterated more recently in \textit{Packingham v. North Carolina}.\(^{64}\) In the words of
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Justice Kennedy: ‘It is cyberspace – the “vast democratic forums of the Internet” in general, and social media in particular’.  

Therefore, social media enjoy a safe constitutional area of protection under the First Amendment, which, in the last twenty years, has constituted a fundamental ban on any regulatory attempt to regulate online speech.  

Therefore, when addressing the challenges raised by the algorithmic society, constitutional democracies cannot just rely on general justifications or political statements arguing the need to protect public security or other public interests. In order to restrict fundamental rights and freedoms, constitutional democracies are required to comply with constitutional procedures and safeguards. Furthermore, the respect of other constitutional rights plays a crucial role in limiting the possibility to recognise absolute protection to some values rather than others and promote the development of pluralism.  

Historically, the first bills of rights were designed to restrict the power of public actors rather than interfere with the private sphere. As a result, constitutional provisions have been conceived, on the one hand, as a limit to the power of the state and, on the other hand, as a source of positive obligation for public actors to protect constitutional rights and liberties. Within this framework, the primary threats to individual rights and freedoms do not derive from the exercise of unaccountable freedoms by private actors but from public powers. The increasing areas of power enjoyed by transnational corporations such as online platforms challenge this constitutional paradigm. The rapid expansion of new digital technologies combined with the choice of constitutional democracies to adopt a liberal approach regarding the digital environment are two of the reasons which have promoted the rise of online platforms as private powers. Neoliberal ideas rejecting market intervention have paved the way towards a self-regulatory environment based on individual autonomy and freedom from public interferences. The application of neoliberal approaches to the digital environment have led to neglecting the critical role of public actors to ensure democratic principles against the
consolidation of actors imposing their powers in the digital age. While illiberal regimes have shown their ability to address this situation maintaining their power by implementing instruments of control and surveillance, the laissez-faire approach of democratic systems has led to the emergence of private powers underlining, de facto, a second constitutional asymmetry in the digital environment. In this case, given the lack of any regulation, online platforms can regulate their digital spaces without the obligation to protect constitutional values. Like illiberal regimes, platforms escape from constitutional obligations to pursue their business purposes.

Despite these challenges, instead of regulating online platforms to preclude private actors from expanding their powers, in the last decades, constitutional democracies have indirectly delegated public functions to online platforms. These observations just introduce some of the reasons leading private actors to expand their regulatory influence in the digital age and develop autonomous forms of power. In order to understand this situation from a constitutional perspective, the next sections address the power of online platforms to exercise delegated and autonomous functions.

### 3.3 Delegated Exercise of Quasi-Public Powers Online

The consolidation of platform powers has not been by chance, following the evolution of the digital environment. Law and policies have contributed to supporting the consolidation of platform capitalism. Online platforms have not just exploited the opportunities of digital technologies. The rise of digital private powers can primarily be considered the result of an indirect delegation of public functions. The shift from public to private in the digital environment is not an isolated case, but it is the result of a general tendency towards the transfer of functions or public tasks from lawmakers to specialised actors both in the public and the private sector.
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The result of this complexity is part of a larger system of delegation which does not involve anymore the relationship between the lawmaker and the Government (legislative-executive) but also two new branches, respectively public bodies such as agencies (fourth branch) and private entities dealing with delegated public tasks (fifth branch). The delegation of public functions is not just a unitary phenomenon. It can include agreements between public and private actors based on public-private partnership schemes allowing private entities to provide goods or services. The cases of smart cities or governmental services are clear examples of the shift of responsibilities from the public sector to private entities through instruments of public procurement. In other cases, the delegation of public functions consists of the creation of new (private or public) entities to perform public tasks such as the provisions of products and services or the support to rule-making activities. In this case, the establishment of new government corporation or agency is one of the most evident examples.

More than fifteen years ago, this shift of power from public to private actors in the digital environment captured the attention of scholars who started to think how public law can be extended to a multi-stakeholder and decentralised system like the Internet. Boyle already wondered whether the Internet would have led to a transformation challenging basic assumptions not only concerning economics but also constitutional and administrative law. As reported by Kaplan in the aftermath of the ICANN’s foundation, Zittrain referred to a ‘constitutional convention in a sense’. At that time, it was clear that ICANN was in a position of governing the Internet architecture in ‘a position to exercise a substantial degree of power over the supposedly ungovernable world of the Internet’. The case of ICANN has been the first example of the delegation to agency or other entities of regulatory powers over the digital environment. Froomkin underlined how, in the case of ICANN, the
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Government was violating the Administrative Procedures Act (APA) and going beyond the non-delegation doctrine coming from the interpretation of Article 1 of US Constitution and the separation of powers principle.\textsuperscript{75} Likewise, Weinberg underlined how ICANN played the role of a public authority since ‘a private entity wielding what amounts to public power may be subjected to constitutional restraints designed to ensure that its power is exercised consistently with democratic values’.\textsuperscript{76}

These challenges had already unveiled some of the primary concerns that are relevant for examining platform powers. At the beginning of this century, scholars have defined the cooperation between public actors and online intermediaries as the ‘invisible handshake’,\textsuperscript{77} based on the idea that public actors rely on private actors online to pursue their aims online outside constitutional safeguards. For instance, the use of online intermediaries for law enforcement purposes could support public tasks by mitigating enforcement complexity in the digital environment. In this case, online intermediaries would provide the infrastructural capabilities to pursue public policies online since they govern the digital spaces where information flows online, no matter if it crosses national borders. In other words, online intermediaries, as other private entities, were considered an instrument for public actors to ensure the enforcement of public policies rather than a threat leading to the rise of new powers online. The size of the infrastructure they provide is of particular interest for public authorities that are interested in accessing information to pursue public tasks.

When focusing on the digital environment, rather than a trend towards agencification, public actors have recognised the role of online intermediaries in enforcing public policies online. At the beginning of this century, Reidenberg underlined the dependency of the public sector on online intermediaries. He defined three modalities to ensure the enforcement of legal rules online: network intermediaries, network engineering and technological instruments.\textsuperscript{78} Regarding the first approach, Reidenberg explained how public actors can rely on online platforms to ensure the enforcement of public policies online. States do
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not own the resources to pursue any wrongdoer acting in the digital environment. Already at the beginning of this century, the spread of peer-to-peer and torrent mechanisms unveiled the complexities of investigating, prosecuting and sanctioning millions of infringers every day. In such situations, online providers can function as ‘gateway points’ to identify and block illicit behaviours acting directly on the network structure. In this way, governments would regain control over the Internet using platforms as proxies to reaffirm their national sovereignty online.\(^\text{79}\) In the last years, different regulatory models have arisen, thus moving from traditional approaches like ‘command and control’ to other models,\(^\text{80}\) such as co-regulation, self-regulation and codes of conduct.\(^\text{81}\) The choice for models outside the control of public actors comes from expertise increasingly found outside the government.\(^\text{82}\)

The shift of power from the public to the private sector can be interpreted not only as the consequence of economic and technical forces but also as the result of the changing influence of constitutional democracies in the field of Internet governance.\(^\text{83}\) The delegation of public functions to online platforms is linked to the opportunity to rely on entities governing transnational areas such as the digital environment. Governments have increasingly started to rely on online platforms, for instance, to offer public services or improve their quality through digital and automated solutions like in the case of the urban environment.\(^\text{84}\) However, this cooperation leads, firstly, to tech companies to hold a vast amount of information coming from the public sector, including personal data. Secondly, since public actors are increasingly technologically dependent on private actors, platforms can impose their conditions when agreeing on partnerships or other contractual arrangements with public actors. For instance, the use of artificial intelligence developed by private companies and then
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implemented by public authorities in welfare programs or criminal justice is another example where the (private) code and the accompanying infrastructure mediate individual rights and public functions.\(^{85}\) Besides, governments have also forfeited power to private actors providing national services based on digital infrastructure governed by the private sector.\(^{86}\) In other words, rather than preserving public functions or creating a new administrative body to deal with these areas of power, public actors have considered it more convenient to rely on entities which know how to do their job. Online platforms can indeed influence public policy due to the dependency of the public sector, especially for surveillance purposes, and the interests of citizens to access digital services which otherwise would not be offered by the public sector. The case of online contact tracing of COVID-19 has showed this intimate relationship between public and private actors in the algorithmic society.\(^{87}\)

Even if online platforms can play a critical role in ensuring the enforcement of policies in the digital environment, delegating public functions to the private sector entails the transfer of power to set the rule of the game through a mix of law and technology. Online platforms can indeed set the technical rules and the degree of transparency of their technologies, thus precluding public actors from exercising any form of oversight. Whether direct or indirect, the delegation of public functions to private actors touches upon some of the most intimate features of constitutional law: the constitutional divide between public and private actors, the separation of power, the principle of rule of law and, even more importantly, the democratic system. Although the gap between public and private actors could be formal at first glance, this distinction involves the core of constitutional law and, especially, how constitutional provisions apply vertically only to public bodies, while private actors are not required to comply with these boundaries given the lack of any regulatory intervention.


This constitutive difference can explain why the transfer of public functions to the private sector is subject to constitutional limits. These boundaries aim to control to what extent lawmakers can transfer or delegate authority to other (public or private) entities and the constitutional safeguards that should apply to avoid a dangerous marginalisation of democratic values in favour of non-accountable logics. These challenges have already emerged in other sectors where financial institutions, telecom companies and other infrastructure own the resources and the means to impose private standards on public values. This concern was already expressed by Brandeis who defined this situation as the ‘curse of bigness’ to underline the role of corporations and monopolies in the progressive era. However, unlike traditional forms of delegating public functions, online platforms can exercise powers deriving from an indirect form of delegation which is not backed by public safeguards and oversight.

Delegating online platforms to perform public tasks online is not problematic per se. It is the lack of procedural and substantive safeguards that raises constitutional challenges since it leaves the private sector free to consolidate its power. Precisely the idea of a government ‘of the people, by the people, for the people’ is put under pressure when public functions are left to the discretion of non-accountable private actors establishing standards driven by business interests. Looking at US constitutional law, the ban for the Congress to delegate power ‘is a principle universally recognized as vital to the integrity and maintenance of the system of government ordained by the Constitution’. Moving to the European framework, the ECJ has clarified the boundaries of delegation from the Union’s institutions to agency and private actors by, de facto, creating a judicial non-delegation doctrine. As observed by the Strasbourg Court, ‘the State cannot absolve itself from responsibility by delegating its obligation to private bodies or individuals’. Because ‘the fact that a state chooses a form of delegation in which some of its powers are exercised by another body cannot be
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decisive for the question of State responsibility . . . ; [t]he responsibility of the respondent State thus continues even after such a transfer”.

This view has not only been questioned by the increasing reliance of public powers on other public bodies such as agencies and independent administrative authorities to face the technocratic reality of the administrative state. It has also been challenged by a general trust in the role of the private sector or rather the belief that digital liberalism would have been the most suitable approach for the digital environment at the end of the last century. Therefore, when delegating public functions to private actors, public safeguards limit the consolidation of unaccountable powers. In other words, the aim of these safeguards is to avoid a dangerous uncertainty resulting from the mix of, quoting Boyle when referring to ICANN, ‘public and private, technical harmonization and political policy choice, contractual agency relationship and delegated rulemaker, state actor and private corporation’.

The rise of digital liberalism at the end of the last century has led to a shift of power and responsibility from public actors to the private sector based on technological optimism which, however, given the lack of any safeguard, is misplaced for at least two reasons. Firstly, private actors are not bound by limits to respect constitutional values and principles such as fundamental rights. Therefore, the absence of any regulatory safeguard or incentive leads private actors free to choose how to shape constitutional values based on their business interests. Secondly, even supporting self-regulation leaves the private sector free to impose standards which do not only influence public values but also private entities suffering the exercise of horizontal forms of authority coming from a mix of regulatory, economic and technological factors.

The next subsections underline how public actors have indirectly delegated public functions to online platforms. In the field of content, the analysis focuses on how the liability regime of online intermediaries has played a part in encouraging platforms to moderate content and setting the standard of protection of freedom of expression in the digital environment. The second subsection focuses on the role of European data protection law in entrusting online platforms with discretion on the processing of personal data.

95 Boyle (n. 72), 8.
3.3.1 Delegating Powers on Content

The US and European regimes of online intermediaries could be considered examples of delegating public functions in the field of content. The Communications Decency Act,\(^96\) together with the Digital Millennium Copyright Act\(^97\) and the e-Commerce Directive,\(^98\) have not only introduced a special regime of immunity or exemption of liability for online intermediaries, acknowledging, \textit{in abstracto}, their non-involvement as content providers.\(^99\) These instruments have also recognised the power of intermediaries to make decisions on content, thus determining the lawlessness of online speech.

Despite this allocation of power, these systems do not provide any procedural safeguard while nor do they require any administrative or judicial filter determining ex ante whether content is illicit in a specific case. The e-Commerce Directive refers to the protection of freedom of expression only when underlining its functional role to the free movement of information society services,\(^100\) and clarifying that the removal or disabling of access to online content must be undertaken in the observance of the principle of freedom of expression and procedures established for this purpose at national level. It is not by chance if another Recital clarifies that Member States can require service providers to apply ‘duties of care’ to detect and prevent certain types of illegal activities. These provisions are not binding since they simply play the role of interpretative guidelines for Member States implementing the e-Commerce Directive.\(^101\) Moreover, even if the Recitals of the e-Commerce Directive refer to the need that online intermediaries respect the right to free speech when they moderate content, it is not clear whether this interpretative statement refers to the protection ensured, at that time, by Article 10 of the Convention or, also, to a functional dimension of freedom of expression resulting from the need to ensure the freedom to movement of information society services. This acknowledgement contributes to entrusting online

\(^96\) Communications Decency Act (1996), Section 230(c)(1).
\(^97\) Digital Millennium Copyright Act (1997), Section 512.
\(^99\) Mariarosaria Taddeo and Luciano Floridi (eds.), \textit{The Responsibilities of Online Service Providers} (Springer 2017).
\(^100\) Ibid., Recital 9.
\(^101\) Guarantees of some Member States.
platforms with the power to enforce and adjudicate disputes in the field of online content based on a standard of protection which is not only unclear but also based on business interests. Therefore, this system of liability has contributed to entrusting online intermediaries with the power to decide how to organise information as well as whether to remove or block content, thus creating the basis for business models based on third-party content sharing with limited risks of secondary liability. Therefore, due to the lack of transparency and accountability safeguards, online platforms are not required to consider the impact of their activities on fundamental rights and democratic values.

Moreover, the notice and takedown approach leads online platforms to perform this function based on the risk to be held liable, thus raising questions around collateral censorship.\textsuperscript{102} Since online platforms are run privately, these actors would try to avoid the risks of being sanctioned for non-compliance with this duty by removing or blocking especially content whose illicit nature is not fully evident. The case of disinformation can provide an interesting example. Since it is not always possible to understand whether a false content is unlawful and eventually on which legal basis, this legal uncertainty encourages online platforms to monitor and remove even lawful speech to avoid any risk of liability.\textsuperscript{103} This obligation encourages online intermediaries to censor even content whose illicit nature is not clear as a means to avoid economic sanctions.\textsuperscript{104} The Strasbourg Court has also underlined this risk which can produce chilling effects for freedom of expression.\textsuperscript{105} In other words, online intermediaries, as business actors,
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would likely focus on minimising this economic risk rather than adopting a fundamental-rights-based approach, thus pushing private interests to prevail over constitutional values.

If the moderation of content is not an issue when online intermediaries just perform passive hosting functions, the same trust on private enforcement might be questioned by observing how platforms profit from moderating the content of billions of users on a daily basis. In this case, the role of online platforms is not merely passive in terms of their interest to organise and remove content which is driven by business purposes. It is here that the trust in the market turns into a fear that these actors can influence not only individual rights but also democratic values. Therefore, such delegated activity implies, inter alia, that platforms can take decisions affecting fundamental rights and democratic values.106

Even if, as analysed in Chapter 2, the Union has started to limit platform discretion in content moderation, there are still constitutional drawbacks. Firstly, taking decisions on the lawfulness of content is a function traditionally belonging to public authorities. Instead, platforms are called to assess the lawfulness of the content in question to remove it promptly. Given the lack of any regulation of this process, online platforms are free to assess whether expressions are unlawful and make a decision regarding the removal or blocking of online content based on the contractual agreement with users. As a result, this anti-system has led platforms to acquire an increasing influence on the enforcing and balancing of users’ fundamental rights. For example, the choice to remove or block defamatory content or hate speech videos interferes with the right to freedom of expression of the users. Likewise, the decision about the need to protect other conflicting rights such as the protection of minors or human dignity is left to the decision of private actors without any public guarantee.

This change of responsibility would also lead to calling for introducing effective and appropriate safeguards to ensure the prevention of unintended removal of lawful content and respect the fundamental rights and democratic values.107 However, this is not the current situation. As already stressed, the e-Commerce Directive does not provide
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any safeguards limiting platforms’ discretion. Obligations are indeed directed to Member States while online platforms, as hosting providers, are just required to remove content once they become aware of their illicit presence online.

Within this framework, as examined in Chapter 5, the primary issue is the lack of any accountability, transparent procedure or redress mechanisms limiting platform power in the field of content. For example, platforms are neither obliged to explain the reasoning of the removal or blocking of online content, nor to provide remedies against their decisions even if they process a vast amount of content. While waiting for the effects of the Digital Services Act,¹⁰⁸ users cannot rely on a horizontal legal remedy against autonomous decisions of online platforms affecting their rights and freedoms. This situation raises concerns even for democratic systems. Delegating online platforms to make decisions on content empowers these private actors to influence public discourse. The case of the deplatforming of the former US president Trump is a paradigmatic example of the power an online platform can exercise on online speech. This issue is also connected to the autonomous powers these private entities can exercise by setting the standard of protection of fundamental rights online, including the right to freedom of expression, which is one of the cornerstones of democracy.

Nonetheless, the expansion of digital private powers does not concern just the field of content. As the next subsection will examine, even in the field of data, the Union has contributed to extending the power of the platform to make decisions based on a risk-based approach.

3.3.2 Delegating Powers on Data

The field of data has also experienced a process of delegation of public functions to the private sector. Unlike the case of content, however, the primary concerns are not related to the lack of safeguards but to the risk-based approach which the Data Protection Directive introduced in 1995.¹⁰⁹ The WP29 stressed the role of a risk-based approach in data

protection underlining how risk management is not a new concept in data protection law.¹¹⁰

Even the Council of Ministers of the Organisation for Economic Co-operation and Development (OECD) implemented a risk-based approach when revising the Guidelines Governing the Protection of Privacy and Transborder Flows of Personal Data, first adopted in 1980,¹¹¹ for instance, concerning the implementation of security measures.¹¹² According to the Data Protection Directive, security measures must ‘ensure a level of security appropriate to the risks represented by the processing and the nature of the data to be protected’.¹¹³ Even more importantly, the assessment of risk was also considered one legal basis for the processing of personal data when the processing was ‘necessary for the purposes of the legitimate interest pursued by the controller or by the third party or parties to whom data are disclosed, except where such interests are overridden by the interests for fundamental rights and freedoms of the data subjects’.¹¹⁴ In both cases, this assessment rested in the hands of the data controller which ‘determines the purposes and means of the processing of personal data’. This definition can explain how the governance of personal data is not just determined by public authorities but is also firmly dependent on the choices of the data controller. Unlike these cases, the relevance of risk also extends to Member States through data protection authorities to assess specific risks coming from the processing of personal data.¹¹⁵

The GDPR has consolidated this approach by introducing a comprehensive risk-based approach built upon the principle of accountability of the data controller.¹¹⁶ As underlined in Chapter 2, the principle of accountability requires the controller to prove

¹¹⁴ Ibid., Art. 7(f).
¹¹⁵ Ibid., Art. 20.
compliance with the general principles of the GDPR by establishing safeguards and limitations based on the specific context of the processing, especially on the risks for data subjects. The GDPR modulates the obligation of the data controller according to the specific context in which the processing takes place.\textsuperscript{117} As observed by Macenaite, ‘risk becomes a new boundary in the data protection field when deciding whether easily to allow personal data processing or to impose additional legal and procedural safeguards in order to shield the relevant data subjects from possible harm’.\textsuperscript{118} It would be enough to focus on the norms concerning the Data Protection Impact Assessment,\textsuperscript{119} or the appointment of the Data Protection Officer,\textsuperscript{120} to understand how the GDPR has not introduced mere obligations to comply but a flexible risk-based approach which leads to different margins of responsibility depending on the context at stake.\textsuperscript{121} In other words, the GDPR has led to the merge of a rights-based approach with a risk-based approach based on a case-by-case assessment about the responsibility of data controllers.

However, the risk-based approach leads data controllers to playing a critical role in defining not whether but how to comply with the GDPR. This system entrusts data controllers to decide the appropriate safeguards and procedures which, in a specific context, would be enough to be aligned with the general principles of the GDPR. This approach is also the result of a dynamic definition of the data controller’s responsibilities based on the nature, the scope of application, the context and the purpose of the processing, as well as the risks to the individuals’ rights and freedoms. On this basis, the data controller is required to implement appropriate technical and organisational measures to guarantee, and be able to demonstrate, that the processing is conducted in accordance with the GDPR.\textsuperscript{122}
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design and by default contributes to achieving this purpose by imposing an ex-ante assessment of compliance with the GDPR and, as a result, with the protection of the fundamental right to data protection.\textsuperscript{123} Put another way, the GDPR focuses on promoting a proactive, rather than a reactive approach based on the assessment of the risks and context of specific processing of personal data. A paradigmatic example of this shift is the obligation for the data controller to carry out the Data Protection Impact Assessment, which, however, is a mandatory step only in the cases defined by the GDPR and based on the data controller sensitivity.\textsuperscript{124} This obligation requires data controllers to conduct a risk assessment which is not only based on business interests but also on data subjects’ (fundamental) rights. In other words, the risk-based approach introduced by the GDPR could be considered a delegation to the data controller of the power to balance conflicting interests, thus making the controller the ‘arbiter’ of data protection.

However, the GDPR does not exhaust the concern about delegation in the field of data. Even before the adoption of the GDPR, the ECJ had contributed to extending platform powers in delisting online content. Even without analysing the well-known facts of the landmark decision in \textit{Google Spain},\textsuperscript{125} the ECJ has brought out a new right to be forgotten as a part of the right to privacy and data protection in the digital age.\textsuperscript{126} In order to achieve this aim, the ECJ, as a public actor, interpreted the framework of fundamental rights together with the dispositions of the Data Protection Directive and de facto entrusted private actors, more precisely search engines, to delist online content without removing information on the motion of the individual concerned.

However, unlike the case of content, both the ECJ and the EDPB, and before the WP29, have identified some criteria according to which platforms shall assess the request of the data subject.\textsuperscript{127} Moreover, the recent European codification of the right to erasure has contributed to
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clarifying the criteria to apply the right to delist. Precisely, the data subject has the right to obtain from the controller, without undue delay, the erasure of personal data concerning him or her according to specific grounds,\(^\text{128}\) and excluding such rights in other cases,\(^\text{129}\) for example when the processing is necessary for exercising the right to freedom of expression and information.

Although the data subject can rely on a legal remedy by lodging a complaint to the public authority to have their rights protected, the autonomy of platforms continues to remain a relevant concern. When addressing users’ requests for delisting, the balancing of fundamental rights is left to the assessment of online platforms. As explained in Chapter 4, this issue overlaps with the concerns about the notice and takedown mechanism in the field of content since search engines enjoy a broad margin of discretion when balancing fundamental rights and enforcing their decisions. In the case of the right to be forgotten online, search engines decide whether the exception relating to the freedom to impart information applies in a specific case. They delist search results by relying only on their internal assessments and they are not obliged to provide any reason for their decision or redress mechanism. Therefore, the online enforcement of the right to be forgotten is another example of (delegated) powers that platforms exercise when balancing and enforcing fundamental rights online.

Even if, in the field of data, the primary concerns do not result from the lack of procedural safeguards, the adoption of the risk-based approach still demonstrates the risk of entrusting private actors with functions which increasingly mirror the powers exercised by public authorities. Even if, as underlined in Chapter VI, the risk-based approach plays a critical role for European digital constitutionalism, it should not be neglected how the structure of European data protection law has entrusted the private sector with important decision-making functions on fundamental and democratic values. It is not by chance that, as in the field of content, the delegation of power to online
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platforms has also contributed to consolidating autonomous powers outside the oversight of public authorities.

3.4 Autonomous Exercise of Quasi-Public Powers Online

The indirect delegation of public functions has not only expanded platform powers. It has also contributed to extending the autonomy of online platforms, leading these actors to consolidate areas of power beyond delegation. Indeed, the liberal constitutional approach across the Atlantic has encouraged online platforms to exploit technology not only to become proxies of public actors but also rely on their freedoms to set their standards and procedures.

Although online platforms are still considered service providers, the consequences of their gatekeeping role cannot be neglected. The possibility to autonomously set the rules according to which information flows and is processed on a global scale leads to an increase in the discretion of these private actors. As Pasquale observed, ‘in functional arenas from room-letting to transportation to commerce, persons will be increasingly subject to corporate, rather than democratic, control’. Daskal underlined the ability of private actors in setting the rules governing the Internet. Intermediaries have increasingly arisen as surveillance infrastructures, as well as governors of digital expressions.

These functional expressions of power increasingly compete with states’ authority based on the exercise of sovereign powers on a certain territory. This consideration highlights why some scholars have referred to this phenomenon as the rise of the law of the

platforms.\textsuperscript{135} Put another way, online platforms have developed their private geography on a global scale. The possibility to autonomously set the rules according to which data flows and is processed leads to an increase in the discretion of private actors.\textsuperscript{136} In the \textit{laissez-faire} scenario, data and information have started being collected globally by private actors for business purposes. Whereas the Internet has allowed private actors to gather information and develop their businesses, today algorithmic technologies enable such actors to process vast amounts of data (or Big Data) to extract value. Their processing has led to an increase in the economic and political power of some private actors in the digital age where the monopoly over knowledge does not belong exclusively to public authorities anymore but also to private actors. From a transnational constitutional perspective, this phenomenon can be described as the rise of a civil constitution outside institutionalised politics. According to Teubner, the constitution of a global society cannot result from a unitary and institutionalised effort but emerges from the constitutionalisation of autonomous subsystems of that global society.\textsuperscript{137}

Therefore, these challenges do not just concern the limit faced by public actors in regulating the Internet, but, more importantly, how constitutional democracies can avoid the consolidation of private powers the nature of which is more global than local.\textsuperscript{138} As already underlined, constitutional democracies aim to protect freedoms and pluralism. The primary challenge is when such tolerance contributes to the rise of private powers centralising and excluding any form of pluralism. In other words, in a circular way, the rise of private power would threaten the goal of constitutional democracies to protect a pluralistic environment. This is why the next subsection focuses on examining the exercise of autonomous powers by online platforms. The first part examines how the situation can be considered as a new status of \textit{subjectionis} or digital social contract. The second describes how platforms enjoy areas of


freedoms that de facto represent the exercise of quasi-public powers online.

3.4.1 A New Status *Subjectionis* or Digital Social Contract

In 2017, Zuckerberg stated that ‘Great communities have great leaders’ and ‘we need to give more leaders the power to build communities’.\(^{139}\) These expressions might not raise concerns at first glance. Nevertheless, they indirectly picture the inspirational values of Facebook. The success of online communities does not come from users’ participation and involvement but from the power of its leader. The will of the leader, receiving its investiture from the company, shapes communities. This narrative is far from looking democratic. However, these pharaonic statements should not surprise since online platforms, as business actors, are not keen on democratic forms of participation based on transparency and accountability. They care more to ensure a sound and stable governance driven by profit maximisation.

Therefore, the starting point to understand the exercise of autonomous powers by online platforms is to focus on the vertical regulation of users reflecting the relationship between authority and subjects. At first glance, a contractual agreement governs the relationship between users and online platforms. Users decide spontaneously to adhere to the rules established in ToS and community guidelines. Nonetheless, ToS are not just contracts but instruments of governance. It is not by chance that these agreements have been analysed as the constitutional foundation of online platforms’ activities.\(^ {140}\) As Radin explained, generally businesses try to exploit new forms of contracts to overrule legislation protecting parties’ rights.\(^ {141}\) Contract law allows private actors to exercise a regulatory authority over a private relationship ‘without using the appearance of authoritarian forms’.\(^ {142}\) According to Slawson, contracts, and especially standard forms, hide an antidemocratic tendency ‘[s]ince
so much law is made by standard form it is important that it be made democratically’.\(^{143}\) Users enter into digital spaces where private companies are ‘both service providers and regulatory bodies that govern their own and their users’ conduct’.\(^{144}\) It is not by chance that Zuboff describes the aim of ToS as a ‘form of unilateral declaration that most closely resembles the social relations of a pre-modern absolutist authority’.\(^{145}\) Likewise, MacKinnon describes this situation as a Hobbesian approach to governance, where users give up their fundamental rights to access and enjoy digital services.\(^{146}\) In other words, moving from private to constitutional law, platforms vertically govern their communities and the horizontal relationship between users through a mix of instruments of technology and contract law.\(^ {147}\)

Besides, the role of online platforms as social infrastructures annihilates any contractual power of the user making the relationship between users and platforms vertical rather than horizontal. The digital dominance of online platforms plays a critical role in daily lives.\(^{148}\) They contribute to offering people services, for example, to find resources online (i.e. search engines), buy products and services (i.e. e-commerce marketplaces), communicate and share information and data with other people (i.e. social media). And this role has been confirmed even during the pandemic. Without considering their market power, it would be enough to look at the number of users of Facebook or Google to understand that their community is bigger than entire regions of the world,\(^ {149}\) so that the definition of a ‘company-town’ would seem reductive.\(^ {150}\)

The inhabitants of these digital spaces consider online platforms as primary channels for news or even managing intimate and professional relationships as well as advertising their businesses. According to
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Pasquale, the real product here is users’ information and data. The company can exercise a form of private monitoring over content and data shared, not so differently from governmental surveillance. Indeed, Kim and Telman underline how ‘private data mining is just as objectionable and harmful to individual rights as is governmental data mining’, and ‘because corporate actors are now empowered to use their technological advantages to manipulate and dictate the terms on which they interact with the public, they govern us in ways that can mimic and even supersede governance through democratic processes’. Therefore, platform power is not just a matter of quantity but also of quality. In other words, online platforms have acquired their areas of power not only as resulting from the amount of data or their scale but also from their gatekeeping role based on the organisation of online spaces for billions of users.

These digital spaces governed by online platforms are not based on horizontal systems where communities decide and shape their rules but on vertical contractual relationships resembling a new pactum subjectionis or digital social contract. Users bargain their constitutional rights to adhere to conditions determined through a top-down approach driven by business interests. As the ruler of digital space, the governance of online platforms defines a private geography of power based on norms and spaces whose boundaries escape the traditional notion of territorial sovereignty.

The mix of automated technologies of moderation with internal and community guidelines reproduces a system of constitutional rules and principles governing communities. As Evans explains, the rules and penalties imposed by the platform mirror (and, in some cases, substitute) those adopted by public authorities. In this para-constitutional framework, the vertical and horizontal relationship of users and, therefore, the exercise of their rights and freedoms are privately determined without the substantive and

153 Ibid.
procedural safeguards democratic constitutional norms traditionally offer. Within this authoritarian framework, as observed by Shadmy, ‘corporate services ... transforms rights in the public imaginary into privileges that the company grants and can revoke, according to its own will and interest’.\textsuperscript{156}

Besides, the power to shape and determine rights and freedoms in the digital environment is not the only concern. The vertical relationship between community and platform reflects the characteristics of an absolute regime rather than that of a private constitutional order. Online platforms set the rules governing their communities without involving users, who have no instrument of participation to determine the rules of the game. Even if online platforms offer their spaces as instruments to foster democracy, there is no space for democratic participation.\textsuperscript{157} Although online platforms base their narrative on their role in establishing a global community, it is worth wondering how it is possible to reach an agreement upon common rules between communities which, in some cases, are made up to two billion people. Someone could argue that users can participate in the platforms’ environment by selecting to hide news or opt-in to specific data regimes. However, it should not be forgotten that online platforms set these options, thus leaving users the mere feeling of freedom in their digital spaces.

In this regard, Jenkins distinguishes between participation and interactivity.\textsuperscript{158} According to Jenkins, ‘Interactivity refers to the ways that new technologies have been designed to be more responsive to consumer feedback’ while ‘Participation, on the other hand, is shaped by the cultural and social protocols’. Translating this distinction in the field of online platforms, it is possible to observe how there is no participation since online platforms autonomously define the protocols while inviting users to engage and interact. Platforms foster interactivity as an alternative to participation which create a reasonable feeling of trust and involvement in online platforms’ determinations. The rights and freedoms in the digital environment are not just the result of democratic participation (‘bottom-up’) but also of the privileges granted
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by online platforms (‘top-down’). In this case, constitutional values and principles compete with discretionary private determinations which are not required to respect constitutional safeguards and act like an absolute power.

The lack of any participatory instrument or transparency makes individuals subject to the autonomous powers exercised by online platforms, leading to a process of ‘democratic degradation’. Therefore, it is not just a matter of formal adherence to boilerplate clauses but the lack of participation in activities which affect the rights and freedoms of billions of people in the world. This situation also extends to the lack of transparency and redress mechanisms. Although data protection law provides more safeguards on this point, it is possible to generally observe how online platforms escape from accountability for their conducts. Within this framework, it would be possible to argue that the power exercised by online platforms mirrors, to some extent, the same discretion which an absolute power can exercise over its subjects.

3.4.2 The Exercise of Autonomous Powers

The vertical relationship between platform powers and users is not the only piece of this authoritarian puzzle. It is also critical to understand how online platforms express autonomous forms of power. By ToS and community guidelines, platforms unilaterally establish what users can do in their digital spaces. Platforms rely on private freedoms to regulate relationships with their online communities, precisely determining how content and data are governed online. In the field of content, this is particularly evident as underlined in Chapter 2. In the lack of any regulation of the process through which expression is moderated, platforms are free to set the rules according to which speech flows online. While, in the field of data, on the one hand, the GDPR introduces safeguards and obligations, on the other hand, it leaves data controllers broad margins of discretion in assessing the risks for data subject’s fundamental rights and their ability to prove compliance with data protection principles according to the principle of accountability.

Regulating speech and data is usually the result of legislative fights and constitutional compromises. On the opposite, online platforms autonomously set standards and procedures through instruments of contract law even if they operate transnationally and are driven by
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their business purposes. At first glance, the significance of this situation under a public (or rather constitutional) law perspective may not be evident, both because boilerplate contracts are very common even in the offline world and ToS do not seem to differ from the traditional contractual model.\textsuperscript{160} Boilerplate contracts provide clauses based on standard contractual terms that are usually included in other agreements.\textsuperscript{161} However, as Jaffe underlined in the first half of the last century, contract law could be considered as a delegation of lawmaking powers to private parties,\textsuperscript{162} and this extends to the private governance of the digital environment.\textsuperscript{163} Put another way, these agreements compete with the traditional way norms and powers are conceived as expression of public authorities.

By defining the rules to enforce private standards as well as the procedural and technical tools underpinning their ToS, platforms govern their digital spaces.\textsuperscript{164} In this case, it would be possible to observe how ToS constitute the expression of a quasi-legislative power. The lack of transparency and accountability of the online platforms’ decision-making processes does not allow assessing whether platforms comply with legal standards, internal guidelines or other business purposes.\textsuperscript{165} These instruments do not ensure the same degree of protection as public safeguards.\textsuperscript{166} Although this autonomy is limited in some areas such as data protection, the global application of their services and the lack of any legal rule regulating online content moderation leave a broad margin of political discretion in their hands when drafting their ToS. In other words, similarly to the law, these private determinations can be considered as the legal basis according to which platforms
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exercise their powers or an expression of how platforms can promote
an autopoietic set of rules which compete with the law.

Besides, the exercise of quasi-legislative functions is not the only
expression of platform powers. Online platforms can enforce contrac-
tual clauses provided for in the ToS directly without relying on public
mechanisms such as a judicial order or the intervention of law enforce-
ment authorities. For instance, the removal of online content or the
erasure of data can be performed directly and discretionarily by online
platforms without the involvement of any public body ordering the
infringing party to fulfil the related contractual obligations. This
 technological asymmetry constitutes the grounding difference from
traditional boilerplate contracts. Their enforcement is strictly depend-
ent on the role of the public authority in ensuring the respect of the
rights and obligations which the parties have agreed upon. Here, the
code assumes the function of the law, and the network architecture
shows its role as modality of regulation. Platforms can directly
enforce their rights through a quasi-executive function. This private
enforcement is the result of an asymmetrical technological position
with respect to users. Platforms are the rulers of their digital space
since they can manage the activities which occur within their boundar-
ies. This power, which is not delegated by public authorities but results
from the network architecture itself, is of special concern from
a constitutional perspective since it represents not only a form of
disintermediation of the role of public actors but also the constitu-
ionalisation of self-regulation.

Together with these normative and executive functions, online plat-
forms can also exercise a quasi-judicial power. Platforms have showed
that they perform functions which are similar to judicial powers and
especially mirror the role of constitutional courts, namely the balancing
of fundamental rights. When receiving a notice from users asking for
content removal or delisting, platforms assess which fundamental
rights or interests should prevail in the case at issue to render
a decision. Taking as an example the alleged defamatory content sig-
nalled by a user, the platform could freely decide that the right to
inform prevails over human dignity. The same consideration applies
when focusing on how the right to privacy should be balanced with
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freedom of expression. This situation is evident not only when platforms moderate content but also when processing personal data exploiting the loopholes of data protection law. These decisions are based on their business purposes without being obliged to respect or take into account fundamental rights. The result of this situation leads to a chilling effect for fundamental rights and, even more importantly, to the establishment of paralegal frameworks in the algorithmic society.

Furthermore, adding another layer of complexity – and concern – is the possibility that these activities can be executed by using automated decision-making technologies. On the one hand, algorithms can be considered as technical instruments facilitating platform’s functionalities, such as the organisation of online content and the processing of data. However, on the other hand, such technologies can constitute technical self-executing rules, obviating even the need for a human executive or judicial function.

The use of automated decision-making technologies is not neutral from a constitutional law perspective. Humans and machines shape the choices of online platforms. The lack of transparency and accountability in these systems challenges fundamental rights and democratic values. The new relationship between human and machine in the algorithmic society leads to the increase of platform powers. Within this framework, there is no room for users to complain against abuse of powers. The governance of decision-making is not shared but centralised and covered by unaccountable purposes. As underlined by Hartzog, Melber and Salinger, ‘our rights are established through non-negotiable, one-sided and deliberately opaque “terms of service” contracts. These documents are not designed to protect us. They are drafted by corporations, for corporations. There are few protections for the users – the lifeblood powering social media’.
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From a constitutional perspective, users, as members of online communities, are subject to the exercise of a contractual authority exercised by platforms through instruments of private law mixed with technology (i.e. the law of the platforms). The three traditional public powers are centralised when focusing on platforms quasi-public functions: the definition of the rules to assess online content, the enforcement and the balancing of rights are all practised by the platform without any separation of powers. Constitutionalism has primarily been based on the idea of the separation of powers, as theorised by Charles De Secondat, and the protection of rights and freedoms. In contrast, the governance of online platforms reflects a private order whose characteristics are not inspired by democratic constitutionalism but are more similar to the exercise of absolute power. Precisely, this is not the rise of a ‘private constitutional order’ since neither the separation of powers nor the protection of rights are granted in this system. This framework has led some authors to refer to this phenomenon as a return to feudalism, or to the ancien régime.

### 3.5 Converging Powers in the Algorithmic Society

The rise of online platforms as digital private powers is not an unexpected consequence if framed within the global trends challenging constitutional democracies. Globalisation as also driven by neoliberal narratives has contributed to the rise of transnational actors producing and shaping norms beyond national boundaries. This situation contributes to weakening the relationship between ‘law and territory’ and enhancing that between ‘norms and space’. The evolution of different systems leads to the emergence of different institutions which operate according to their internal rationality. As a result, the unitary of the state and the role of law is slowly replaced by the fragmentation of new institutions expressing their principles and values on a global scale.

---
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The digital environment constitutes a sort of battlefield between these systems. Different rationalities influence each other since they are cognitively open, although they develop their rules according to their internal norms and procedures which are based on autonomous principles. On the one hand, public authorities can express binding rules censoring content or restricting access to the Internet, also enjoying the exclusive monopoly on the use of force. On the other hand, online platforms develop standards and procedures answering their business logic, thus inevitably providing a model competing with public powers. Both systems develop their rules according to their internal procedures and logic in a continuous interaction defining different relationship of power.

Against these challenges, while authoritarian systems have replied to these threats by extending their powers to the digital environment to protect the central authority, constitutional democracies, which instead are open environments for freedoms, have adopted a liberal approach entrusting online platforms with public tasks in the digital environment. Such a transfer of responsibilities has also been driven by the ability of platforms to enforce public policies online as gatekeepers. Although the delegation to private actors of public tasks should not be considered a negative phenomenon per se, the lack of safeguards leaves these actors free to exercise private powers. Unlike public actors, online platforms are not required to pursue public interests such as the protection of fundamental rights and democratic values.

Therefore, without providing instruments to foster transparency and accountability, even the indirect delegation of public functions contributes to the consolidation of economic and political power as well as to the exercise of autonomous functions by private actors. Moreover, delegated powers are not the only source of concern. Platforms can exercise private powers over their online spaces through instruments based on contract law and technology. In the field of content and data, platform governance mirrors the exercise of quasi-public functions by defining the values and the principles on which their communities are based. This discretion in setting the standard of their communities or the possibility to balance and enforce fundamental rights through automated systems are examples of a private order mirroring an absolute regime resulting from a mix of constitutional freedoms and technology.
The fields of content and data have provided a critical angle to examine the exercise of platform powers. This is not a coincidence, but it is the result of the intimate relationship between these two fields in the algorithmic society. Therefore, the next chapter focuses on how the evolution of the digital environment has led to the convergence of content and data, showing how, even if they are based on different constitutional premises, freedom of expression, privacy and data protection share the same constitutional direction.