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EULERIAN GRAPHS AND POLYNOMIAL 
IDENTITIES FOR SKEW-SYMMETRIC 

MATRICES 

JOAN P. HUTCHINSON 

1. Introduction. Let the standard identity of degree m be given by 

(1) [xi, x2, . . . , xm] = 2 sRn <rx0i. . . xam = 0. 

Then we shall show that the set of all n X n skew-symmetric matrices over a 
field of characteristic 0 satisfies the standard identity of degree at least 2n — 2; 
specifically, we shall prove the following. 

THEOREM 1. If Au . . . , Am are n X n skew-symmetric matrices over a field of 
characteristic 0 and if m ^ 2n — 2, then [Ai, . . . , Am] = 0. 

In fact, the standard identity of degree 2n — 2 is the minimum standard 
identity which the set of skew-symmetric matrices satisfies, for we shall also 
prove the following. 

THEOREM 2. If m < 2n — 2, then there are m n X n skew-symmetric matrices, 
Au • • • , Am, over a field of characteristic 0, such that [Au . . . , Am] y^ 0. 

Amitsur and Levitzki proved by algebraic means that the polynomial 
identity of minimal degree, satisfied by all n X n matrices over a field of 
characteristic 0, was the standard identity of degree 2n [1]. Bertram Kostant 
also considered the same question and using cohomology theory, showed that 
the Amitsur-Levitzki result was equivalent to two other established results. 
Furthermore, he obtained the result that the Lie algebra of all n X n com­
plex valued, skew-symmetric matrices satisfies the standard identity of degree 
m if n is even and if m ^ 2n — 2 [3]. Richard Swan gave another proof of the 
Amitsur-Levitzki result by recognizing the essentially combinatorial nature of 
their proof and by translating the problem into an equivalent one in graph 
theory [7; 8]. 

K. C. Smith and H. J. Kumin have conjectured that Kostant's result for 
skew-symmetric matrices is true for n both even and odd and is the best pos­
sible result [4]. The purpose of this paper is to demonstrate the validity of 
their conjectures (Theorems 1 and 2). Like Swan, we shall translate the 
problem into one concerning Eulerian graphs and show that the appropriate 
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result holds for these graphs. An introduction to and an outline of the proof of 
Theorems 1 and 2 will appear in [2], and some details found in the latter work 
will be omitted here. 

Independent proofs of Smith and Kumin's conjecture have also been an­
nounced in the last months by Louis H. Rowen [6] and by Frank Owens [5]. 
Copies of their work have been received by the author. 

Acknowledgment. The author would like to thank her advisor, Herbert S. 
Wilf, for his help and encouragement with this work, and also to thank Albert 
Nijenhuis and Herman Gluck for their valuable contributions. 

2. The graph-theoretic problem. To establish Theorem 1, it is sufficient 
to prove the statement for a basis of the skew-symmetric matrices since the 
bracket function as defined in line 1 is multilinear. We choose as a basis for 
the skew-symmetric matrices those matrices which are all O's except for two 
entries atj and aH with values dbl. Then given a set of m basis matrices, we 
construct a directed graph with n vertices and m edges which has an edge 
directed from vertex i to vertex j for every matrix in our given set with atj = 
+ 1. We shall study properties of graphs arising in this way. Similarly, to 
establish Theorem 2, we shall exhibit appropriate directed graphs on n vertices 
and m edges, and from these construct m n X n skew-symmetric matrices 
which do not satisfy the standard identity of degree m. 

In the course of this work, we shall also have occasion to consider partially 
directed graphs, and thus we make the following definitions in this more 
general context. 

Definition 1. An E path on a directed or partially directed graph G is a path 
on G which traverses every edge of G once and only once and which may travel 
in either direction on an edge e of G, regardless of the orientation of e. 

If the path forms a circuit, we may call it an E circuit. Thus an E path is 
an Eulerian path on the underlying, undirected graph which we think of as 
living on G. In fact, we shall find that it is the study of these Eulerian paths 
on Eulerian graphs which is at the center of the problem. 

Definition 2. The orientation coefficient of an E path on a directed or partially 
directed graph is ( — l)2 where z is the number of edges traversed in the direc­
tion opposite to their orientation. 

We shall use OC(P) to denote the orientation coefficient of an E path, P. 

Definition 3. The sign of an E path on a directed or partially directed graph 
with labelled edges is the number sgn o-( —l)2 where a is the associated permu­
tation of the edges of the graph and where ( —l)2 is the orientation coefficient 
of the path. 

Definition 4. A positive (respectively negative) E path is an E path whose 
sign is + 1 (respectively — 1 ). 
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We shall say tha t a set of pa ths cancels if there are an equal number of 
positive and negative pa ths in the set. 

Definition 5. Two sets of pa ths will be said to be isomorphic if there is a one-
to-one, sign-consistent correspondence between the two sets. A sign-consistent 
correspondence is a correspondence for which corresponding pa ths always have 
the same sign or always have the opposite sign. In the former case we will call 
the correspondence sign preserving, in the la t ter case, sign reversing. Often to 
demonst ra te t ha t a set S of pa ths cancels, we shall show tha t 5 is isomorphic 
to some set Sf of pa ths which cancels, and thus the pa ths of S will cancel as well. 

Definition 6. A vertex F of a directed or a part ial ly directed graph is called 
null if the set of all E pa ths a t V (i.e., which begin a t V) cancels. A graph is null 
if all its vertices are null. 

T h e transit ion to graph theory from the original matr ix problem can now 
be made by observing tha t if A\, . . . , Am are n X n skew-symmetric basis 
matrices, and if G is the associated directed graph with n vertices and m edges, 
then the n X n matr ix [A\, . . . , Am] has as its (i, j)th en t ry the number of 
positive E paths , going from vertex i to vertex j on G, minus the number of 
negative E pa ths from i to j . T h u s Theorem 1 is equivalent to the following. 

T H E O R E M V. If G is a directed graph with n vertices and m edges and if m ^ 
2n — 2, then G is null. 

Similarly Theorem 2 becomes the following. 

T H E O R E M 2'. Given n ^ 2 and m < 2n — 2, there is a directed graph with n 
vertices and m edges which is not null. 

In fact, we can reduce the work in proving Theorems 1' and 2' by making 
the following remarks which are either self-evident or their proof can be found 
in [2]. Let G be a directed or part ial ly directed graph with n vertices and 
m edges. 

1. If the underlying, undirected graph of G is not Eulerian (i.e. does not 
have 0 or 2 vertices of odd degree), then G is null. 

2. If G is null with one labelling of its m edges, then it is null with any 
labelling of its edges. 

3. If G is null with one orientation of its edges, then it is null with any 
orientation of its edges (provided directed edges remain directed and un­
directed edges remain undirected) . 

4. If G contains two vertices which are joined either by two or more directed 
edges or two or more undirected edges, then G is null. 

5. If m ^ 2n, then G is null. (This result follows from Swan's main theorem 
in [7].) 

6. If G contains two vertices of odd degree, then G is null if and only if 
one of these vertices is null. 
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Definition 7. C(n, m, p) is defined to be the set of all directed and partially 
directed graphs G on n vertices and m edges, of which precisely p edges are 
undirected, such tha t 

(1) G is connected and contains precisely 0 or 2 vertices of odd degree; 
(2) G may contain multiple edges ; 
(3) G may contain undirected loops, but no directed loops. 

In [2] it is shown tha t all graphs, not in C(n, m, p) for some value of n, m, 
and p, are either automatical ly null or do not arise when translat ing the 
algebra problem to graph theory. Fur thermore, because of Remark 5 it follows 
t ha t to prove Theorem 1/, it is sufficient to prove tha t if G G C(n, m, 0) where 
m = 2n — 2 or 2n — 1, then G is null. We shall prove two Theorems (3 and 4) 
which will then give us Theorem 1'. 

3. T h e m a i n t h e o r e m s . We begin with a few lemmas. Here and in the 
proof of Theorem 3 we shall defer the proofs of the more technical lemmas to 
the final section of the paper. 

Suppose G G C(n, m, p) has all vertices of even degree. We define an 
equivalence relation on the E circuits a t a fixed vertex F of G as follows. Let C 
and C be two different circuits a t V. Let C have the associated permutat ion 
(xu #2, . . . , xm) and C (yi, y2, . . . , ym). Then C and C will be in the same 
equivalence class if and only if 

(yu 3̂ 2, . . . , ym) = (xt, . . . , xm, xu . . . , xt-i) 

for some i £ {2, 3, . . . , m\. We shall refer to these equivalence classes as the 
rotat ion classes of E circuits a t a vertex V. 

LEMMA 1. If G G C(n, m, p) where m is odd and where G has all vertices of 
even degree, then a vertex Y of G is null if and only if the rotation classes of E 
circuits at Y have a set of representatives, one from each rotation class, which 
cancels. 

Proof. If the valence of Y is 2p, then each equivalence class of E circuits a t 
Y has p elements, all of the same sign, and the lemma follows. 

LEMMA 2. If G £ C(n, m, p) has all vertices of even degree and if m is an odd 
integer, then G is null if and only if G has at least one null vertex. 

Proof. If G is null, by definition all vertices are null. Thus we suppose G has 
one null vertex Y, and let Z be another vertex of G. 

Notice tha t we may pair the E circuits a t Z by pairing two circuits where 
one is obtained by reversing the other. If ra = 0 or 3 (mod 4) and p is odd or 
if m = 1 or 2 (mod 4) and p is even, such paired circuits always have opposite 
signs. Since all circuits a t Z can be associated in such cancelling pairs, Z is 
a null vertex as we wished to show. Thus we shall assume tha t either m = 0 
or 3 (mod 4) and p is even or m = 1 or 2 (mod 4) and p is odd. For these 
values of m and p, two circuits, paired by reversing, will have the same signs. 
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By Lemma 1 we know tha t the set R of representat ives of the circuits a t 
the null vertex F cancel where R is the set of those circuits which either begin 
or end on a fixed edge e a t Y. R = RiKJR2 where Ri (respectively R2) is the 
set of those circuits of R which begin on (respectively end on) e. From the 
discussion of the last paragraph we know tha t there is a sign preserving iso­
morphism between Ri and R2 and therefore the circuits of Ri cancel. 

Let Si (respectively S2) be the set of E circuits a t Z with respect to which 
the initial vertex of e is (respectively is not) Y. Again there is a one-to-one sign 
preserving correspondence between S\ and S2 so t h a t Z is null if and only if Si 
cancels. By Lemma 1 the pa ths of Si cancel if and only if a set of representat ives 
cancels, and we choose this set, T, to be all those circuits of Si which traverse 
edge e before returning to Z for the first t ime. But now we see tha t the sets Ri 
and T are isomorphic since an element of Ri can be cyclically rota ted to a 
unique E circuit in T and conversely. T h e signs of the corresponding elements 
are the same so t ha t T cancels as do then Si and 52. T h e vertex Z is null then 
and since Z was arbi t rary , G is null. 

One other impor tan t lemma requires a bit of notat ion which we now consider. 

Definition 8. Given G Ç C(n, m, p), F a vertex of G, and {eu ej} ek), an 
ordered triple of edges of G with et adjacent to e5 and e^ adjacent to 
ek, S(eiy ejf ek, Y),i < k, is defined to be the set of all E pa ths on G which begin 
a t F and which are of the form 

pieiejekp2 or p^e^tp^ 

where pu i = 1, . . . , 4, are pa ths of G (maybe of length 0) . 
Suppose et joins vertices St and Sj, edge e$ joins Sj and Sk, and ek joins Sk 

and Si. Let G(eu ejy ek) = G — [eu ejy ek) + { / } w h e r e / joins St and Si and 
is directed (respectively undirected) if an even (respectively odd) number of 
the edges {et, eh ek\ are directed. 

I fS* = Si and an odd number of {eu ejy ek) are directed, def ine5 r (eu ejy ek, F ) , 
i < k, to be those pa ths of S(et, ejy ek, Y) of the form 

pieiejekp2, i < k. 

LEMMA 3. Given G G C(n, m, p) and a non-empty set of paths S(eu eh ek, F) 
on G, 

(1) If Si = Si and an even number of \eu ejy ek) are directed, the paths of 
S{eu ejy ek, Y) cancel. 

(2) Otherwise if Si = Su the paths of S(ef, eh ek, Y) cancel if and only if the 
paths of Sf(eu ej} ek, F) cancel. Furthermore, there is an isomorphism between 
S' (etj ej} ek, Y) and the set of all E paths which begin at vertex Y on G{eu eh ek). 

(3) If Si 9^ Si, there is an isomorphism between S(eu ejt ek, F) and the set of 
all E paths which begin at vertex Y on G{eu ej} ek). 

T h e proof of this lemma is included a t the end of the paper. 

T H E O R E M 3. If G £ C(n, 2n — 1, i), i = 0, 1, then G is null. 
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Proof. Suppose the theorem is not true. Let 

S(m) = {G G C(m, 2m — 1, i), i = 0, 1|G is not null} 

and let n = min \m\S{m) ^ 0}. We shall call an element of S(n) a minimal 
graph. 

Observe tha t n > 2. Every element of C(2, 3, i), i = 0, 1, has multiple 
directed edges and hence is null by Remark 4. 

We shall s tudy the properties of minimal graphs, tha t is, of elements of S(n), 
and we will show that , in fact, S(n) is empty. To clarify the proof, we give now 
a general outline. A graph G Ç S(n) has either all vertices of even degree or 
precisely two vertices of odd degree. In the former case we shall see such a 
graph is not in S(n) by using the minimality of n. In the lat ter case, suppose 
the two vertices of odd degree of G are V and W. G must fall into precisely one 
of the following four categories. (We denote the valence of a vertex Z by p(Z).) 

(2) I m i n { p ( F ) , P ( ^ ) } = 1 
II min {p(V),p(W)\ = 3 

I I I min {p(V)} p(W)} ^ 5 and if n is odd, G £ C(n, 2n - 1, 1) or 
if n is even G Ç C(n, 2n — 1,0) 

IV min {p(V), p{W)} ^ 5 and if n is even, G £ C(n, 2n — 1, 1) or 
if n is odd, G G C(n, 2n — 1 ,0) . 

We shall check each case and find tha t in each category, there can be no 
minimal graph. Therefore S(n) = 0, a contradiction, and thus the theorem 
will be proved. 

We begin by supposing G is a minimal graph with all vertices of even degree. 
We observe tha t G has a vertex of degree 2 since there are 2n — 1 edges in G. 
Suppose V, a vertex of degree 2, has incident edges e and ef and is adjacent to 
vertices A and B (maybe A = B). We consider G' = G — { V, e, e'\, a graph 
also with either 0 or 2 vertices of odd degree. Thus G' G C(n — 1, 2n — 3, i), 
i = 0 , 1 , and therefore is null by the minimality of n. There is an isomorphism 
between the set of all E circuits on G which begin at V and the set containing 
the union of the E pa ths on G' beginning a t A and those beginning a t B. (3) 
Since A and B are null vertices of G', F is a null vertex of G. By Lemma 2, 
G is null, and we see tha t no minimal graph can have all vertices of even degree. 

Therefore, all minimal graphs must have two vertices of odd degree. If 
G G S(n), then G belongs to precisely one of the 4 cases mentioned earlier 
(see line 2). 

Case I. No minimal G can have a vertex V of degree 1, for suppose G were 
such a graph and suppose e is the edge joining F to a vertex Y. We consider 
G' = G - { F, e} and since G' 6 C(n - 1, 2n - 2, i), i = 0, 1, G' is null by 
Remark 5. Since there is an isomorphism between the set of all E pa ths on G, 
beginning a t V, with the set of all E pa ths on G'', beginning a t Y, F is a null 
vertex of G, and G is null by Remark 6. 

Case I I . We shall show next tha t no minimal G can have a vertex V of 
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degree 3. Let G G C{n, 2n — 1, i), i = 0, 1, let G have a vertex F of degree 3 
and let W be the other vertex of odd degree. Then there are either 2 or 3 
dist inct edges incident a t V. If G G C{n, 2n — 1, 1), there may be a loop / 
a t F as well as an edge e, joining V to Y. In this case we consider G' = G — 
{ V, e, I), and since G' G C(n — 1, 2n — 3, 0) , G' is null by the minimali ty of n. 
There is an isomorphism between the E pa ths on G, beginning a t V, with the 
E pa ths on G', beginning a t F, whence F is a null vertex and G is a null graph 
by Remark 6. 

Otherwise there must be three dist inct edges, et, i = 1, 2, 3, incident a t F 
and let et join vertex St to F (the 5* need not all be d is t inc t ) . Let G' = G + 
{/J, G with an undirected loop added a t V. G' G C(w, 2», i ) , i = 1, 2, and by 
Remark 5 is null. The set of all E pa ths from F to IF on G' is the disjoint 
union of two sets P\ and P2 where Pi is the set of all pa ths from F to W on G' 
of the form leïpiefkp2 and where P2 is the set of all pa ths of the form eipzejlekp± 
where {i, 7, k) is a permutat ion of {1, 2, 3} and where pu i = 1, . . . , 4, are 
pa ths on G (maybe of length 0) . 

We first will see t ha t the pa ths of P2 cancel with the aid of L e m m a 3. 
P2 = S{eu /, e2, V) U S(eu /, e3, V) U S(e2, I, e3, 10 and we shall see t h a t each 
of these three sets cancels. T o simplify notat ion we shall prove t ha t the pa ths 
of 5(^i , /, e2l V) cancel. 

By Lemma 3 we know tha t if S\ = .S2 and both ex and e2 are directed, then 
the pa ths of S {eu h e2, V) cancel. If S\ = S2 and only one of the edges ex or e2 

is directed or if Si 9^ S2, we consider S'(ei, /, e2, V) or S {eu I, e2, V) respectively. 
By Lemma 3 each is isomorphic to the set of all E pa ths from F to IF on 
G {eu /, e2). G {eu h ei) G C{n, 2n — 2, i), i = 0, 1, and contains a ver tex 
of degree 1, namely F. Let G = G {eu /, e2) — } F, ez}. Then G G 
C{n — 1, 2n — 3, i), i = 0, 1, which is null by our assumption of the mini­
mali ty of n. Then G {eu /, e2) is also null, implying t h a t the pa ths of S'{eu h ^2, F) 
and S {eu l, e2, V) cancel. 

The proof t ha t the sets S {eu l, £3, F) and S{e2, /, e3, F) cancel is identical, 
and therefore we see tha t the pa ths of P2 cancel. 

Since G' is null, the set of all E pa ths from F to IF on G' cancels, implying 
t h a t the pa ths of P i must cancel also. But there is an isomorphism between 
the pa ths of P\ and the set of all E pa ths from F to IF on G whence F is a null 
vertex of G. By Remark 6, G is null and is not a minimal graph. 

We now know tha t a minimal graph G has two vertices of odd degree ^ 5. 
Case I I I . Let G be a minimal graph. Suppose wis odd and G G C{n, 2n — 1, 1) 

or n is even and G G C{n, 2n — 1, 0) . We shall then see t ha t G is null, con­
tradict ing the fact t ha t G is minimal. 

Let F and IF be the two vertices of odd degree and let p{V) = k. Let 
G' = G + {e, 1} where e is an edge directed from IF to F and where / is an 
undirected loop a t F. (See Figure 1.) Then G' G C{n, 2n + 1, 1) if n is even 
and G' G {n, 2n + 1, 2) if n is odd. In either case G' is null by Remark 5. In 
particular, IF is a null vertex of G'. 
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FIGURE 1 

The set of E circuits at W is the disjoint union of two sets C\ and C2 where 
C\ is the set of circuits in which / either immediately precedes or immediately 
succeeds edge e, and where C2 is the set of circuits in which / and e are not 
traversed consecutively. 

We shall first show that the circuits of C2 cancel. Now the circuits of C2 are 
all of the form piep^ikjp^ or p^ile^p^ep^ where pu i = 1, . . . , 6, are paths on 
G', and where et and e$ are two distinct edges, other than e, incident with 
vertex V. 

Thus 

C2 = U S(ei,l}ej}W). 
i.Ml *) 

i<j 

We apply Lemma 3 to each set S(et, I, ejt W) and see that either the set 
cancels immediately or the set is isomorphic to the set of all E paths on 
G(et, I, e3) which begin at W. Since G(eiy I, e3) 6 C(n, 2n — 1, i), i = 0, 1, 
and G(eu I, ej) has all vertices of even degree, we know that G(eu h ej) is n ° t 
a minimal graph and hence is null. Therefore the paths of each S{eu /, ejt W) 
cancel and so do those of C2. 

Since the graph G' is null, the paths of C\ cancel. As in Lemma 1 we divide 
the elements of C\ into rotation classes and we have by that lemma that the 
set R of representatives of the rotation classes cancels, where we pick R to be 
the set of E circuits at W of the form elp or pie, p an E path between V and W 
on G. 
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There is a natural pairing of the elements of R: those which begin with el 
being paired with those which end with le, namely by associating with elp, 
the reversed circuit p-'He. A routine check shows t h a t two such associated pa ths 
have the same sign. 

Since the pa ths of R cancel, the subset Se of those circuits which begin with 
el already cancel. There is an isomorphism between Se and the set of all E pa ths 
from V to W on the original G whence F is a null vertex of G. T h u s G is null 
and we see t ha t no minimal graph can meet the conditions of case I I I . 

Case IV. If there is a minimal graph G, it mus t have two vertices of odd 
degree ^ 5 , and if n is even G G C(n, 2n — 1, 1) or if n is odd, G G 
C{n, 2n - 1, 0) . 

Let the two vertices of G of odd degree be U and Y. Let G' be the graph 
obtained from G by adding an edge e'', directed from Y to A, & new vertex, 
and an edge e, directed from A to U. G' G C{n + 1, 2n + 1, i), i = 0, 1, and 
G' has all vertices having even degree. We wish to show tha t G' is null for the 
following reason: If Gf is null, then A is a null vertex of G'. The E circuits a t A 
in Gf may be paired, epe' with efp~le, one circuit obtained by reversing the 
other and such paired pa ths have the same sign. 

Thus if A is a null vertex of G', then even the set Se of E circuits a t A which 
begin with edge e cancel. There is an isomorphism between Se and the set of E 
paths from U to F on the original G whence U is a null vertex, G is null by 
Remark 6 and therefore is not a minimal graph as claimed. (4) 

We shall now see tha t G' is null, and since G' has an odd number of edges, 
by Lemma 2 G' is null if it has a null vertex. (The question of whether n is even 
or odd plays no par t here.) Notice t ha t if G' has a vertex Z of degree 2 which 
is adjacent to only one other vertex, then G' is null, for G = G — 
{Z & 2 edges a t Z) has all vertices of even degree, G G C(n, 2n — 1, i), i = 
0, 1. T h u s G is null, and Z is a null vertex of G'. By Lemma 2 G' is null and 
hence we shall assume G' contains no such vertex Z. (5). 

We now invoke the following lemma which will be proved in the next section. 

LEMMA 4. / / T is a graph with p vertices and 2p — 1 edges which has all vertices 
of even degree, then either V contains two adjacent vertices of degree 2 or a vertex 
of degree 2d, d > 1, which is adjacent to at least 2d — 3 vertices of degree 2. 

We may apply this lemma to the graph G''. If G' contains two adjacent ver­
tices of degree 2, label them B and V. If not, consider the set X of vertices 
of G', where U G X if and only if U is adjacent to a t least 2d — 3 vertices of 
degree 2 when p(U) = 2d. Let V G X be such tha t 

p(V) = min {P(Ut), Ui G X] 

and let B be a vertex of degree 2, adjacent to V. By the assumption of line 5, 
we have B adjacent to V and W with V 9^ W. 
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Let G" = G' - {B&2 edges at B). Then G" G C(n, 2n - 1, i), i = 0, 1. 
We wish to show that the E paths from F to W on G" cancel, for then G" is 
a null graph. As we saw in line 3, B is then a null vertex of G' (6) 
and G' is also null by Lemma 2 as desired. 

Consider the E paths on G" from F to W. If the valence of V in G" is 1 or 
3, we know by cases I and II that G" is not a minimal graph, i.e. G" is null. 
Otherwise vertex V has valence 2d — 1 in G", d ^ 3, and there are at least 
2d — 4 vertices of degree 2 adjacent to F in G". (See Figure 2.) 

FIGURE 2. Some of the vertices, other than Si, i = 4, . . . , 2d — 1, may coincide, but 
note that T3- ^ F, 7 = 4, . . . , 2d — 1 by the assumption of line 5. Also notice that by our 
choice of V and B in G", no Si and Sj are adjacent, i, j = 4, . . . , 2d — 1, and p(7\) ^ 5, 
i = 4, . . . , 2d - 1. In fact, p(7\-) ^ 6 unless T; = W7. 

The E paths from F to IF on G" can be divided into 2d — 1 disjoint sets Qu 

where Qt is the set of those E paths which begin with edge et. Consider Qi} 

i ^ 4. Let Rt be the set of all E paths from Tt to W (maybe Tt = W) (7) 
on Gi = G" — {Su eufi). Since Gt £ C(w — 1, 2w — 3, i), ^ = 0, 1, we know 
that Gi is null. Thus the paths of Ri cancel and since there is an isomorphism 
between Qt and Ru the paths of Qt cancel, i = 4, . . . , 2d — 1. (8) 

Let Q = \Ji=iQt. Every element q of Qu i ^ 3, partitions (9) 
the set of indices {1, 2, . . . , 2d — 1} — {i} into unordered pairs where j and k 
are paired if and only if q = pxefapi or q = pzekejp± where pu i = 1, . . . , 4, 
are subpaths of ç. For this reason we define a Type I partition to be a partition 
of {1, 2, . . . , 2d — 1} into d — 1 pairs of elements and one singleton, 7, such 
that j ^ 3 and the two elements {1, 2, 3} — {j} are not paired together. A 
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Type II partition is a par t i t ion of {1, 2, . . . , 2d — 1} into d — 1 pairs and one 
singleton, j , such t ha t j ^ 3 and the two elements {1, 2, 3} — {j} are paired 
together. T h u s associated with every q 6 Q we have a T y p e I or II part i t ion 
and Q = Q(I) U Ç( i7 ) where Q(J) (respectively Q(II)) is the set of those 
pa ths of Q whose associated part i t ion of {1, 2, . . . , 2d — 1} is of T y p e I 
(respectively I I ) . 

LEMMA 5. Let H £ C(w, 2w — 1, i), i = 0, 1, have two vertices of odd degree, 
V and W, such that p(V) = 2d — 1 ^ 5 and V is adjacent to at least 2^ — 4 
nonadjacent vertices of degree 2. Suppose these vertices of degree 2 are each adjacent 
to another vertex besides V. Then the set P of all E paths on H which induce a 
partition of Type I on {1, 2, . . . , 2d — 1} cancels. 

This lemma says precisely t ha t the pa ths of Q(I) cancel. 
We now consider the pa ths of Q(II). For example, if q Ç Q begins on edge 

ei, then q Ç Q{H) if and only if q traverses the edges e2 and e3 consecutively. 

LEMMA 6. Let H Ç C(n,2n — 1, i), i = 0 , 1 , satisfy the same hypotheses as in 
Lemma 5. Then the set P of all E paths on H which induce a partition of Type II 
on {1, 2, . . . , 2d — 1} cancels. 

The proofs of Lemmas 5 and 6 are included in the final section of the paper. 

With the aid of these lemmas we see t ha t the set Q cancels (see line 9) . Then 
so do all E pa ths from F to W on G" (see lines 7 and 8) , and by Remark 6 
G" is null. 

To review why we are done now, recall t ha t B is therefore a null vertex of G' 
(see line G), and G' is a null graph. T h u s A, a vertex of G'', is null and (by line 4) 
we see tha t our original G is a null graph and therefore not minimal. 

Earlier we saw tha t a minimal graph must fall into one of four cases, bu t then 
we saw tha t there could be no minimal graph in each of the four categories. 
Hence there are no minimal graphs ; S(n) = 0, contradict ing our original as­
sumption; and Theorem 3 is true. 

T H E O R E M 4. If G G C(n, 2n — 2, 0) , then G is null. 

Proof. Suppose G has all vertices of even degree. We wish to show tha t an 
arbi t rary vertex V is null. Let G' = G + {/}, where / is a loop a t tached to V. 
T h u s G" G C(n, 2n — 1, 1) and hence is null by Theorem 3. Consider the 
rotat ion classes of E circuits a t V. By Lemma 1, the set R of representat ives 
of the E circuits a t V on G" cancels where we pick as our set R, the set of 
circuits a t V which begin by traversing the loop /. There is an isomorphism 
between R and the set of all E circuits a t V on G. T h u s F is a null vertex of G 
and G is a null graph. 

Suppose G has two vertices, V and W, of odd degree. Let G' = G + {e} 
where e is an edge, directed from W to V. G' G C(n, 2n — 1 ,0) and hence is 
null. Consider the E circuits a t W. The set of E circuits a t W which either 

https://doi.org/10.4153/CJM-1975-070-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1975-070-1


EULERIAN GRAPHS 601 

begin or end with edge e are a set R of representatives of the rotation classes 
and hence cancel by Lemma 1. R = G U G where G is the set of those 
circuits which begin with edge e and G is the set of those circuits which end 
with edge e. Because of Remark 2 we may assume that edge e has the label 
tl2n — 1". Then there is a one-to-one, sign preserving correspondence between 
G and the set Svw of all E paths from F to W on G, and there is a one-to-one, 
sign reversing correspondence between G and the set Swv of all E paths from 
W to V on G. If — Swv denotes the set Swv with all elements having sign 
opposite to their sign as E paths from W to V, we see that Svw U — Swv is 
isomorphic to R and hence cancels. 

Now let G' = G + {e} where e is an undirected edge joining V to W. G' £ 
C(n, 2n — 1, 1) and is null by Theorem 3. As above, we consider the E circuits 
in G' at W and see that there is a one-to-one, sign preserving correspondence 
between the paths of G (respectively G) and the paths of Svw (respectively 
Swv)- Therefore Svw U Swv is a set of paths which cancels. Thus both 
Svw and SWv must cancel and G is null. 

Theorems 3 and 4 together with Remark 5 give us Theorem Y which we 
have asserted then gives us Theorem 1 as desired. 

We wish to mention one other related result since the same technique as 
used in the proof of Theorem 4 can give us the following. 

THEOREM 5. / / n is odd and G £ C(n, 2n — 2, 1), then G is null. 

This result, together with Theorem 3, tells us that if we are given m — 1 
n X n skew-symmetric matrices and one symmetric matrix, if n is odd and 
m ^ 2n — 2 or if n is even and m ^ 2n — 1, then the bracket of these matrices 
is 0. We shall see that these results are also best possible for a set of skew-
symmetric matrices and one symmetric matrix (see Theorem 8). These results 
have also been obtained by L. Rowen [6]. 

4. Examples of non-null graphs. We shall now exhibit a number of non-
null directed graphs with n vertices and m edges which will demonstrate the 
validity of Theorem 2''. 

THEOREM 6. Given w ^ 2 and m = 2n — 3, there is a directed graph with n 
vertices and m edges which is not null. 

Proof. Consider the graph H in Figure 3. We shall show that the vertex A 
is not a null vertex of H. 

Notice that there are n — 1 paths joining vertices A and B, n — 2 of length 
2 and one of length 1. Thus there are (n — 1) ! E paths on H which begin at A. 
If n is odd, these E paths also end at A, but if n is even, the paths end at the 
vertex B. 

Notice also that if P is an E path beginning at A, then ( — \)z as defined in 
line 1, is + 1 if and only if the edge e is traversed from A to B by P. Also 
if P has the associated permutation a G Sm, then sgn a = ( — l)x where x is 
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FIGURE 3 

the number of pa ths of length 2 which are used in P when travelling from B 
to A. 

Let 5 be the set of all E pa ths on H which begin a t A. We shall see t ha t all 
elements of S are positive if n = 1,2 (modulo 4) and all are negative if n = 
0, 3 (modulo 4) . Let Si be the set of all pa ths in 5 which traverse edge e from 
A to B and let 52 be the remaining pa ths of 5 (which therefore traverse e from 
B to A). As mentioned before, given P an E pa th , ( — l)z = + 1 if and only if 
P É 5i . T h u s for each P we must determine sgn a to establish whether P is 
positive or negative. 

Suppose n is even. Then in an E pa th P , n/2 tr ips are made from vertex A 
to vertex B and (n — 2 ) / 2 are made from B to A. For the pa ths of Si, (n — 2 ) / 2 
subpaths of length 2 are used in travelling from B to A. T h u s the sign of the 
permuta t ion corresponding to P £ Si is 

(n-2)/2 = J X l f W = 0 ( m ° d 4) 
" ^ ( + 1 iîn = 2 (mod 4 

For the pa ths of S2, (w — 4 ) / 2 pa ths of length 2 are used in travelling from B 
to 4̂ and have permutat ion signs 

/ _ n ( » - 4 ) / 2 = / + 1 i f w = ° (mod 4) 
^ y \ - l if n = 2 (mod 4) . 

Then remembering to mult iply by the appropr ia te value of ( — I) 2 , we see t ha t 
the pa ths of Si and S2 have signs as E pa ths given by 

( - 1 ifn = 0 (mod 4) 
( + 1 if n = 2 (mod 4) . 

If n is odd, (n — l ) / 2 pa ths are traversed from A to B and (n — l ) / 2 from 
B to A. For the pa ths of Si (defined as before) we have the permuta t ion signs 
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and E pa th signs given by 

(-)Vn-i)/2 = / + 1 if » = 1 (mod 4) 
v ; \ - l if » s 3 (mod 4) . 

For the pa ths of S2 we have {n — 3 ) / 2 paths of length 2 traversed from B to A 
whence we have associated permutat ion signs 

f_-h(n-3)/2 = i " 1 if » = 1 (mod 4) 
V ; \ + l if w = 3 (mod 4) 

and by multiplying by ( — I ) 2 = — 1, we have signs of E pa ths given by 

+ 1 if n = 1 (mod 4) 
- 1 if « = 3 (mod 4) . 

Thus regardless of n, we have either all positive or all negative E pa ths 
beginning dit A. A cannot then be null. 

We can now use the graph H of Figure 3 to obtain the necessary examples 
to complete the proof of Theorem 2' for m < 2n — 3. Consider the connected 
directed graph on p vertices and p — 1 edges which has one vertex Y with 
out-degree 1 and in-degree 0, one vertex Z with out-degree 0 and in-degree 1, 
and the remaining p — 2 vertices with both in-degree and out-degree 1. We 
shall call this graph the directed £>-chain from Y to Z. Then the following 
result is clear. 

LEMMA 7. Let G be a directed graph and V a vertex of G. Let G' be the directed 
graph obtained by adding the directed p-chain from Y to Z on at the vertex V 
(i.e. by identifying vertices Z and V). Then Y is not a null vertex of G' if and 
only if V is not a null vertex of G. 

T H E O R E M 7. Given n ^ 2 and m < 2n — 3, there is a directed graph with n 
vertices and m edges which is not null. 

Proof. Suppose n — 1 < m < 2n — 3. Then construct a graph G as in 
Figure 3 with m + 3 — n vertices and 2n + 3 — 2n edges. We know tha t A 
is not a null vertex of G by Theorem 6. (Notice t ha t m + 3 — n > 2 since 
m > n — 1.) If we a t tach the directed ^-chain from Y to Z on to G a t vertex A 
where p = 2n — m — 3, we obtain a new graph G' with n vertices and m 
edges. By Lemma 7, the vertex Y of G' is not null. 

Suppose m S n — I. Then the directed m-chain plus n — m isolated vertices 
is not null, for if Y is one of the two vertices of degree 1, F is not null since 
precisely one E pa th begins a t Y. 

Theorems 6 and 7 together give us Theorem 2' which we have asserted is 
equivalent to Theorem 2. In fact, given n and m < 2n — 2, we can explicitly 
describe a set of m n X n skew-symmetric matrices A\, . . . , Am for which 
[Ai, . . . , Am] 9e 0. Namely, given such an n and m, draw and label the ap­
propriate graph G with these parameters as given in Theorems 6 and 7. Then 
for each edge ek, k = 1, . . . , m, of G which is directed from vertex i to vertex j , 
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let the matrix Ak be the matrix of all O's except for atj = + 1 and ajt = — 1. 
Then for these .4*'s, [Au . . . , Am] j* 0. In this way, we obtain Theorem 2. 

We mentioned one additional result in Theorem 5 which we can now see is 
also the best possible result for partially directed graphs with one undirected 
edge. 

THEOREM 8. If n is odd and m < 2n — 2 or if nis even and m < 2n — 1, then 
there is a partially directed graph G with n vertices and m edges, of which pre­
cisely one is undirected, such that G is not null. 

Sketch of the proof. Using the same techniques as in the proof of Theorem 6, 
it can be shown that the vertex A in each of the graphs, shown in Figure 4, 
is not null. Then for n — 1 < m < 2n — 3, a graph as in Figure 4a with 
m + 3 — n vertices and 2m + 3 — 2n edges and with a directed ^-chain 
added on at i (p = 2n — m — 3) will be a suitable non-null graph. For 
m ^ n — 1, an m-chain with one undirected edge will do. 

(a) 

(b) n even. 
FIGURE 4 
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5. Technical lemmas. 

Proof of Lemma 3. If Si = Si, then the paths of S{et, ejy ek, Y) can be paired 

p1eiejekp2 with piekejeip2 

where pi and p2 are paths on G. 
(1) If an even number of edges {eu ejy ek} are directed, these paired elements 

have opposite signs. In this case S(e{, ejt ek, Y) is the union of such cancelling 
pairs and therefore cancels. 

(2) If Si = Si and an odd number of the edges \eu ejt ek) are directed, then 
the paths , paired as above, are both of the same sign. Therefore S(eu ej, ek, Y) 
cancels if and only if Sr {eu ejy ek, Y) cancels. 

G{eu ejf ek) = G — \eu ejf ek) + { / } w h e r e / is an undirected loop a t vertex 
S^ There is then a one-to-one correspondence between S'(et, ej} ek, Y) and 
the E pa ths a t Y on G{et, ej, ek) and we claim tha t the correspondence is also 
sign-consistent. Because of Remark 2 we may assume tha t the edge es has 
some label h £ {1, 2, . . . , m}, ek the label h + 1, and we g i v e / the label of et. 
Consider two corresponding paths P i = pietejekp2, i < k and P 2 = pifp2 
w h e r e / i s a loop. The signs of the corresponding permutat ions are the same and 
the corresponding orientation coefficients are either always the same or always 
opposite. In either case the correspondence is sign-consistent as claimed in (2). 

(3) If St 7* Si, G(eu ej, ek) = G — [eif ejt ek) + { / } w h e r e / is an edge (not 
a loop) between St and Si. Then there is a one-to-one correspondence between 
S(eu ej, ek, Y) and the set of all E paths a t Y on G(eu ej} ek), obtained by 
associating an element P = pietejekp2, i < k, (respectively Q = p^ekejetpi) 
with the E pa th Pf = p\fp2 (respectively Qf = pzfp\) on G(eu ejt ek). Converse­
ly, given an E path on G{eu ej, ek) P' = pfp'', we obtain the element P = 
petejekp

f (respectively Q = pekejetp
f) of S(eu ejt ek, Y) i f / is traversed from 

Si to Si (respectively from Si to Si) in P'. We claim tha t the correspondence is 
sign-consistent; t ha t is, we must show tha t the correspondence of pa ths P 
with P' and Q with Qf is always sign preserving or always sign reversing for 
our given graph. We may assume tha t the edge ej has some label h, 
K ( l , 2 , . . . , m ) , and tha t ek has the label h + 1. L e t / receive the label of e{. 

Then the permutat ions corresponding to P and P' have the same signs 
whereas those corresponding to Q and Qf differ from each other. Suppose 
O C ( P ) = O C ( P r ) . Then a routine check shows tha t OC(Ç) = - OC(<2'), 
and in these cases we have tha t the correspondence is sign preserving. If 
O C ( P ) = - O C ( P ' ) , then similarly OC(Q) = OC((7) and we see tha t the 
correspondence is sign reversing. Thus in all cases there is an isomorphism as 
claimed in (3). 

Proof of Lemma 4 (due to Herber t S. Wilf). Let us construct the p X p 
symmetric adjacency matrix, A, of T in the following way. Let Vj be the 
number of vertices of degree j in T. Then in A we list the v2 vertices of degree 2 
in the first V2 rows and columns; in the next v\ rows and columns we list the 
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vertices of degree 4, etc. Let B2j2 s tand for the v2 X v2 submatr ix in the first v2 

rows and v2 columns; let P4,2 s tand for the v\ X v2 submatr ix of A in the first v2 

columns and in rows , 2 + 1 through v2 -\- v\\ and in general let B2j>2, j = 1> 
s tand for the v2j X v2 submatr ix of A in the first v2 columns and in rows k + 1 
through k + V2j, where k = J^JiZiv2i. Let C22 s tand for the v2 X (p — v2) sub-
matrix of A in the first v2 rows and in columns ,2 + 1 through p. 

Suppose tha t no two vertices of degree 2 are adjacent. B2,2 is then a v2 X v2 

zero matrix. 
Suppose also tha t every vertex of degree 2d is adjacent to a t most 2d — 4 

vertices of degree 2. Thus every vertex of degree 4 is adjacent to no vertices of 
degree 2; hence P4,2 is also a zero matr ix of dimension , 4 X v2. Fur thermore 
since each vertex of degree 6 is adjacent to a t most 2 vertices of degree 2, each 
row sum of B6>2 is a t most 2. Similarly each row sum of B8<2 is a t most 4, e tc . 

Then the sum of the entries in BA>2 + ^6,2 + B8,2 + . . . is a t most 

0 + 2,6 + 4,8 + . . . = Z vu&d - 4) 

- E(P(*0 - 4 ) , 

this last sum being over all vertices of G of degree a t least 4. 
Since A is symmetric , the sum of the entries in £4,2 + Pe,2 + . . . is equal to 

the sum of the entries in C22 and each row sum of C22 is precisely 2 since 
^2,2 = 0. T h u s the sum of the entries of C22 is 2v2 and 

2̂ 2 ^ Z (P(P) ~ 4) = Z (PM ~ 4) - (-2,2), 

with the last sum now over all vertices of the graph. T h u s 

X (P(v) - 4) è 0, 
V 

or equivalently 2(2^ — 1) ^ 4£, a contradiction. 

Proof of Lemma 5. P = U *=i-P* where P* is the set of those pa ths of P which 
begin on edge et. (See Figure 2.) We shall see t ha t each Pt cancels, bu t to 
simplify notat ion, consider P i . 

P i = U S(w) where S(w) is the set of all pa ths of P i whose associated Type I 
part i t ion is ir, and where the union is taken over all Type I part i t ions in which 
the singleton is {1}. We shall see t h a t each S(w) cancels, bu t to simplify nota­
tion, suppose 7T is the part i t ion 

{1}, {2 ,4} ,{3 , 5},{6, 7 } , . . . , { 2 d - 2, 2d - 1). 

We shall apply Lemma 3 several t imes. All the pa ths of S(ir) t raverse the 
edges e2, e4, a n d / 4 consecutively. Therefore wre see by par t s 1 and 2 of Lemma 3 
t ha t if 52 = P4 either the pa ths of S(ir) cancel or the pa ths of S(T) cancel if 
and only if the pa ths of 5;(7r) cancel where S' (ir) contains those pa ths of S(ir) 
of the form p\e2e±f$2. 

Then applying par t s 2 and 3 of the lemma, there is an isomorphism between 
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the pa ths of S'(ir) or S(ir) respectively and the set of paths S(TT'), all E pa ths 
from F to W on # 2 4 = H — {e2, e^f\) + {d2}} (where d2 joins S2 and T4 and 
is directed or not as dictated by the lemma) which induce on the set 
{1, 3, 5, 6, . . . , 2d — 1} the part i t ion 71-' where 

TT' = {1}, | 3 , 5 } , {2i,2i + 1}, i = 3, ...,d - 1. 

#24 £ C(n — 1, 2n — 3, p) where p = 0, 1, 2. (The number of undirected 
edges may have increased.) 

W e apply the lemma again to the triple (e3, e$,f$) in the graph #24, and we 
see again t ha t either S(T') cancels or there is an appropriate isomorphism of 
these pa ths with those of S(ir"), the set of all E pa ths from V to W on 
#2435 = #24 — {̂ 3, eb, /Ô} + {d*} (where d% joins 5 3 and T5) which part i t ion 
the set { 1 , 6 , 7 , . . . ,2d - 1} into the sets {1}, [2i,2i + 1} i = 3, . . . , d - 1. 
#2435 G C(» - 2, 2» - 5, £) where p = 0, 1, 2 or 3. 

We apply Lemma 3 d — 3 more times, once for each of the triples 
(e<LU e2i+i, f2i+i) for i = 3, . . . , d — 1, and we find eventually tha t either the 
pa ths of S(w) cancel or S(T) is isomorphic to the set of all E pa ths from V to 
IF on 

# = # - { e „ i = 2 , . . . , 2 d - l,fA,f2J+1,j = 2, . . . , d - 1} 

+ {d3, ^2^, w = 2, . . . , d — 1} 

where d{ joins 5* to 7\+i and may be directed or not. Thus 

# G C(n - d + 1, 2n - 2d + 1, p ) , 

^>G{0, 1, . . . , d — 1}, and has a vertex of degree 1, namely V, since all edges 
except for e\ have been removed. But then K = H — { V, e\ is null by Remark 5 
since K G C(n — d, 2n — 2d, p). Thus # is null so tha t the pa ths of S(T) cancel. 

In the same way the paths of S(w) cancel for any Type I parti t ion T and thus 
so do the paths of P u i = 1, 2, 3 and hence P. 

Proof of Lemma 6. (See Figure 2.) The proof is by induction on m and p. 
We know tha t the result is true for p = 2 and for every m ^ n} for when 
p = 2, p(V) = 3 and in this case we are discussing the set of all E pa ths on # 
which begin a t V. By the minimality of n and by the discussion of case I I , we 
know tha t such a set of E pa ths cancels since the graph # is null. 

We assume the lemma is true for every pair (g, k) q < p and k < m and we 
wish to prove the lemma for the parameters p and m ^ n. 

We may write P = (J S(ir) where S(ir) is the set of all E pa ths on # with 
associated part i t ion T of Type II and where the union is taken over all par t i ­
tions of Type II of {1, 2, . . . , 2p — 1}. To simplify notation, let z = 2p — 1. 
In every Type II part i t ion T, Z is paired with some element w where 4 rg w < z, 
and we may write 

2p-2 

P = U S(ir) = U U S(j, Z, TT') 
1-4 *' 
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where S(j, z, IT') is the set of those pa ths of S{ir) in which z and j are paired 
and where w' is the T y p e II part i t ion of {1, 2, . . . , 2d — 2) — {j}, obtained by 
removing the pair {j, z) from x. 

For a fixed 7, consider \JV'S{j, z, x ' ) and to simplify notat ion, assume 
j = z — 1 = 2p — 2. Thus we consider the set D = \JT>S(z — 1, z, IT'), the 
union being over all Type II part i t ions x ' of {1, 2, . . . , 2d — 3}. 

Notice t ha t if Tz = W, then there may be some pa ths in D which are of 
the form pfz^iez-iezfz, i.e. pa ths which end a t Tz just after having traversed 
e d g e / z . Let the set of all such pa ths of D be denoted by Dr and let D" = D — 
Df. Thus D" contains those pa ths of D which are either of the form 

pijz_iez^lezfzp2 {p2 9^ 0) or p^fzezez-ifz^ipA, 

where pt, i = 1, . . . , 4, are subpaths . 
We shall see first t ha t the pa ths of Df cancel, for there is an isomorphism 

between the pa ths of D' and the set R of all E pa ths from V to T2_i on G = 
G — { fz-i, ez-i, eZJfz] which induce a T y p e II part i t ion on {1, 2, . . . , 2d — 3}. 
G' £ C(m — 2,2m — 5, i), i = 0, 1 ; vertex F i n G' has valence 2p — 3 and is 
adjacent to a t least 2p — 6 vertices of degree 2. Therefore by induction the 
pa ths of R cancel as do the pa ths of Df. 

Notice t ha t in a pa th of D" fz has either a predecessor or successor which is 
an edge a t Tz. If p{Tz) = k + 1, suppose the edges, other t h a n / z , are labelled 
gi, i = 1, 2, . . . , &, where gt joins Tz and U\. (The Ut may not all be dist inct 
and it may happen tha t U{ = T5 or Sk for some values of i, j or k.) 

We now apply Lemma 3 twice, first with the triple of edges (fz-i, ez-i , ez). 
Note tha t every pa th of D" travels on these three edges consecutively and so 
we replace them by an e d g e / joining T2_i and Sz and which is sui tably directed 
or not. (Notice t ha t by assumption T2_i 9e Sz.) T h u s we have t ha t the set D" 
is isomorphic to the set R of all E pa ths from F to W on H' = H — 
{/z_i, e2_i, ez} + {/ } which have an associated T y p e II part i t ion 
{1, 2, . . . , 2d — 3} and which are of the form q_ijfzq_2 (52 5^ 0) or qtfzfq^ where 
qt, i = 1, . . . , 4, are sub-paths . Hf G C(m - 1, 2m - 3, j), j = 0, 1, 2. (The 
number of undirected edges may have increased.) 

Now notice t ha t R = Uki=iR{ where Rt is the set of those pa ths of R which 
are of the form qij}zgiqi or qzgifzJq± i 6 {1, . . . , k}, where gt is the successor or 
predecessor of fz, other than / . Now we apply Lemma 3 again to each triple 
(/» fzt £i) to see t ha t either the set Rt cancels immediately or there is an ap­
propriate isomorphism between R{ and the set Xt of all E pa ths from V to W 
on Hi = Hr — [f,fz,gi\ + {dt} where d{ joins Tz-i and Ut and is appropr ia te­
ly directed or not and where the pa ths must induce a T y p e II part i t ion of 
U , 2, . . . , 2d - 3}. 

T h e impor tan t thing to notice is t ha t Ht Ç C(m — 2, 2m — 5, j), j = 0, 1, 
for every i = 1, 2, . . . , k even though Hf may have had two undirected edges. 
(A routine check will verify this.) The graph Hi and the set Xt satisfy our 
inductive hypothesis. Y in Ht has valence 2p — 3 and is adjacent to a t least 
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2p — 6 vertices of degree 2, and Xt is the set of all E paths at Y on Hi which 
induce a Type II partition on {1, 2, . . . , 2d — 3}. Thus the paths of Xt cancel 
for every i, implying that the paths of Rt and R cancel. Thus D" cancels and 
the set D = \Jv>S(z — 1, z, irr), cancels. In the same way so does the set 
Uir'S(j, z, 7r'), j = 4, . . . , 2p — 3. Thus the paths of P cancel as claimed. 
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