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1. Introduction

Although many varied techniques have been proposed for handling
deterministic non-linear programming problems there appears to have been
little success in solving the more realistic problem of stochastic non-linear
programming, despite the many results that have been obtained for
stochastic linear programming. In this paper the stochastic non-linear
problem is treated by means of an adaptation of a method used by Ber-
kovitz [1] in obtaining an existence theorem for a type of. inequality con-
strained variational problem involving one independent variable. The
stochastic programming problem of course involves many independent
variables. Necessary conditions are obtained for the existence of a solution
of a fairly general type of non-linear problem, and these conditions are
shown to be also sufficient for the convex problem. A duality theorem is
given for the latter problem.

An interesting result is that the necessary and sufficient conditions
thus obtained for the stochastic problem are in fact of the form of deter-
ministic non-linear programming problems, so that much of the existing
theory for deterministic problems can be applied to the stochastic problems,
where these conditions apply.

The term stochastic is used here to mean generally either that the data
in the programming problem is subject to random errors of measurement
or subject to unpredictable fluctuations in time.

2. Statement of the problem

Let the vector y e Y C Em be the data of a programming problem, and
let y have the scalar distribution y>(y) which is continuously twice differen-
tiable on Y. Let x e En be an activity vector chosen to minimise the ex-
pected value of the scalar objective function (f>(x, y) subject to the two
types of constraints:

(i) the expected value of the function g(x, y) is non-negative, where
g e Er, and

(ii) the function h(x, y) is non-negative where heE,.
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Both types of constraints are important in practice; the first for example
may refer to long term contractual requirements whose average short
term requirements may be violated, and the second may refer to the more
common physical limitations of the system which cannot be violated at all.

In the following the symbol J dy is used to indicate the m-dimensional
definite integral over Y; superscripts denote vector components; and
subscripts denote vector differentiation, that is, gx is the matrix [dg'jdx*].
There is no notational distinction between row and column vectors.

So the problem may be written in the form:

(1) minimise J <f>(x, y)y>(y)dy

(2) subject to J g(x, y)y(y)dy ^ 0

(3) and h(x, y) ^ 0.

Let the set of values of x defined by (2) and (3) be denoted by X.
It will be supposed that <f>, g, and h are continuously twice differentiable
on S = X X Y.

We further require the constraint condition that if r+s > n then at most
n components of g and h together can vanish at each point of S, and for
those components g* say j = 1, 2, • • • J, and A\ say k = 1, 2, • • • K, that
do vanish at some point of S the matrix

dx* " ' ft? Bx* '" dx* J

has maximum rank. Further it is desired to impose a certain smoothness
on the constraint boundary, namely that if g'(x) = 0 then \\x*— a;||2 = o
(l\gi(x*)~gi(x)\\) f°r feasible x*, and similarly for h. These conditions
are not very restrictive from the practical viewpoint, but they are required
in the following proof to ensure that specific changes in the value of x
can be made which induce specific changes in all the zero components
g', h\ ; = 1, 2 , - . - 7 , * = 1 , 2.---K.

3. Necessary and sufficient conditions

THEOREM 1. If a; is to be a solution of the problem (1), (2), (3) above,
it is necessary that there exist an r-dimensional vector X ̂  0 and an s-
dimensional vector function p(y) sJ 0 such that

W *.(*, y)y(y)+^*(*. y)v{y)+H-{y)h{*. y) = o

(5) *ig(x. y) = o

and
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(6) i«(y)*(*. y) = o

PROOF. We shall follow the usual method of converting inequality
constraints into equations by introducing slack variables. Standard Euler-
Lagrange theory (see for example [3]) will then be used to show the neces-
sity of (4), (5) and (6), after which the slack variables will be eliminated
and a separate argument will show the necessity of the semi-negativity
of X and f*(y).

Let

v2 = wywr • • • fo')2]
and

f2 = [(ITC?2)2 • • • (I')2]
be r-dimensional and s-dimensional vectors respectively such that

(7) jg(x, y)y>(y)dy-t}* = 0

and

(8) h(x,y)-P = 0.

Introducing the Lagrange multipliers k and ft(y) we immediately derive
from the Lagrangian function

L = <H>+A(gy>-

the Euler equations:

(9) Lxi =

(10) L,, =

(11) W =
that is,

(12) 4>xV+k^

(13) Ay =

and

(14) /**f* =

Equations (7) and (13) imply

(15) SXg> •.

and equations (8) and (14) imply

(16) u*h*

-r)+i»(A—f*

o,
o.
0,

-A = o
= o,

= 0,

= 0

= 0.

)

i= 1,

7 = 1,

k=l,

7 = 1-

k= 1,

2, • • • n

, 2, • • • r

, 2, • • • s

2, • • • r

2, • - • s
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The results (12), (15) and (16) thus give the equations (4), (5) and (6),
It remains to prove the semi-negativity of X and ft.

From (15) it follows that if some gJ > 0 then the corresponding
X' = 0, and similarly from (16) for fi(y). If some g' = 0 consider a special
variation from the minimising a; to a neighbouring feasible x* to be defined
in the following proof. Taylor's theorem to first order with remainder
term e(z*, x, y) = o(||a;*— **||2) gives

, y)y>(y)+Xg(x*, y)tp{y)+n{y)h(x*, y)
x- y))]dy

x. y))+e]dy

by (4), as would be expected from the usual Euler-Lagrange theory.
Therefore

J 4>{x*.
(17) = - j [X{g(x*, y)-g(x, y))y,(y)+rty)(h(x*, y)-h(x, y))-

by (5) and (6).
Now let x* be such that e is sufficiently small not to affect the sign

of the term in square brackets and such that all zero components of g,
except the /th, and all zero components of h are unchanged in value. Such
a choice of a;* is possible under the constraint conditions.

Then the sign of

[ J ^{x*, y)y>(y)dy - j j,(x, y)V(y)dy]

is the sign of

Hence since gs(x*, y) > 0 by hypothesis, X1 ̂  0.
Similarly fi(y) :£ 0; for if fik(y) > 0 for some values of y then the

variation from x to x* can be chosen so that — J /ik(y)h"(x*, y)y>(y)dy is
strictly negative, and all other zero components of g and h are unchanged,
giving from (17) the contradiction

(x*, y)y>(y)dy - J <f>(x, y)y>(y)dy < 0.

Thus equations (4), (5) and (6) provide » + r + s necessary conditions
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for the solution of the problem involving the n-\-r-\-s unknowns x, X, and
fi, in terms of the parameter y. The additional necessary inequalities A ^ 0,
fi ^ 0 render the problem a non-linear programming problem, although
deterministic in form.

The foregoing theorem may be considered to be a stochastic generaliza-
tion of the Kuhn-Tucker theorem [2] for deterministic non-linear program-
ming. In general the conditions obtained will not be sufficient to determine
a minimum, of course, but as in the Kuhn-Tucker theorem, they are suf-
ficient for convex programming, as will be shown in Theorem 2.

THEOREM 2. If in addition to the properties given above 4>{x, y) is
convex with respect to x, and g(x, y) and h(x, y) are concave with respect
to x, then the necessary conditions obtained in Theorem 1 are also sufficient
for a minimum of the stochastic programming problem.

PROOF. Since <f>(x, y) is convex with respect to x,

l</>(x*, y)y(y)dy ^ J (<f>(x, y)+(x*-x)t/>x(x, y))v(y)dy

= J (<f>(x, y)y>(y)-(x*-x)[Agx(x, yMy)+[*(y)hx(x, y)])dy

by (4)

^ J <f>(x, ty)y(y)dy- j A{g(x*. y)-g(x, y))y>(y)dy

-fp(y)(h(x*,y)-h(x,y))dy,

since Ag(x, y) and fi(y)h(x, y) are convex with respect to x,

= J <f,(x, y)y>{y)dy - J Ag(x*. y)y>(y)dy

- \ KyMx*>
by (5) and (6)

j * . y)y(y)dy

by (2) and (3) and the fact that A ^ 0, fi(y) ^ 0.
Hence <f>(x, y) is minimal.

4. Duality

Duality theorems are useful in mathematical programming for es-
tablishing upper and lower bounds for the objective function when an
approximately optimal activity is known, and hence providing a measure
of the accuracy of the approximation. If the primal problem involves
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minimisation, say, then the dual involves maximisation, and bounds are
obtained by solving a linear problem.

THEOREM 3. If <f>, ip, g, and h are functions as defined in Theorem 2,
and if x0 is optimal in.the primal problem (1), (2), (3) then z0 is also
optimal in the dual problem:

(18) maximise j (<f>(x, y)y>(y)-\-Xg{x, y)y>(y)+/*(y)h(x, y))dy

(19) subject to J (<f,x(x, y)y>(y)+Xgx(x, yMy)+fi(y)hx{x, y))dy = 0

(20) A < 0

and

(2i)

The optimal A, /j.(y) satisfy (4), (5) and (6), and the optimal objective
functions in both problems are equal in value.

PROOF. Since x0 is optimal in problem (1), (2), (3) then there exist
vectors A,, ̂  0, /xo(y) fS 0 satisfying (4), (5) and (6) and hence satisfying
the constraints of the dual problem. Let a;*, A*, /**(y) be any feasible
solution of the dual problem.

Then

J {<f>(x0, y)y>(y)+Xog(xo,

- J (<f>(x
= J fa(*0, y)w(y)-j,{x*, yMy)-l*g(x*, y)y,{y)-fl*(t/)h(x*, y))dy

by (5) and (6),

^ J (tf(*o. y)-

by (2) and (3)

^ J (*„-**) tf,(**,
since <f>, X*g, and /i*k are convex,

= 0, by (19).

Hence x0, k^ and /*0(y) are optimal in the dual problem.
Further,
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J (<f>(xo.

by (5) and (6),

so the optimal objective functions in both problems are equal.
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