Cycles on Arithmetic Surfaces
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Abstract. We develop a localized intersection theory for arithmetic schemes on the model of Fulton's intersection theory. We prove a Lefschetz fixed point formula for arithmetic surfaces, and give an application to a conjecture of Serre on the existence of Artin's representations for regular local rings of dimension 2 and unequal characteristic.
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Notation

Let $S = \text{Spec}(R)$ be the spectrum of a characteristic 0 complete discrete valuation ring $R$ with algebraically closed residue field $k$ of characteristic $p > 0$ and fraction field $K$. $s$ and $\eta$ denote, respectively, its closed point, its generic point and a geometric generic point, corresponding to an algebraic closure $\overline{K}$ of $K$. Let $G$ be the Galois group of $\overline{K}$ over $K$.

We fix a prime number $l \neq p$ and let $A$ be one of the rings $\mathbb{Z}/l^n\mathbb{Z}$, $\mathbb{Z}_l$ or $\mathbb{Q}_l$. To any finitely generated $A$-module $M$ with a continuous action of $G$, we associate its Swan conductor $\text{sw}(M)$ which is a finitely generated $A$-module (see Section 2 for the definition). Any $G$-equivariant endomorphism of $M$ induces an endomorphism of $\text{sw}(M)$.

We work in the category of separated schemes of finite type over $S$. The subscripts $s$ and $\eta$, associated with an object in this category, denote, respectively, its closed and its generic fibers. Associated with a morphism, they denote the induced morphisms over the closed and the generic fibers.

Let $X$ be a separated scheme of finite type over $S$. The group of cycles $Z(X) = \oplus_{n} Z_n(X)$ and the Chow group $A(X) = \oplus_{n} A_n(X)$ are graded by the absolute dimension over $S$. The latter is the sum of the relative dimension over $S$ and the dimension of $S$. In this paper, dimension stands for the absolute dimension over $S$. Notice that if $X$ is proper over $S$, the absolute dimension coincides with the Krull dimension.

The group of $n$-bivariant classes associated with a map $X \to Y$ is denoted $A^n(X \to Y)$ ([7] chapter 17).
If \( i: X \rightarrow Y \) is a closed immersion with ideal sheaf \( \mathcal{I} \), we denote \( \mathcal{N}_X^Y = \mathcal{I}/\mathcal{I}^2 \) its conormal sheaf and \( \mathcal{S}_X^Y = \bigoplus_{n \geq 0} \mathcal{I}^n/\mathcal{I}^{n+1} \) the graded algebra giving its normal cone.

An arithmetic scheme over \( S \) stands for a regular integral scheme proper and flat over \( S \). An arithmetic scheme of dimension 2 is an arithmetic surface. One such is semi-stable if its closed fiber is a reduced divisor with normal crossings.

If \( X \) is an arithmetic scheme and \( \sigma \) is an \( S \)-automorphism of \( X \), we denote \( H^*_\text{et}(X^\sigma; \mathbb{Q}_\ell) \) for \( z \in S \) or \( \overline{Z} \) the \( \ell \)-adic étale cohomology groups of respectively its closed and its geometric generic fibers. We use the short-hands \( \text{tr}(\sigma)H^*_\text{et}(X^\sigma, \mathbb{Q}_\ell) \) where \( z \in S \) or \( \overline{Z} \) and \( \text{tr}(\sigma)\text{sw}(H^*_\text{et}(X^\sigma, \mathbb{Q}_\ell)) \) for the alternating sum of the traces of \( \sigma \).

1. Introduction

The study of cycles on arithmetic schemes was pioneered by S. Bloch. The idea behind his approach was to overcome the lack of a ground field for these schemes by providing functorial constructions of cycle classes over their special fibers. In [3], Bloch associates with an arithmetic scheme \( X \) over \( S \) of relative dimension \( d \), a kind of Euler characteristic which measures its arithmetic complexity. The \( \ell \)-adic étale cohomology of the geometric generic fiber of \( X \) can produce such an invariant. But a good candidate should also have an analogue on the cycle level. For instance, the Euler characteristic of a proper smooth variety over a field coincides with the degree of the top Chern class of its tangent bundle. In a first approach, one can consider the top Chern class of the sheaf of relative differentials \( \Omega^1_{X/S} \). Since \( A_0(S) \) is trivial, we cannot get any relevant information from this class.

Any zero-cycle class on \( X \) can be represented by a cycle on the closed fiber of \( X \). In term of Chow groups, the push−forward map \( A_0(X^\sigma) \rightarrow A_0(X) \) is surjective, but it is far from being injective. In the special case of \( c_{d+1}(\Omega^1_{X/S}) \cap \{ X \} \in A_0(X) \), the graph construction of Fulton and MacPherson [7] provides a canonical lifting. More precisely, this construction gives a bivariant class \( c_{d+1}^X(\Omega^1_{X/S}) \in A^{d+1}(X \rightarrow X) \) which refines the usual Chern class \( c_{d+1}(\Omega^1_{X/S}) \). Bloch [3] defines the localized Euler characteristic of \( X \) to be the degree of \((-1)^{d+1}c_{d+1}^X(\Omega^1_{X/S}) \cap \{ X \} \), which is a zero cycle class on the closed fiber \( X^\sigma \). He conjectured that the localized Euler characteristic is minus the Artin conductor of the arithmetic scheme. The main result of his paper is a proof of this conjecture for arithmetic surfaces. Later, many works have emphasized the importance of this invariant [4, 16, 17].

In this paper, we develop a general theory which includes Bloch’s approach. His main result turns out to be a special case of a Lefschetz fixed point formula in this theory. The latter was conjectured by K. Kato, S. Saito and T. Saito for any relative regular curve over an excellent henselian discrete valuation ring ([10] conjecture (1.5)), and proved by them in the geometric case (i.e. the equal characteristic case). Finally, we give an application of our formula to a conjecture of Serre on the exist-
ence of Artin’s representations for two-dimensional regular local rings in the unequal characteristic case.

In the following, we describe the results of this paper in more detail. In the spirit of Fulton’s theory [7], we develop a localized intersection theory adapted to the localized Chern classes. Our theory works for general arithmetic schemes but the main theorems are proved only for arithmetic surfaces. For this reason, we restrict the introduction to the case of an arithmetic surface \( X \) over \( S \). Let \( \Delta_X \to X \times_S X \) be the diagonal closed immersion. We associate with any fiber square:

\[
\begin{array}{ccc}
W & \to & V \\
\downarrow & & \downarrow \\
\Delta_X & \to & X \times_S X 
\end{array}
\]

where \( V \) is a scheme of pure dimension \( k \), a \((k-2)\)-cycle class in the closed fiber of \( W \), called localized intersection product of \( \Delta_X \) with \( V \), and denoted \((\Delta_X, [V])_{\text{loc}} \in A_{k-2}(W)\). The formation of this class is compatible with proper push-forward and flat pull-back, and it satisfies an excess formula. Moreover, it is uniquely determined by these properties. In this theory, the localized Euler characteristic occurs as the self-intersection of the diagonal: 

\[
(\Delta_X, \Delta_X)_{\text{loc}} = c^X_{2, X}(\Omega_{X/S}) \cap [X] \in A_0(X).
\]

1.1. LEFSCHETZ FIXED POINT FORMULA FOR ARITHMETIC SURFACES

Let \( X \) be an arithmetic surface over \( S \), \( \sigma \) be an \( S \)-automorphism of \( X \), and \( \Gamma \subset X \times_S X \) be its graph. The localized intersection product \((\Delta_X, \Gamma)_{\text{loc}}\) is a 0-cycle class in the closed fiber of \( X \). Therefore, we can take its degree which is equally denoted \((\Delta_X, \Gamma)_{\text{loc}}\).

**THEOREM 1.1.** Let \( X \) be an arithmetic surface over \( S \) and \( \sigma \) be an \( S \)-automorphism of \( X \). Then,

\[
(\Delta_X, \Gamma)_{\text{loc}} = -\text{tr}(\sigma)\text{sw}(H^0_{et}(X, \mathbb{Q}_l)) + \text{tr}(\sigma)|H^0_{et}(X, \mathbb{Q}_l) - \text{tr}(\sigma)|H^0_{et}(X, \mathbb{Q}_l).
\]  

(1)

The Swan conductors \( \text{sw}(H^0_{et}(X, \mathbb{Q}_l)) \) vanish when the action of the Galois group \( G \) of \( K \) over \( K \) on \( H^0_{et}(X, \mathbb{Q}_l) \) is tame. Hence, for a semi-stable arithmetic surface \( X \), the Lefschetz fixed point formula becomes

\[
(\Delta_X, \Gamma)_{\text{loc}} = \text{tr}(\sigma)|H^*_{et}(X, \mathbb{Q}_l) - \text{tr}(\sigma)|H^*_{et}(X, \mathbb{Q}_l).
\]

(2)

Formula (1) for \( \sigma \neq \text{id} \) was conjectured, in a different formulation, by K. Kato, S. Saito and T. Saito for any relative regular curve over an excellent Henselian discrete valuation ring ([10] conjecture 1.5), and proved by them in the geometric case. We prove in remark 10.1 that equation (1) is equivalent to their formulation. The formula for \( \sigma = \text{id} \) was proved by Bloch [3]. Our proof closely follows his, even
if the technical details are more involved. To avoid large intersections with Bloch’s article, we will restrict the study to non-trivial automorphisms. The reader should consult this article for a proof of the theorem in the case $\sigma = \text{id}$.

We outline the proof of Theorem 1.1. We proceed in two steps. In the first step, we prove the theorem for semi-stable surfaces. The vanishing cycles for these surfaces can be computed explicitly. In particular, the difference of the alternating traces of $\sigma$ can be expressed in term of its action over the singular points in the special fiber. Then, we prove that $(\Delta_X, \Gamma)_{\text{loc}}$ is given by the same expression. For this purpose, we establish a residual formula for the localized intersection theory.

The second step is a reduction to the semi-stable case. By the semi-stable reduction theorem, there exists a finite flat totally ramified Galois extension $T$ of $S$ such that $X \times_S T$ has a semi-stable regular model $V$. The automorphism $\sigma$ extends to a uniquely determined $T$-automorphism of $V$. Then, the main problem is to compare the Lefschetz numbers of $\sigma$ over $X$ and over $V$. Inspired by the classical intersection theory and Bloch’s work [3], we solve this problem by a projection formula. This formula relates the Lefschetz number of $\sigma$ over $X$ to the sum of the Lefschetz numbers of $\sigma \circ \tau$ over $V$, where $\tau$ runs over the Galois group of $T$ over $S$. The projection formula is the basic ingredient in the proof of Theorem 1.1. But its importance should be emphasized as an independent result.

1.2. PROJECTION FORMULA

Let $f: X \rightarrow Y$ be a morphism of finite degree $n$ between arithmetic surfaces over $S$. Given two $S$-automorphisms $\sigma$ of $X$ and $\tau$ of $Y$ such that $\tau \circ f = f \circ \sigma$, we would like to compare the Lefschetz numbers of $\sigma$ and $\tau$. For this purpose, we consider the Cartesian diagram

$$
\begin{array}{ccc}
W & \rightarrow & X \times_Y X & \rightarrow & \Delta_Y \\
\downarrow & & \downarrow & & \downarrow \\
\Gamma_\sigma & \rightarrow & X \times_S X & \rightarrow & Y \times_S Y
\end{array}
$$

where $W$ is the intersection of $\Gamma_\sigma$ with $X \times_Y X$. On the one hand, $X \times_Y X$ has pure dimension 2. Its localized intersection with $\Gamma_\sigma$ is a cycle class of dimension 0 over $W'$. On the other hand, the localized intersection of $\Gamma_\sigma$ with $\Delta_Y$ is also a cycle class of dimension 0 over $W'$. We expect that these cycle classes are the same:

$$(\Gamma_\sigma \{X \times_Y X\})_{\text{loc}} = (\Delta_Y, \Gamma_\sigma)_{\text{loc}} \in A_0(W').$$

We call this formula a projection formula because we think of $X \times_Y X$ as the pull-back of $\Delta_Y$. To prove the Lefschetz fixed point formula, we need to consider the projection formula only for morphisms $f$ such that $f_\eta: X_\eta \rightarrow Y_\eta$ is étale. This case will be treated in Section 6 for non-trivial automorphisms. The trivial automorphism case was proved by Bloch [3]. We would like here to emphasize
an other aspect of this formula, namely a relation with a Hurwitz formula for arithmetic surfaces.

Given a morphism \( f : X \to Y \) of finite degree \( n \) between two arithmetic surfaces, we ask for a formula relating the localized Euler characteristics of \( X \) and \( Y \) and the ramification of \( f \) in the spirit of the usual Hurwitz formula. The equation

\[
f_{\star}(\Delta_X[X \times_Y X])_{\text{loc}} = n(\Delta_Y, \Delta_Y)_{\text{loc}} \in A_0(Y)
\]

may be a good candidate for a Hurwitz formula. Indeed, we decompose \( X \times_Y X \) into its irreducible components, \( [X \times_Y X] = \sum_{i=1}^r n_i[V_i] \). The diagonal \( \Delta_X \) occurs as one component with multiplicity one, put \( V_1 = \Delta_X \). Then, formula (3) reads

\[
f_{\star}(c^X_{2, X}(\Omega^1_{X/\mathbb{A}}) \cap [X]) - nc^Y_{2, Y}(\Omega^1_{Y/\mathbb{A}}) \cap [Y] = - \sum_{i=2}^r n_if_{\star}(\Delta_X, V_i)_{\text{loc}} \in A_0(Y).
\]

For \( i > 1 \), the scheme theoretic intersection \( \Delta_X \cap V_i \) is contained in the ramification divisor of \( f \) and \( (\Delta_X, V_i)_{\text{loc}} \) should be understood as its contribution to the Hurwitz formula. We lack a general proof of this formula. But at least two reasons stand for it. First (3) holds if \( f : X_\eta \to Y_\eta \) is étale, and second it holds in \( A_0(Y) \).

1.3. ON SERRE’S CONJECTURE ON THE EXISTENCE OF ARTIN’S REPRESENTATIONS

Let \( A \) be a regular local ring with maximal ideal \( m \) and \( G \) be a finite group of automorphisms of \( A \). For \( \sigma \in G \), let \( I_\sigma \) be the ideal of \( A \) generated by \( \{a - \sigma(a), a \in A\} \). Assume

(i) \( A^G = \{a \in A; a = \sigma(a) \ \forall \sigma \in G\} \) is a Noetherian ring and \( A \) is finitely generated \( A^G \)-module;
(ii) for each \( \sigma \in G - \{1\} \), \( A/I_\sigma \) has finite length;
(iii) the map \( A^G/(A^G \cap m) \to A/m \) is an isomorphism.

Then, define the function \( a_G : G \to \mathbb{Z} \) by

\[
a_G(\sigma) = -\text{leng}_{A^G}(A/I_\sigma) \quad \text{if} \ \sigma \neq 1,
\]

\[
a_G(1) = - \sum_{\sigma \in G - \{1\}} a_G(\sigma).
\]

Serre conjectured that \( a_G \) is the character of a \( \mathbb{Q}_l \)-rational representation of \( G \) for any prime number \( l \) which is invertible in \( A \) ([19], chapter 6). This conjecture was proved in dimension 1 by Artin, Arf and Serre [18, 19] and in dimension 2 and equal characteristic case by K. Kato, S. Saito and T. Saito [10]. As a corollary of the Lefschetz fixed point formula (1), we can prove Serre’s conjecture for some 2-dimensional regular local rings in the unequal characteristic case. A proof in this case was announced by Kato [8, 9] but has not been published.
LEMMA 1.2. Let $X$ be an arithmetic surface over $S$ and $\sigma$ be an $S$-automorphism of $X$. Assume that the scheme of $\sigma$-fixed points over $X$ consists of one closed point $x$, and let $\mathcal{I}_x$ be the ideal of $\mathcal{O}_{X,x}$ generated by $\sigma(a) - a$ for $a \in \mathcal{O}_{X,x}$. Then,

$$\left(\Delta_{X^\sigma} \Gamma \right)_{\text{loc}} = \text{Leng}(\mathcal{O}_{X,x}/\mathcal{I}_x).$$

We deduce the following from Theorem 1.1 and Lemma 1.2 (the proof is given in Section 10):

COROLLARY 1.3. Let $X$ be an arithmetic surface over $S$ and $G$ be a finite group of $S$-automorphisms of $X$. Assume that there exists a closed point $x$ in $X$ which is the unique $\sigma$-fixed point of $X$ for any $\sigma \in G \setminus \{1\}$. Then, Serre’s conjecture holds for the regular local ring $\mathcal{O}_{X,x}$.

2. Swan Conductors

In this section, we recall the definition of Swan conductors [10, 18, 19]. Let $L/K$ be a finite Galois extension of Galois group $G_{L/K} = K \cong L$. Let $\pi$ be a uniformizing element in $L$ and $v$ be the discrete valuation of $L$. For $\sigma \in G_{L/K} \setminus \{1\}$, put $i(\sigma) = v(\sigma(\pi) - \pi)$. Then, define the function $sw_{L/K} : G_{L/K} \to \mathbb{Z}$ by the following:

$$sw_{L/K}(\sigma) = \begin{cases} 1 - i(\sigma) & \text{if } \sigma \neq 1, \\ \sum_{\tau \in A} (i(\tau) - 1) & \text{if } \sigma = 1. \end{cases}$$

This is clearly a central function over $G_{L/K}$ and we have the fundamental result [18–20]:

THEOREM 2.1 (Artin, Arf, Serre). For any prime number $l \neq p$, there exists a $\mathbb{Z}_l[G_{L/K}]$-projective module $Sw_{L/K}$ such that $Sw_{L/K} \otimes_{\mathbb{Z}_l} \mathbb{Q}_l$ has $sw_{L/K}$ as a character. This module is unique up to isomorphism.

Let $G$ be the Galois group of $K$ over $K$. Fix a prime number $l \neq p$ and let $\Lambda$ be one of the rings $\mathbb{Z}/p^n\mathbb{Z}$, $\mathbb{Z}_l$ or $\mathbb{Q}_l$. Let $M$ be a finitely generated $\Lambda$-module with a continuous action of $G$. We associate to $M$ the $\Lambda$-module $sw(M)$ defined as follows:

1. If $\Lambda = \mathbb{Z}/p^n\mathbb{Z}$, then the action of $G$ over $M$ factors through $G_{L/K}$ for a finite Galois extension $L$ over $K$. Put $sw(M) = \text{Hom}_{G_{L/K}}(Sw_{L/K}, M)$. It is a finitely generated $\Lambda$-module which does not depend on $L$.
2. If $\Lambda = \mathbb{Z}_l$, put $sw(M) = \lim_{\rightarrow} sw(M/p^n M)$.
3. If $\Lambda = \mathbb{Q}_l$, take a $\mathbb{Z}_l$-lattice $B$ of $M$ stable under the action of $G$ (which exists by the compactness of $G$), and put $sw(M) = sw(B) \otimes_{\mathbb{Z}_l} \mathbb{Q}_l$.

Hence, $sw(M)$ is finitely generated over $\Lambda$, and $sw$ is an exact functor which sends free modules to free modules. If the action of $G$ on $M$ is tame then $sw(M) = 0$. 
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We now consider $M$ a finite dimensional $\mathbb{Q}_l$-vector space on which $G$ operates continuously and $\sigma$ a $\mathbb{Q}_l[G]$-linear map on $M$. Let $P$ be the $p$-Sylow subgroup of $G$. By compactness of $G$, the group $P$ acts on $M$ through a finite quotient. Let $L$ be a finite Galois extension of $K$ contained in $\overline{K}$ such that $P$ acts on $M$ by its quotient $P_L = K^\dagger$ in the Galois group $G_L = K^\dagger$ of $L$ over $K$ (i.e. $P \cap G_L$ acts trivially on $M$ where $G_L$ denotes the Galois group of $K$ over $L$). Then,

$$\text{tr}(\sigma)|sw(M) = \frac{1}{\#G(L/K)} \sum_{\tau \in G(L/K)} sw_{L/K}(\tau)\text{tr}(\sigma|)M$$

(4)

$$= \frac{1}{\#G(L/K)} \sum_{\tau \in G(L/K)} sw_{L/K}(\tau)\text{tr}(\sigma|)M.$$  

(5)

The group $G(L/K)$ does not act on $M$. The meaning of (5) is that $sw_{L/K}(\tau)$ vanishes if $\tau \not\in P(L/K)$.

3. Localized Chern Classes

The construction of these bivariant classes is based on the graph construction of Fulton and MacPherson ([7], chapter 18). We recall in the following a variant introduced by Bloch [3].

3.1. THE GRAPH CONSTRUCTION

For the beginning of this section, we work in the category of separated schemes of finite type over an arbitrary regular Noetherian base scheme $S$. Let $X$ be a closed subscheme of a scheme $Y$ and $E$ be a bounded complex of locally free $\mathcal{O}_Y$-modules of finite ranks:

$$0 \rightarrow E_{n+1} \xrightarrow{d_{n+1}} E_n \xrightarrow{d_n} E_{n-1} \rightarrow \ldots \rightarrow E_1 \xrightarrow{d_1} E_0 \xrightarrow{d_0} E_{-1} = 0.$$  

Let $\mathcal{H}_i(E)$ be the homology of this complex and assume that

$$\begin{cases}
(i) & E_i = 0 \text{ for } i < 0, \\
(ii) & \mathcal{H}_i(E) \text{ is supported on } X \text{ for } i > 0, \\
(iii) & \mathcal{H}_0(E)_{-X} \text{ is locally free of rank } e \geq 0.
\end{cases}$$

We associate with $E$ localized Chern classes $c_{p,X}(E) \in A^p(X \to Y)$ for all $p \geq e + 1$. We first construct a map

$$c_{p,X}(E) \cap : Z_e(Y) \to A_{e+p}(X).$$

Let $e_i$ be the rank of $E_i$, $G_i = \text{Grass}_{e_i}(E_i \oplus E_{i-1})$ and set $G =$
Let $\xi_i$ be the tautological bundle of rank $e_i$ on $G_i$, and set
\[ \xi = \sum_{i=0}^{n} (-1)^i [pr_i^* \xi_i] \in K^0(G), \]
where $pr_i : G \to G_i$ is the projection. There is a natural closed immersion:
\[ Y \times_S A^1 \overset{\varphi}{\longrightarrow} G \times_S A^1, \quad (y, \lambda) \mapsto \left( \prod_i \Gamma(\lambda d_i(y)), \lambda \right), \]
where $\Gamma(\lambda d_i(y)) \subset E_i(y) \oplus E_{i-1}(y)$ is the graph of $\lambda d_i(y)$.

Define integers $k_i$ by $k_0 = 0$ and by requiring $k_i + k_{i-1} = e_i$ for $0 \leq i \leq n$. Assume that $Y - X$ is not empty. Then, $k_i \geq 0$ for all $0 \leq i \leq n$ and $k_0 = e_0 - 1$. Denote $H_i = Grass_{e_i}(E_i)$, and set $H = H_n \times Y H_{n-1} \times Y \cdots \times Y H_0$. There is a canonical closed immersion $\tau : H \to G$ defined by
\[ (L_n, L_{n-1}, \ldots, L_1, L_0) \mapsto (L_n \oplus L_{n-1}, L_{n-1} \oplus L_{n-2}, \ldots, L_1 \oplus L_0, y), \]
where $y$ is the projection of $L_0$ to $Y$ (remember that $G_0 = Y$). The pull-back of $\xi$ to $H$ is $\tau^*(\xi) = pr_0^* \theta_0$, where $pr_0 : H \to H_0$ is the projection, and $\theta_0$ is the canonical quotient bundle of rank $e$ defined over $H_0 = Grass_{e_0}(E_0)$. Let $H^0$ be the restriction of $H$ to $Y - X$. There is a natural section of $H^0$ over $Y - X$. It determines a canonical closed immersion $\psi : (Y - X) \to H^0$ given by
\[ y \mapsto (\ker d_n(y), \ker d_{n-1}(y), \ldots, \ker d_1(y), \im d_1(y)). \]
Consider now the following non-commutative diagram
\[
\begin{array}{ccc}
Y \times_S A^1 & \overset{\varphi}{\longrightarrow} & G \times_S A^1 \\
\downarrow & & \downarrow \tau \times 1 \\
(Y - X) \times_S A^1 & \overset{\psi \times 1}{\longrightarrow} & H^0 \times_S P^1 \\
\end{array}
\]
Let $z$ be a cycle on $Y$ and denote by $z^0$ its restriction to $Y - X$. Choose two cycles:
(i) $z'$ on $G \times_S P^1$ which restricts to $\varphi_*(z \times [A^1])$ on $G \times_S A^1$,
(ii) $z''$ on $H \times_S P^1$ which restricts to $\psi_*(z^0 \times [P^1])$ on $H^0 \times_S P^1$.

Let $\gamma = \iota^*_n(z' - z'')$, where $\iota^*_n$ is the Gysin homomorphism relatively to the regular embedding of the section $\infty$ in $\mathbb{P}^1$. Then $\gamma$ is a well defined cycle on $G$ that does not depend on the choice of $z'$ and that changes by a cycle on $H_X = H \times Y X$ for another choice of $z''$. As proved in [7] lemma 18.1, $\gamma$ is a cycle on $G \times_Y X$. 


Let $\pi : G \times_Y X \to X$ be the projection, and for any $p \geq e + 1$ set
\[ c_p^\gamma(Y, \mathcal{E}) \cap \mathcal{Z} = \pi_*(c_p^\gamma(Z) \cap \gamma) \in A_*(X). \]

Since $\xi$ restricts to a locally free sheaf of rank $e$ on $H_X$, this definition is independent of the choice of $\gamma$.

For any $h : Y' \to Y$ and $X' = X \times_Y Y'$, the complex $h^*\mathcal{E}$ satisfies the conditions (P) relatively to the closed immersion $X' \to Y'$. The same construction gives a map which will be denoted simply:
\[ c_{p,X}(\mathcal{E}) \cap \mathcal{Z} : Z'(Y') \to A_{*-p}(X'). \]

These maps pass to rational equivalence. They are compatible with proper push-forward, flat pull-back and intersection product:

(C1) if $h$ is proper, let $h' : X' \to X$ be the induced morphism, then for all $\mathcal{Z} \in A_k(Y')$,
\[ c^{\gamma}_{p,X}(\mathcal{E}) \cap (h_*\mathcal{Z}) = h'_*(c^{\gamma}_{p,X}(\mathcal{E}) \cap \mathcal{Z}) \in A_{k-p}(X), \]

(C2) if $h$ is flat of relative dimension $d$, then for all $\mathcal{Z} \in A_k(Y)$,
\[ c^{\gamma}_{p,X}(\mathcal{E}) \cap (h^*\mathcal{Z}) = h'^*(c^{\gamma}_{p,X}(\mathcal{E}) \cap \mathcal{Z}) \in A_{k-p+d}(X'), \]

(C3) if we have a Cartesian diagram
\[
\begin{array}{ccc}
X' & \longrightarrow & Y' \longrightarrow Z' \\
\downarrow i' & & \downarrow i' \downarrow i \\
X & \longrightarrow & Y \longrightarrow Z
\end{array}
\]

such that $i$ is a regular embedding of codimension $d$. Then for all $\mathcal{Z} \in A_k(Y)$,
\[ \hat{i}^*(c^{\gamma}_{p,X}(\mathcal{E}) \cap \mathcal{Z}) = c^{\gamma}_{p,X}(\mathcal{E}) \cap (\hat{i}'_*\mathcal{Z}) \in A_{k-p-d}(X'), \]

where $\hat{i}'$ is the refined Gysin morphism.

It follows from [7] chapter 17 that for any locally free $\mathcal{O}_Y$-module of finite rank $F$, for any integer $m \geq 0$, and for any $\mathcal{Z} \in A_k(Y)$,
\[ c^{\gamma}_{p,X}(\mathcal{E}) \cap (c_m(F) \cap \mathcal{Z}) = c_m(i'_*F) \cap (c^{\gamma}_{p,X}(\mathcal{E}) \cap \mathcal{Z}) \in A_{k-p-m}(X), \]

where $c_m$ is the $m$th Chern class of $F$ and $i : X \to Y$ is the closed immersion. We will use the following properties of localized Chern classes ([7] proposition 18.1 and example 18.1.3).

**Proposition 3.1.** Let $i : X \to Y$ be a closed immersion.

(a) Let $j : Y \to Z$ be a closed immersion and let $\mathcal{E}$ be a complex of locally free $\mathcal{O}_Z$-modules satisfying (P) relatively to the closed immersion $X \to Z$. Then, for
all \( \alpha \in A_k(\mathbb{Z}) \) and \( p \geq e + 1 \),

\[
i_* (c^p_{p, X}(\mathcal{E}) \cap \alpha) = c^p_{p, Y}(\mathcal{E}) \cap \alpha \in A_{k-p}(Y).
\]

(b) Let \( 0 \to \mathcal{E}^{(1)} \to \mathcal{E}^{(2)} \to \mathcal{E}^{(3)} \to 0 \) be an exact sequence of complexes of locally free \( \mathcal{O}_Y \)-modules satisfying \((P)\), and denote by \( e_i \) the rank of \( \mathcal{H}_0(\mathcal{E}^{(i)})_{|_{Y-X}} \) (so \( e_2 = e_1 + e_3 \)). Then, for any \( p \geq e_2 + 1 \),

\[
c^Y_{p, X}(\mathcal{E}^{(2)}) = \sum_{j=0}^p c^j_{p}(\mathcal{E}^{(1)})c^j_{p-3}(\mathcal{E}^{(3)}).
\]

where \( c^j_{p}(\mathcal{E}^{(1)}) \) is the localized Chern class \( c^Y_{j, X}(\mathcal{E}^{(1)}) \) if \( j \geq e_2 + 1 \), and the usual Chern class if \( j \leq e_1 \).

Remark 3.2. Proposition 3.1 implies that \( c^Y_{p, X}(\mathcal{E}) \) depends only on the quasi-isomorphism class of \( (\mathcal{E}) \). In particular, if \( E \) is a coherent sheaf of finite homological dimension on \( Y \) such that \( E_{|_{Y-X}} \) is locally free of rank \( e \), then \( c^Y_{p, X}(E) \) can be defined for \( p \geq e + 1 \) by choosing any resolution of \( E \) by locally free \( \mathcal{O}_Y \)-modules.

From now on, we assume that \( S = \text{Spec}(R) \) is the spectrum of the discrete valuation ring \( R \) fixed at the beginning of the article. The closed immersions which play an important role in our theory are of the type \( X_s \to X \) where \( X \) is a scheme of finite type over \( S \) and \( X_s \) is its closed fiber. For instance, let \( X \) be an arithmetic scheme over \( S \) of relative dimension \( d \). The sheaf of relative differentials \( \Omega^1_{X/S} \) has finite homological dimension and is locally free of rank \( d \) on the generic fiber \( X_s \). Hence, one can compute \( c^Y_{d+1, X}(\Omega^1_{X/S}) \cap [X] \) as a zero cycle class over the closed fiber \( X_s \).

DEFINITION 3.3. The localized Euler characteristic of \( X \) is

\[
c^{loc}_{d+1}(X) = \deg((-1)^{d+1}c^X_{d+1, X}(\Omega^1_{X/S}) \cap [X]).
\]

3.2. RATIONAL MAPS

Let \( g: W \to S \) be a separated scheme of finite type over \( S \) and \( U \) and \( V \) be two invertible sheaves over \( W \). A rational map \( U \to V \) is an isomorphism \( U_\eta \to V_\eta \) over the generic fiber of \( W \). Let \( \mathfrak{m} \) be the maximal ideal of \( R \) and \( L = g^* \mathfrak{m} \) be its pull-back.

LEMMA 3.4. Let \( \varphi: U \to V \) be a rational map over \( W \). Then, there exist a positive integer \( n \) and a morphism \( \psi: L^n \otimes U \to V \) extending the isomorphism \( \varphi: U_\eta \to V_\eta \).

Proof. It follows from [5], proposition 4. \( \square \)
Following Saito [16], we use Lemma 3.4 to associate to any rational map \( \varphi: U \to V \), localized Chern classes \( c^W_{i,W_s}(U \to V) \). Let \( n \) be an integer as in Lemma 3.4 and \( \psi: L^{\otimes n} \otimes U \to V \) be a morphism extending the isomorphism \( \varphi \) on the generic fiber. Put

\[
c^W_{i,W_s}(U \to V) = c^W_{i,W_s}(L^{\otimes n} \otimes U \to V) - \sum_{k=0}^{n-1} c_k(U \to V) c^W_{i-k,W_s}(L^{\otimes n} \otimes U \to U),
\]

where \( c_k(U \to V) \) is the usual Chern class \( (c(V)c(U)^{-1})_{\dim=k} \). This definition does not depend on the integer \( n \) and the morphism \( \psi \).

**Remark 3.5.** Let \( U \to V \) be a rational map and define the inverse rational map \( V \to U \) to be the inverse isomorphism \( V \to U \). One can prove easily that

\[
c^W_{1,W_s}(U \to V) = -c^W_{1,W_s}(V \to U) \in A^1(W_s \to W).
\]

**Proposition 3.6.** Let \( E \) be a perfect complex of locally free \( O_W \)-modules and \( \det(E_s) \) be its determinant line bundle. Assume that \( E \) is exact off \( W_s \). Then, there exists a canonical rational section \( O_W \to \det(E_s) \), and we have

\[
c^W_{1,W_s}(E) = c^W_{1,W_s}(O_W \to \det(E_s)) \in A^1(W_s \to W).
\]

**Proof.** It is enough to prove that for any irreducible scheme \( X \) of dimension \( n \) and any perfect complex \( E \) of locally free \( O_X \)-modules which is exact off \( X_s \), we have

\[
c^X_{1,X_s}(O_X \to \det(E_s)) \cap [X] = c^X_{1,X_s}(E) \cap [X] \in A_{n-1}(X_s).
\]

This relation is clearly satisfied if \( X_s = \emptyset \). So, we can assume that \( X_s \neq \emptyset \).

Let \( 0 \to E_s^{(1)} \to E_s^{(2)} \to E_s^{(3)} \to 0 \) be an exact sequence of perfect complexes over \( X \) which are exact off \( X_s \). It easily follows from the definitions and the additivity of localized Chern classes that if (7) holds for \( E_s^{(1)} \) and \( E_s^{(3)} \), then it holds for \( E_s^{(2)} \).

Fulton ([7], example 18.3.12, see also [15], chapter 4) proved the following splitting principle: there exists a proper birational map \( f: \overline{X} \to X \) such that \( f^*E \) has a filtration by perfect complexes exact off \( X_s \), with quotients of the form \( 0 \to L_i \to L_{i-1} \to 0 \) where \( L_i \) and \( L_{i-1} \) are invertible sheaves. For such complexes, relation (7) is obvious.

The referee pointed out a simpler devissage. By normalization, we may assume \( X \) normal. Since the dimension of \( X_s \) is \( n-1 \), equation (7) for \( X \) is equivalent to the analogue equation for any open neighborhood of the generic points of \( X_s \).

We choose a neighborhood \( U \) such that \( E_{s|U} \) admits a filtration by perfect complexes exact off \( U_s \), with quotients of the form \( O_U \to O_U \). For such complexes, relation (7) is obvious.

\( \square \)
COROLLARY 3.7. Let $u : \mathcal{E} \to \mathcal{G}$ be a surjective map of perfect complexes of locally free $\mathcal{O}_W$-modules which induces a quasi-isomorphism over the generic fiber $W$. Let $\mathcal{F}$ be the kernel of $u$ and $t : \det(\mathcal{E}) \longrightarrow \det(\mathcal{G})$ be the rational map induced by $u$ on the generic fibers of the determinant line bundles of $\mathcal{E}$ and $\mathcal{G}$. Then,

$$c^W_{1, W}(\mathcal{F}) = -c^W_{1, W}(\det(\mathcal{E}) \longrightarrow \det(\mathcal{G})) \in A^1(W_t \to W).$$

Proof. By Proposition 3.6, we have

$$c^W_{1, W}(\mathcal{F}) = c^W_{1, W}(\mathcal{O}_W \longrightarrow \det(\mathcal{F})) \in A^1(W_t \to W).$$

The rational section $\mathcal{O}_W \longrightarrow \det(\mathcal{F})$ can be obtained from the rational map $t$. Indeed, there exists a canonical isomorphism $\det(\mathcal{E}) \cong \det(\mathcal{F}) \otimes \det(\mathcal{G})$. Combined with the rational map $t$, this gives a rational map $\det(\mathcal{F}) \longrightarrow \mathcal{O}_W$. Its inverse is the rational section we started with. By the above relation and remark 3.5, we have

$$c^W_{1, W}(\det(\mathcal{E}) \longrightarrow \det(\mathcal{G})) = c^W_{1, W}(\det(\mathcal{F}) \longrightarrow \mathcal{O}_W)$$

$$= -c^W_{1, W}(\mathcal{O}_W \longrightarrow \det(\mathcal{F}))$$

$$= -c^W_{1, W}(\mathcal{F}) \in A^1(W_t \to W).$$

EXAMPLE 3.8 ([16], Lemma 2). Assume that $W = \text{Spec}(A)$ is the spectrum of a discrete valuation ring which is finite and flat over $R$. Let $M_1$ and $M_2$ be two invertible $A$-modules and $t : M_1 \longrightarrow M_2$ be a rational map. Let $\pi$ be a uniformizing element of $R$. There exist an integer $j \geq 0$ and a map $\pi^i M_1 \to M_2$ extending the isomorphism on the generic fibers. It is injective with a finite length cokernel $C$. Define the order of $t$ to be $\text{ord}(t) = \text{Leng}_A(C) - dj$, where $d$ is the degree of $A$ over $R$. This definition does not depend on the integer $j$. Indeed, $\text{ord}(t) = \text{deg} c^W_{1, W}(M_1 \longrightarrow M_2) \cap [W].$

4. Localized Intersection Product

Let $X$ be a separated scheme of finite type over $S$, and let $S = \oplus_{n \geq 0} S^n$ be a graded $\mathcal{O}_X$-algebra such that $S^0 = \mathcal{O}_X$ and $S^1$ is coherent and generates $S$ over $\mathcal{O}_X$. We assume that $S^1$ has finite homological dimension over $X$ and is locally free of rank $d$ over the generic fiber $X_g$, which is assumed to be non-empty. Let $Y = \text{Spec}(S)$ be the cone of $S$, $\mathbb{P} = \text{Proj}(S[z])$ be its projective completion, and $q$ be the projection $\mathbb{P} \to X$. For any $h : X' \to X$, we will construct a map:

$$\psi_X : A_*(\text{Proj}(h^*S[z])) \to A_{*-d-1}(X').$$

We start by defining $\psi_X$. Let $\xi$ be the kernel of the canonical surjection $\delta : q^*(S^1 \otimes \mathcal{O}_X) \to \mathcal{O}_{\mathbb{P}}(1)$. Let $\mathcal{E}$ be a resolution of $S^1$ by locally free $\mathcal{O}_X$-modules of finite ranks:

$$0 = \mathcal{E}_{n+1} \to \mathcal{E}_n \longrightarrow \cdots \longrightarrow \mathcal{E}_1 \to \mathcal{E}_0 \longrightarrow S^1 \to 0,$$
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and let $L$ be the kernel of the surjective morphism $\delta \circ (\epsilon \oplus 1) : q^*(\mathcal{E}_0 \oplus \mathcal{O}_X) \to \mathcal{O}_Y(1)$. We denote by $\mathcal{F}$ the complex of locally free $\mathcal{O}_P$-modules

$$\mathcal{F} := 0 \to q^*\mathcal{E}_n \to q^*\mathcal{E}_{n-1} \to \cdots \to q^*\mathcal{E}_1 \to L \to 0.$$ 

**Lemma 4.1.** The complex $\mathcal{F}$ satisfies the conditions $(P)$ relatively to the closed immersion $\mathbb{P}_x \to \mathbb{P}$.

**Proof.** The sheaf $\mathcal{S}^1$ is locally free over $X_Q$. Therefore, the complex

$$0 \to q^*\mathcal{E}_n \to \cdots \to q^*\mathcal{E}_1 \to q^*(\mathcal{E}_0 \oplus \mathcal{O}_X) \to q^*(\mathcal{S}^1 \oplus \mathcal{O}_X) \to 0$$

is exact over the generic fiber of $\mathbb{P}$. It follows that for $i > 0$, $\mathcal{H}_i(\mathcal{F})$ is supported on the closed fiber $\mathbb{P}_s$, and that $\mathcal{H}_0(\mathcal{F})|_{\mathbb{P}_s} = \mathcal{S}_n$ is locally free of rank $d$ over the generic fiber of $\mathbb{P}$.

Put

$$\psi : A_k(\mathbb{P}) \to A_{k-d-1}(X_{i})$$

$$x \mapsto q_x((-1)^d+1)\mathcal{F}_{-1}(\mathcal{F} \cap x).$$

**Lemma 4.2.** The map $\psi$ does not depend on the resolution $\mathcal{E}$ of $\mathcal{S}^1$ over $X$.

**Proof.** Let $\mathcal{E}^{(1)}$ and $\mathcal{E}^{(2)}$ be two resolutions of $\mathcal{S}^1$. Without loss of generality, we assume that $\mathcal{E}^{(1)}$ dominates $\mathcal{E}^{(2)}$. Let $\mathcal{G}$ be the kernel of $\mathcal{E}^{(1)} \to \mathcal{E}^{(2)}$, it is an exact complex of locally free $\mathcal{O}_X$-modules. We denote by $\mathcal{F}^{(1)}$ and $\mathcal{F}^{(2)}$ the complexes over $\mathbb{P}$ deduced respectively from $\mathcal{E}^{(1)}$ and $\mathcal{E}^{(2)}$ as before. The following sequence of complexes over $\mathbb{P}$

$$0 \to q^*(\mathcal{G}) \to \mathcal{F}^{(1)} \to \mathcal{F}^{(2)} \to 0$$

is exact. Hence $\mathcal{F}^{(1)}$ and $\mathcal{F}^{(2)}$ are quasi-isomorphic and define the same localized Chern classes.

For any $h : X' \to X$, we define $\psi_{X'}$ by

$$\psi = \psi_{X'} : A_k(\text{Proj}(h^*\mathcal{S}[z])) \to A_{k-d-1}(X'_i)$$

$$x \mapsto q'_x((-1)^d+1)\mathcal{F}_{-1}(\mathcal{F} \cap x),$$

where $q' : \text{Proj}(h^*\mathcal{S}[z]) \to X'$ is the projection.

**Definition 4.3.** A closed immersion $i : X \to Y$, defined by an ideal sheaf $\mathcal{I}$ on $Y$, is said to be a $*$-closed immersion of codimension $d$ if the conormal sheaf $\mathcal{N}_XY = \mathcal{I}/\mathcal{I}^2$ has finite homological dimension over $X$ and is locally free of rank $d$ over the generic fiber $X_Q$, which is assumed to be non-empty.

Let $i : X \to Y$ be a $*$-closed immersion of codimension $d$ with conormal sheaf $\mathcal{N}_XY = \mathcal{I}/\mathcal{I}^2$, where $\mathcal{I}$ is the ideal sheaf of $X$ in $Y$. Denote $\mathcal{S}_XY = \oplus_{n \geq 0} \mathcal{I}^n/\mathcal{I}^{n+1}$ and let $C_XY = \text{Spec}(\mathcal{S}_XY)$ be the normal cone to $X$ in $Y$ and $\mathbb{P} = \text{Proj}(\mathcal{S}_XY[z])$ be its projective completion. Let $\mathcal{E}$ be a resolution.
of \(\mathcal{N}_X Y\) by locally free \(O_X\)-modules. We construct \(\mathcal{F}\), the complex of locally free modules over \(\mathbb{P}\) from the complex \(\mathcal{E}\) as before. Let \(V\) be a purely \(k\)-dimensional scheme and \(f: V \rightarrow Y\) be a morphism. Form the fiber square

\[
\begin{array}{ccc}
W & \rightarrow & V \\
g \downarrow & & \downarrow f \\
X & \rightarrow & Y
\end{array}
\]

so \(W = X \times_Y V\). Let \(\mathcal{J}\) be the ideal sheaf of \(W\) in \(V\). There is a surjection over \(W\)

\[
\oplus_{n \geq 0} g^nT^n/T^{n+1} \rightarrow S_W V = \oplus_{n \geq 0} \mathcal{J}^n/\mathcal{J}^{n+1} \rightarrow 0.
\]

It determines a closed immersion \(j\) which fits in the diagram:

\[
\begin{array}{ccc}
\text{Proj}(S_W V[z]) & \rightarrow & \text{Proj}(g^*S_X Y[z]) \\
p \downarrow & & \downarrow q \\
W & \rightarrow & X
\end{array}
\]

Since \(\text{Proj}(S_W V[z])\) is a purely \(k\)-dimensional scheme, it gives a \(k\)-cycle on \(\text{Proj}(g^*S_X Y[z])\). Define the localized intersection product \((X, V)_\text{loc}\) to be the image of this cycle by \(\psi_W\)

\[\psi_W((X, V)_\text{loc}) = p_*((-1)^{d+1}c_{d+1, \mathbb{P}}(\mathcal{F}_*) \cap [\text{Proj}(S_W V[z])]) \in A_{k-d-1}(W).\]

Let \(V_1, \ldots, V_r\) be the irreducible components of \(V\) and \(n_i\) be the multiplicity of \(V_i\) in \(V\). Put \(W_i = V_i \times_X Y\), then \([\text{Proj}(S_W V[z])] = \sum n_i[\text{Proj}(S_{W_i} V_i[z])].\) It follows that \((X, V)_\text{loc} = \sum n_i(X.V_i)_\text{loc}.\)

**Definition 4.4.** For any \(Y' \rightarrow Y\) and \(X' = X \times_Y Y'\), define the localized Gysin homomorphism to be

\[
i_{\text{loc}}: Z_k(Y') \rightarrow A_{k-d-1}(X')
\sum_i n_i[V_i] \rightarrow \sum_i n_i(X_i)_\text{loc}.
\]

**Remark 4.5.** Consider the fiber square (8) where \(i\) is a \(*\)-closed immersion of codimension \(d\) with conormal sheaf \(\mathcal{N}_X Y\) and \(V\) is a purely \(k\)-dimensional scheme. If \(W_y = \emptyset\), then

\[\psi_W((X, V)_\text{loc}) = (g^*(c(\mathcal{N}_X Y))^* \cap s(W, V))_{k-d-1} \in A_{k-d-1}(W) = A_{k-d-1}(W),\]

where the \(c(\cdot)^*\) means to multiply the term \(c(\cdot)\) by \((-1)^i\), \(g^*(c(\mathcal{N}_X Y))\) is a notation for the total Chern class of the complex \(g^*(\mathcal{E})\) for any resolution \(\mathcal{E}\) of \(\mathcal{N}_X Y\) by locally free \(O_X\) modules, and \(s(W, V)\) is the total Segre class of the closed immersion.
Indeed, the cycle defined by \( \text{Proj}(S_{W'Y'}) \) is contained in the special fiber. So, we do not need to localize the Chern classes and the result follows exactly as in [7] proposition 6.1-a).

**Proposition 4.6.** Consider a Cartesian diagram

\[
\begin{array}{ccc}
X'' & \xrightarrow{\iota''} & Y'' \\
\downarrow{i} & & \downarrow{h} \\
X' & \xrightarrow{\iota'} & Y' \\
\downarrow{g} & & \downarrow{f} \\
X & \xrightarrow{i} & Y
\end{array}
\]

with \( i \) a \( \ast \)-closed immersion of codimension \( d \).

(a) If \( h \) is proper, and \( z \in Z_h(Y'') \), then

\[ l_{1,0} h^*(z) = l_{ss}(\iota'_{1,0} x) \in A_{k-d-1}(X'_1). \]

(b) If \( h \) is flat of relative dimension \( n \), and \( z \in Z_h(Y') \), then

\[ l_{1,0} h^*(z) = l_{ss}'(\iota'_{1,0} x) \in A_{k+n-d-1}(X''_1). \]

**Proof.** (a) We may assume that \( z = [Y'' ] \) and \( h(Y'') = Y' \). Consider the diagram

\[
\begin{array}{ccc}
\text{Proj}(S_{X''Y''}[z]) & \xrightarrow{t} & \text{Proj}(l^*S_{X'Y'}[z]) \\
\downarrow{i_2} & & \downarrow{i_1} \\
\text{Proj}(S_{X'Y'}[z]) & \xrightarrow{j} & \text{Proj}(g^*S_{XY}[z]) \\
\downarrow{g_1} & & \downarrow{g} \\
\text{Proj}(S_{XY}[z]) & \xrightarrow{q} & X
\end{array}
\]

With the same notation as before, we have

\[ \iota'_{ss}(Y') = q'_ss((-1)^{d+1} c_{d+1,1}^p(F) \cap [\text{Proj}(S_{XY}[z])]). \]

The first equality follows from:

\[ l_{1,0}[\text{Proj}(S_{X''Y''}[z])] = \text{deg}(Y'' / Y')[\text{Proj}(S_{X'Y'[z])]. \]

(b) We may assume \( z = [Y' ] \) and \( h(Y') = Y' \). As \( h \) is flat, \( S_{XY}Y'' = l^*S_{XY}Y' \). Hence,

\[ l_{1,0}'[\text{Proj}(S_{XY}[z])] = [\text{Proj}(S_{XY}[z])], \]

which implies the needed relation. \( \square \)
THEOREM 4.7 (Localized Excess Formula). Consider the Cartesian diagram (10) where $i$ is a $*$-closed immersion of codimension $d$. Assume that $i^0$ is a regular embedding of codimension $d^0$ and let $\mathcal{J}$ be the ideal sheaf of $X'$ in $Y'$ and $M = (\mathcal{J}/\mathcal{J}^2)^\vee$ be the normal bundle on $X'$. Assume that $Y''$ has pure dimension $k$.

Let $E$ be a resolution of $N_{X/Y}$ locally free $O_X$-modules and let $F$ be the complex of locally free $O_{X_0}$-modules

$$0 \to g^*(E_n) \to g^*(E_{n-1}) \to \ldots \to g^*(E_1) \to F \to 0,$$

where $F$ is the kernel of the surjection $g^*E_0 \to \mathcal{J}/\mathcal{J}^2$ (called an excess complex). Then $F$ satisfies conditions (P) relatively to the closed immersion $X_0 \to X'$ and we have

$$(X, Y'')_{\text{loc}} = \sum_{j=0}^{d+1} (-1)^j e_j^{X, X'}(\mathcal{F}_n) \cap [\mathfrak{c}(l^* M) \cap s(X'', Y'')]_{k+1-d-1} \in A_{k-1-d}(X'_0),$$

where $e = d - d'$, $\mathfrak{c}(l^* M)$ is the total Chern class of the locally free $O_{Y'}$-module $l^* M$, and $s(X'', Y'')$ is the Segre class of the closed immersion $X'' \to Y''$. In particular, if $Y'$ is a purely $k$-dimensional scheme, then

$$(X, Y'')_{\text{loc}} = (-1)^{d+1} e_{d+1}^{X, X'}(\mathcal{F}_n) \cap [X] \in A_{k-1-d}(X'_0).$$

Proof. It’s easy to see that $F$ satisfies the conditions (P) (see also the proof of Lemma 4.1). Consider the diagram (11), put $P = \text{Proj}(S_X Y[z])$, and define $L$ and $\xi$ by the exact sequences

$$0 \to L \to g^*(E_0 \oplus O_X) \to O_P(1) \to 0,$$

$$0 \to \xi \to g^*(N_{X/Y} \oplus O_X) \to O_P(1) \to 0.$$

We denote by $\mathcal{G}$, the complex of locally free $O_P$-modules:

$$0 \to q^*E_n \to q^*E_{n-1} \to \ldots \to q^*E_1 \to L \to 0.$$

Finally we define a locally free module $\xi'$ over $P' = \text{Proj}(S_X Y[z])$ by

$$0 \to \xi' \to j^* q^*(\mathcal{J}/\mathcal{J}^2 \oplus O_{X'}) \to O_{P'}(1) \to 0.$$

LEMMA 4.8. We have over $\text{Proj}(S_X Y[z])$ the exact sequence of complexes of locally free modules

$$0 \to j^* q^* \mathcal{F} \to j^* g^* \mathcal{G} \to \xi' \to 0.$$
Proof. The only thing to check is the exact sequence in degree 0
\[ 0 \to j^* q^* F \to j^* g_1^* L \to \xi' \to 0. \tag{12} \]
Consider the following diagram on \( \mathbb{P}' \)
\[
\begin{array}{ccc}
0 & \to & \xi' \\
\left\uparrow \right. & & \left\uparrow \right. \\
0 & \to & j^* g_1^* L \\
\end{array}
\begin{array}{ccc}
\to & j^* q^* (\mathcal{F}/\mathcal{F}^2 \otimes \mathcal{O}_X) & \to \mathcal{O}_{\mathbb{P}'}(1) & \to 0 \\
\end{array}
\]
The second vertical morphism is a surjection being a composition of two surjections, and has the locally free module \( j^* q^* F \) as a kernel. The snake lemma implies that the first vertical morphism is surjective with kernel \( j^* q^* F \), this finishes the proof of (12).

The localized intersection product is given by
\[
(X, Y')_{\text{loc}} = q^* I_{\text{loc}}((-1)^{d+1} c_{\text{loc}}(\mathcal{G}) \cap [\text{Proj}(\mathcal{S}_X \cdot Y''[z]])],
\]
where \( c_{\text{loc}}(\mathcal{G}) = c_{\text{d+1, P}}(\mathcal{G}) \). Proposition 3.1(b) applied to the exact sequence of Lemma 4.8 implies
\[
c_{\text{loc}}(\mathcal{G}) \cap [\text{Proj}(\mathcal{S}_X \cdot Y''[z])] = \sum_{j+d+1} c_{j, X}^*(\mathcal{F}) \cap c_{d+1-j}(\mathcal{F}^2 \otimes \mathcal{O}_X) \cap [\text{Proj}(\mathcal{S}_X \cdot Y''[z])] = \sum_{j+d+1} c_{j, X}^*(\mathcal{F}) \cap [\text{Proj}(\mathcal{S}_X \cdot Y''[z])]_{k+i-j-1}.
\]
On the other hand, we have on \( \mathbb{P}' \):
\[
c(\xi') = c(j^* q^* M)v) / c(\mathcal{O}_{\mathbb{P}'}(1)) = c(j^* q^* Mv') \sum c(\mathcal{O}_{\mathbb{P}'}(1))^{d+1} (-1)^d c(\mathcal{O}_{\mathbb{P}'}(1))^{d+1}.
\]
Let \( \delta \) be the projection \( \text{Proj}(\mathcal{S}_X \cdot Y''[z]) \to X'' \). The proper push-forward property of bivariant classes \( (C_1) \) gives
\[
(X, Y')_{\text{loc}} = (-1)^{d+1} \sum_{j+d+1} c_{j, X}^*(\mathcal{F}) \cap \delta_1 c(\mathcal{O}_{\mathbb{P}'}(1))^{d+1} \cap [\text{Proj}(\mathcal{S}_X \cdot Y''[z])]_{k+i-j-1} = (-1)^{d+1} \sum_{j+d+1} c_{j, X}^*(\mathcal{F}) \cap (\mathcal{O}_{\mathbb{P}'}(1))^{d+1} \cap [\text{Proj}(\mathcal{S}_X \cdot Y''[z])]_{k+i-j-1} = \sum_{j+d+1} (-1)^{d+1} c_{j, X}^*(\mathcal{F}) \cap (\mathcal{O}_{\mathbb{P}'}(1))^{d+1} \cap [\text{Proj}(\mathcal{S}_X \cdot Y''[z])]_{k+i-j-1}.
\]
In order to pass from the first to the second equality we used the projection formula for the classical Chern classes. The third equality is only a sign verification. But
the Segre class of $X'' \to Y''$ is

$$s(X'', Y'') = \delta_4 \left( \sum_{n \geq 0} c_1(\mathcal{O}(1))^n \cap [\text{Proj}(S_{X''} Y''[z])] \right).$$

This finishes the proof of the Theorem 4.7.

**COROLLARY 4.9.** Let $i : X \to Y$ be a $*$-closed immersion of codimension $d$. Let $V$ be a purely $k$-dimensional scheme and $h : V \to Y$ be a morphism. Assume that $W = X \times_Y V \to V$ is an isomorphism. Then

$$(X.V)_{loc} = (-1)^{d+1} c_{d+1, X,Y}(N_{X/Y}) \cap [V] \in A_{k-d-1}(V).$$

As a particular case, we have the localized self-intersection formula: if $X$ has pure dimension $k$, then

$$(X.X)_{loc} = (-1)^{d+1} c_{d+1, X,Y}(N_{X/Y}) \cap [X] \in A_{k-d-1}(X).$$

**Remark 4.10.** The localized Gysin homomorphism does not pass to rational equivalence. Consider a diagram (10) where $i' : X' \to Y'$ is a Cartier divisors, and take $Y' = V$ to be an irreducible and reduced $k$-dimensional subscheme of $Y$. The localized excess formula gives

$$(X.V)_{loc} = (-1)^{d+1} c_{d+1, X,Y}(N_{X/Y}) \cap [V] + (-1)^{d+1} c_{d+1, X,Y}(N_{X/Y}) \cap [s(V \cap X', V)]_k,$$

where $(X', [V])$ is the usual intersection with the Cartier divisor $X'$ on $Y'$. The first term of the right hand side in this equation passes to rational equivalence, but the second does not (the Segre class $s(V \cap X', V)$ is $[V]$ if $V \subset X'$ and vanishes otherwise).

**PROPOSITION 4.11.** Let $i : X \to Y$ be a $*$-closed immersion of codimension $d$. The localized intersection product $i_{loc}$ defined in this section is the unique localized intersection product compatible with proper push-forward and flat pull-back and satisfying the localized excess formula in codimension 1 and 0. More precisely, consider a fiber square

$$\begin{array}{ccc}
W & \to & V \\
\downarrow & & \downarrow \\
X & \to & Y
\end{array}$$

such that $V$ is a purely $k$-dimensional scheme and $j$ is either an isomorphism or a regular embedding of codimension 1 (i.e., $W$ is an effective Cartier divisor on $V$). A localized intersection product satisfies the localized excess formula in codimension 1 and 0 if for any fiber square as above, we have:

$$(X.V)_{loc} = (-1)^{d+1} c_{d+1, W,X}(D_{W,X}) \cap [W],$$
where $\epsilon = 1$ if $f$ is an isomorphism and $0$ otherwise, and $F_*$ is the excess complex constructed over $W$ as in Theorem 4.7.

**Proof.** Let $V$ be an irreducible and reduced $k$-dimensional scheme and let $W = X \times_\mathcal{Y} V$. We will prove that the conditions of the proposition are enough to compute $(X.V)_{loc}$. If $W$ is isomorphic to $V$, the excess formula in codimension $0$ gives $(X.V)_{loc}$. Suppose that $W \neq V$ and denote by $\tilde{V}$ the blow-up of $V$ along $W$ and by $\tilde{W}$ the exceptional divisor:

$$
\begin{align*}
\tilde{W} & \longrightarrow \tilde{V} \\
\pi \downarrow & \quad \downarrow \rho \\
W & \longrightarrow V \\
\downarrow & \quad \downarrow \\
X & \longrightarrow Y
\end{align*}
$$

The compatibility with proper push-forward implies that $\tilde{t}_{loc}(V) = \pi_* (\tilde{t}_{loc}(\tilde{V}))$. But $\tilde{W}$ is a Cartier divisor on $\tilde{V}$. Then, the excess formula in codimension $1$ gives this localized product.

Let $X$ be an arithmetic scheme over $S$ of relative dimension $d$. The diagonal closed immersion $\Delta_X : X \longrightarrow X \times_S X$ is a $*$-closed immersion of codimension $d$. Therefore, we can associate with any fiber square

$$
\begin{align*}
W & \longrightarrow V \\
\downarrow & \quad \downarrow \\
\Delta_X & \longrightarrow X \times_S X
\end{align*}
$$

where $V$ is a scheme of pure dimension $k$, the localized intersection product $(X.V)_{loc} \in A_{k-d-1}(W_s)$. For $V = \Delta_X$, the self-intersection formula gives:

$$(\Delta_X.\Delta_X)_{loc} = (-1)^{d+1} \int_{\Delta^{d+1}} (\Omega^{d+1}_{X/S}) \cap [X] \in \mathcal{A}(X_s).$$

Bloch [3] gives this formula as a Definition of $(\Delta_X.\Delta_X)_{loc}$ but did not define a general localized intersection theory.

5. **Localized Intersection Over Arithmetic Surfaces**

Let $X$ be an arithmetic surface over $S$. We prove in this section a residual intersection formula for the localized intersection theory associated with the diagonal closed immersion $\Delta_X : X \longrightarrow X \times_S X$. Then, we use this formula to write the Lefschetz number of an automorphism over $X$ as a sum of local contributions supported on the scheme of fixed points. We begin by recalling some known facts about the dualizing sheaf of $X$ over $S$ which will be used later.
5.1. THE DUALIZING SHEAF

1. — Projective resolution of $\Omega^1_{X/S}$: Fix an embedding of $X$ in a scheme $P$ smooth over $S$. As $X$ and $P$ are regular, this embedding is regular. Hence, it induces a resolution of $\Omega^1_{X/S}$ by locally free $O_X$-modules

$$0 \to \mathcal{E}_1 = \mathcal{N}_X P \to \mathcal{E}_0 = \Omega^1_{P|S|X} \to \Omega^1_{X/S} \to 0.$$ 

Indeed, the kernel of $\mathcal{E}_1 \to \mathcal{E}_0$ is locally free (as $X$ is a regular surface) of rank 0.

Let $\omega_X/S = \mathcal{H}om(\det(\mathcal{N}_X P), \det(\Omega^1_{P|S|X}))$ be the dualizing sheaf of $X$ over $S$. There exists a canonical map $\rho : \Omega^1_{X/S} \to \omega_X/S$ defined locally as follows: given a local section $\tau$ of $\Omega^1_{X/S}$, let $\overline{\tau}$ be a lifting of $\tau$ to $\Omega^1_{P|S|X}$, then $\rho$ is given by $\tau \mapsto (x \mapsto x \wedge \overline{\tau})$.

2. — The semi-stable case: Assume that $X$ is a semi-stable surface over $S$ and let $S$ be the set of singular points in $X$. Then, the map $\rho$ is injective because $\Omega^1_{X/S}$ is $R$-torsion-free, and its cokernel is a skyscraper sheaf:

$$0 \to \Omega^1_{X/S} \to \omega_X/S \to \bigoplus_{s \in S} k \to 0. \quad (13)$$

3. — A differential invariant: Here, we do not assume that $X$ is semi-stable. Let $D$ be a finite and flat scheme over $S$ and let $g : D \to X$ be an $S$-morphism. Let $\tau$ and $\gamma$ be respectively the kernel and the cokernel of the map induced by $\rho$:

$$0 \to \tau \to g^* \Omega^1_{X/S} \xrightarrow{\rho\circ} g^* \omega_X/S \to \gamma \to 0.$$

**Lemma 5.1.**

(i) The module $\tau$ is the $R$-torsion submodule of $g^* \Omega^1_{X/S}$

(ii) The modules $\gamma$ and $\tau$ have the same finite $R$-length. Put

$$\delta_X(D \to X) := \text{Leng}_R(\tau) = \text{Leng}_R(\gamma).$$

If $D$ is a horizontal effective Cartier divisor over $X$, we denote $\delta_X(D) = \delta_X(D \to X)$.

(iii) If $X$ is semi-stable and if $D$ is a horizontal effective Cartier divisor over $X$, then $\delta_X(D)$ is the number of singular points of $X$ contained in $D$ without multiplicity (i.e. the cardinality of $S \cap D_s$).

**Proof.** (i) Let $C$ be the image of $\rho_D$. We have an exact sequence $0 \to \tau \to g^* \Omega^1_{X/S} \to C \to 0$. As $C$ is a submodule of $g^* \omega_X/S$, it is $R$-torsion-free. Therefore, $\tau$ is the $R$-torsion submodule of $g^* \Omega^1_{X/S}$.

(ii) By pull-back to $D$, $0 \to g^* \mathcal{E}_1 \to g^* \mathcal{E}_0 \to g^* \Omega^1_{X/S} \to 0$ is exact and gives a resolution of $g^* \Omega^1_{X/S}$ by locally free modules. Indeed, the kernel $N$ of $g^* \mathcal{E}_1 \to g^* \mathcal{E}_0$ is $R$-torsion-free because it injects in $g^* \mathcal{E}_1$ and $D$ is flat over $R$. Hence $N$ is $R$-locally free. But $N$ vanishes on the generic fiber of $D$ because $\Omega^1_{X_s/K}$ is locally free. So $N$ vanishes. We consider $\rho_D$ as a map of complexes $\rho_D : g^* \mathcal{E} \to g^* \omega_X/S$, where the second complex is concentrated in degree 0. It is a quasi-isomorphism on
the generic fiber $D$. The rational map $t: g^*\omega_{X/S} \to g^*\omega_{X/S}$ induces by $\rho_D$ is the identity. Then, by example 3.8, we have $\text{Leng}(\gamma) - \text{Leng}(\tau) = \text{ord}(t) = 0$.

(iii) One easily proves that the restriction of the exact sequence (13) to the divisor $D$

$$0 \to \bigoplus_{x \in S \setminus D} k \to g^*\Omega^1_{X/S} \to g^*\omega_{X/S} \to \bigoplus_{x \in S \setminus D} k \to 0. \quad (14)$$

4. Relative differentials: Let $f: X \to Y$ be a dominant morphism of arithmetic surfaces over $S$. By [3] Lemma 7.2, there exists an exact sequence

$$0 \to f^*\Omega^1_{Y/S} \to \Omega^1_{X/S} \to \Omega^1_{X/Y} \to 0.$$

**Lemma 5.2.** Assume that $f\eta: X\eta \to Y\eta$ is étale. Then, there exists a canonical rational map $f^*\omega_{Y/S} \to \omega_{X/S}$, and

$$c^1_{\eta}(f^*\omega_{Y/S} \to \omega_{X/S}) = c^1_{\eta}(\Omega^1_{Y/X}) \in A^1(X\eta \to X).$$

**Proof.** In [3], Lemma 7.2, Bloch proves that we can find resolutions of length 1 which fit in the exact sequence

\[
\begin{array}{ccccccccc}
0 & \to & f^*\Omega^1_{Y/S} & \to & \Omega^1_{X/S} & \to & \Omega^1_{X/Y} & \to & 0 \\
0 & \to & f^*F_0 & \to & E_0 & \to & H_0 & \to & 0 \\
0 & \to & f^*F_1 & \to & E_1 & \to & H_1 & \to & 0 \\
0 & & 0 & & 0 & & 0 & &
\end{array}
\]

The Lemma follows from Proposition 3.6.

\[
\square
\]

5.2. A RESIDUAL INTERSECTION FORMULA

Let $V$ be an irreducible scheme of dimension $k$ with a map $f: V \to X \times_S X$, and $W$ be the restriction of $V$ to $\Delta_X$:

\[
\begin{array}{ccc}
W & \to & V \\
\downarrow g & & \downarrow f \\
\Delta_X & \to & X \times_S X
\end{array}
\]

(15)
PROPOSITION 5.3. Assume that $W \neq V$. Then, the localized intersection product $(\Delta_X.V)_{loc} \in A_{k-2}(W_S)$ can be defined as follows:

1. If $W$ is a Cartier divisor on $V$, then diagram (15) induces a surjection $g^*\Omega^1_{X/S} \rightarrow \mathcal{O}_V(-W)|_W$ which is an isomorphism over the generic fiber of $W$. Therefore, we get a rational map $g^*\omega_{X/S} \longrightarrow \mathcal{O}_V(-W)|_W$, and we have

$$(\Delta_X.V)_{loc} = c^W_{1,W}(g^*\omega_{X/S} \longrightarrow \mathcal{O}_V(-W)|_W) \cap [W] \in A_{k-2}(W_S).$$

2. Since $V \neq W$, we reduce the general case to the first case by taking the blow-up of $V$ along $W$.

Proof. By Proposition 4.6, (2) follows from (1). Let $E$ be a resolution of $\mathcal{O}_{X/S}$ as in Section 5.1. Diagram (15) gives a surjective map $g_E: O_{X/S} \rightarrow O_{V}(-W)|_W$ where the second complex is concentrated in degree 0. Let $F$ be its kernel. By the localized excess formula 4.7,

$$(\Delta_X.V)_{loc} = -c^W_{1,W}(F) \cap [W] \in A_{k-2}(W_S).$$

Corollary 3.7 implies the Proposition. □

Consider now an irreducible scheme $\Gamma$ of dimension 2 with a map $\Gamma \rightarrow X \times_S X$. Let $W$ be the restriction of $\Gamma$ to $\Delta_X$, and assume that $W \neq \Gamma$. Consider the diagram

$$V \xrightarrow{b} W \xrightarrow{f} \Gamma \xrightarrow{g} \Delta_X \xrightarrow{\pi} X \times_S X \quad (16)$$

where $H$ is a Cartier divisor on $\Gamma$ and $V$ is the residual scheme to $H$ in $W$, which means that $V$ is defined by its ideal sheaf $I_V = I_H \otimes \mathcal{O}_H \subset \mathcal{O}_V$, where $I_W$ is the ideal sheaf of $W$ in $\Gamma$, and $\mathcal{O}_H$ is the invertible sheaf associated with $H$ ([7] Definition 9.2.1). Let $\omega = g^*\omega_{X/S}$ and $\mathcal{O}(H) = j^*\mathcal{O}_H$.

PROPOSITION 5.4. Assume that $V$ is vertical (i.e. $V \cap \eta = \emptyset$). Then, there exists a canonical rational section $\omega \longrightarrow \mathcal{O}(-H)$ over $H$, and we have:

$$(\Delta_X.\Gamma)_{loc} = c^H_{1,H}(\omega \longrightarrow \mathcal{O}(-H) \cap [H]$$

$$+ \{c(\omega \otimes \mathcal{O}(2H)) \cap s(V, \Gamma)\}_{dim=0} \in A_0(W_S),$$

where $c(\cdot)$ means to multiply $c_i$ by $(-1)^i$ and $s(V, \Gamma)$ is the total Segre class of the closed immersion $V \rightarrow \Gamma$.

Proof. The existence of the rational section $\omega \longrightarrow \mathcal{O}(-H)$ follows from diagram (16) as $V\eta = \emptyset$. Let $\pi: \tilde{\Gamma} \rightarrow \Gamma$ be the blow-up of $\Gamma$ along $V$, and $\tilde{V}, \tilde{H}$ and $\tilde{W}$ be the
inverse images of $V$, $H$ and $W$. Then, the relation $\tilde{W} = \tilde{V} + \tilde{H}$ holds between Cartier divisors over $\tilde{\Gamma}$. We have a rational map $\pi^*\omega \longrightarrow \mathcal{O}(\tilde{W})_{\tilde{W}}$ over $\tilde{W}$, and by Proposition 5.3,

$$(\Delta_X, \Gamma)_{loc} = \pi_{ss} e_{1, W}^\sim (\pi^*\omega \longrightarrow \mathcal{O}(\tilde{W})_{\tilde{W}}) \cap [\tilde{W}].$$

Recall that $\mathcal{O}(\tilde{H}) = \pi^*\mathcal{O}(-H)$. Hence, we get:

$$e_{1, W}^\sim (\pi^*\omega \longrightarrow \mathcal{O}(\tilde{W})_{\tilde{W}}) \cap [\tilde{W}]
= e_{1, H}^\sim (\pi^*\omega \longrightarrow \mathcal{O}(\tilde{W})_{\tilde{W}}) \cap [\tilde{H}] + c_1(\pi^*\omega \longrightarrow \mathcal{O}(\tilde{W})_{\tilde{W}}) \cap [\tilde{W}]
= e_{1, H}^\sim (\pi^*\omega \longrightarrow \pi^*\mathcal{O}(\tilde{H})_{\tilde{H}}) \cap [\tilde{H}]
- c_1(\pi^*[\omega \otimes \mathcal{O}(\tilde{H})]) \cap [\tilde{W}] - c_1(\mathcal{O}(\tilde{V})) \cap [\tilde{V}].$$

The $\pi$-push-forward of this formula gives the Proposition.

5.3. LEFSCHETZ NUMBERS

Let $\sigma$ be an $S$-automorphism of $X$ and denote by $\Gamma \subset X \times_S X$ the graph of $\sigma$. The scheme of $\sigma$-fixed points $\text{fix}(\sigma)$ is defined by the fiber square

$$\begin{array}{ccc}
\text{fix}(\sigma) & \longrightarrow & \Gamma \\
\downarrow & & \downarrow \\
\Delta_X & \longrightarrow & X \times_S X
\end{array}$$

(17)

The localized intersection $(\Delta_X, \Gamma)_{loc}$ is a 0-cycle class in the closed fiber of $X$. Therefore, we can take its degree.

DEFINITION 5.5. The Lefschetz number of an $S$-automorphism $\sigma$ of $X$ is the degree of the localized intersection $(\Delta_X, \Gamma)_{loc} \in A_0(X)$. It is equally denoted $(\Delta_X, \Gamma)_{loc}$.

Assume from now on that $\sigma$ is non-trivial. Let $I$ be the ideal sheaf of $\text{fix}(\sigma)$ in $X$. Let $x \in \text{fix}(\sigma)$ be a closed fixed point and $A$ be the local ring of $X$ at $x$. Then $\sigma$ induces an automorphism of $A$, and the ideal $I$ is locally generated at $x$ by $\sigma(a) - a$ where $a$ runs over $A$. For any $a, b \in A$, we have:

$$\sigma(ab) - ab = \sigma(a)(\sigma(b) - b) + b(\sigma(a) - a).$$

(18)

Hence, by Nakayama’s lemma, $I_x$ is generated by $\sigma(\theta_1) - \theta_1$ and $\sigma(\theta_2) - \theta_2$ for two local parameters $\theta_1$ and $\theta_2$ of $A$. Let $Y$ be the Cartier divisor over $X$ defined locally
by the greatest common divisor of all functions in the ideal sheaf of $\text{fix}(\sigma)$ in $X$, and denote by $R$ the residual scheme to $Y$ in $\text{fix}(\sigma)$.

**Lemma 5.6.** The closed immersion $R \to \Gamma$ is a regular embedding. Any point $x$ in $R$ is a singular point of $X$.

**Proof.** The ideal sheaf $\mathcal{I}$ is locally generated by two equations. Therefore, the ideal sheaf $\mathcal{I}_R$ of $R$ in $\Gamma$ is also locally generated by two equations, namely the quotient of two equations defining $\text{fix}(\sigma)$ by an equation defining the Cartier divisor $Y$. Since $\Gamma$ is regular and $\text{codim}(\Gamma, R) = 2$, the closed immersion $R \to \Gamma$ is regular (see [7] the remark after Corollary 9.2.1). We have a canonical surjection $\mathcal{O}_{X/S}|_{\text{fix}(\sigma)} \to \mathcal{I}|_{\text{fix}(\sigma)}$, which induces the surjective map

$$
(\mathcal{O}_{X/S} \otimes \mathcal{O}(Y))|_R \to \mathcal{I}_R|_R.
$$

It follows that for any point $x$ of $R$, $\dim_{k(x)}(\mathcal{O}_{X/S}|_{\text{fix}(\sigma)}(x)) \geq \dim_{k(x)}(\mathcal{I}_R(x)) = 2$. This proves the second statement in the Lemma. \qed

**Remark 5.7.** Let $x$ be a point in $R$ and $l(x)$ be its multiplicity in $R$. Then, $l(x)$ is also the algebraic multiplicity of $\Gamma$ along $R$ at $x$ because $R$ is regularly embedded in $\Gamma$ ([7] example 4.3.5-e)).

**Proposition 5.8.** Let $Y = H + V$ be the decomposition of $Y$ into a horizontal Cartier divisor $H$ and a vertical one $V$. Then, there exists a rational section $\omega|_H \to \mathcal{O}(-Y)|_H$ over $H$, and the following formula holds

$$
(\Delta_X, \Gamma)_{\text{loc}} = c_{i_1}^H(\omega|_H) \to \mathcal{O}(-Y)|_H \cap \Gamma + \sum_{x \in R} l(x)[x] \in A_0(X).
$$

**Proof.** By Proposition 5.4,

$$
(\Delta_X, \Gamma)_{\text{loc}} = c_{i_1}^Y(\omega|_Y) \to \mathcal{O}(-Y)|_Y \cap \Gamma + s_0(R, \Gamma) = c_{i_1}^H(\omega|_H) \to \mathcal{O}(-Y)|_H \cap [H] - (\omega + H + V, V) + s_0(R, \Gamma).
$$

The relation $s_0(R, \Gamma) = \sum l(x)[x]$ follows from the remark above. \qed

### 6. A Projection Formula

Let $f : X \to Y$ be a morphism of finite degree $n$ between two arithmetic surfaces over $S$, and $\sigma$ and $\tau$ be non-trivial $S$-automorphisms, of respectively, $X$ and $Y$ such that $\tau \circ f = f \circ \sigma$. Put $\Gamma = \Gamma_\sigma \subset X \times_S X$ and $\Gamma_\tau \subset Y \times_S Y$ the graphs of $\sigma$ and $\tau$, and
consider the Cartesian diagram

\[
\begin{array}{c}
W \\
\downarrow \\
\Gamma
\end{array}
\begin{array}{c}
X \times_Y X \\
\downarrow \\
X \times_S X
\end{array}
\begin{array}{c}
\Delta_Y \\
\downarrow j \\
Y \times_S Y
\end{array}
\]  

(19)

where \( W \) is the intersection of \( \Gamma \) with \( X \times_Y X \). The closed immersions \( i \) and \( j \) are \( \ast \)-closed immersions of codimension 1 and conormal sheaves, respectively, \( \sigma^\ast \Omega_{X/S} \) and \( \Omega_{Y/S} \). On the one hand, \( X \times_Y X \) has pure dimension 2. Its localized intersection with \( \Gamma \) is a cycle class of dimension 0 over \( W \). On the other hand, the localized intersection of \( \Gamma \) with \( \Delta_Y \) is also a cycle class of dimension 0 over \( W \). We expect that these cycle classes are the same:

\[
(\Gamma \cdot [X \times_Y X])_{loc} = (\Delta_Y \cdot \Gamma)_{loc} \in A_0(W_y).
\]  

(20)

A weaker version of this formula consists in the equality of the degrees of the above cycles:

\[
(\Gamma_\sigma \cdot [X \times_Y X])_{loc} = n(\Delta_Y \cdot \Gamma_\sigma)_{loc}.
\]  

(21)

We used in this equation the same notation for a localized intersection product and its degree.

Let \( \sigma \) and \( \sigma' \) be two automorphisms of \( X \) such that \( f \circ \sigma = f \circ \sigma' = \tau \circ f \). Then, \( i = \sigma' \circ \sigma^{-1} \) is an isomorphism of \( X \) over \( Y \):

\[
\begin{array}{c}
X \\
\downarrow i \\
Y
\end{array}
\begin{array}{c}
\sim \\
\swarrow \\
\searrow
\end{array}
\begin{array}{c}
X \\
\downarrow \\
Y
\end{array}
\]

The automorphism \( (id \times i) : X \times_S X \to X \times_S X \) sends \( \Gamma_\sigma \) onto \( \Gamma_{\sigma'} \) and preserves \( X \times_Y X \). So, \( id \times i \) induces an isomorphism between \( W \) and \( W' \), and we have

\[
(\Gamma_\sigma \cdot [X \times_Y X])_{loc} = (\Gamma_{\sigma'} \cdot [X \times_Y X])_{loc} \in A_0(W_y) = A_0(W'_y).
\]

Hence, the projection formula does not depend on the choice of the lifting of \( \tau \) to \( X \). Unfortunately, the proof we have is based on the existence of a good lifting.

**Good lifting of an automorphism over curves.** We consider here smooth projective and irreducible curves over \( \eta = \text{Spec}(K) \). Let \( f : D \to C \) be a finite morphism between such curves, and \( \tau \) be a non-trivial \( K \)-automorphism of \( C \). A lifting \( \sigma \) of \( \tau \) to \( D \) is a \( K \)-automorphism of \( D \) such that \( f \circ \sigma = \tau \circ f \). Denote \( \text{fix}(\sigma) \subset D \) and \( \text{fix}(\tau) \subset C \) the schemes of fixed points. Then, there exists a canonical closed immersion \( \text{fix}(\sigma) \subset \text{fix}(\tau) \times_C D \).

**DEFINITION 6.1.** A good lifting of \( \tau \) to \( D \) is a lifting \( \sigma \) such that \( \text{fix}(\sigma) = \text{fix}(\tau) \times_C D \).
Lemma 6.2. Let $f : D \to C$ be an étale covering of curves and $\tau$ be a non-trivial $K$-automorphism of $C$.

(i) If $\text{fix}(\tau) = \emptyset$, then any lifting of $\tau$ is a good lifting.

(ii) If $\text{fix}(\tau) \neq \emptyset$, then there exists at most one good lifting of $\tau$.

Proof. The first point is clear. For the second, consider two good liftings $\sigma$ and $\sigma'$. Then $\text{fix}(\sigma) = \text{fix}(\sigma') = \text{fix}(\tau) \times C \neq \emptyset$. Therefore, we can find a point $x \in \text{fix}(\sigma) = \text{fix}(\sigma') \subset D$ such that $\sigma(x) = \sigma'(x) = x$ and the automorphisms induced by $\sigma$ and $\sigma'$ over $K(x)$ are equal to the identity. As $f$ is étale, $\sigma = \sigma'$ ([12] Corollary 3.13 page 26).

We consider again a morphism $f : X \to Y$ between arithmetic surfaces and a non-trivial $S$-automorphism $\tau$ of $Y$. A lifting $\sigma$ of $\tau$ to $X$ is a good lifting if it induces a good one over the generic fibers.

Theorem 6.3. Let $f : X \to Y$ be a morphism of finite degree between arithmetic surfaces such that $f_\eta : X_\eta \to Y_\eta$ is étale. Let $\tau$ be a non-trivial $S$-automorphism of $Y$ and $\sigma$ be a good lifting of $\tau$ to $X$. Assume that $W = \Gamma \cap (X \times Y)$ is a Cartier divisor on $\Gamma$. Then, the strong projection formula holds for $f$.

The rest of this section is devoted to a proof of this Theorem.

6.1. Proof of Theorem 6.3

Fix the notation as follows:

\[
\begin{array}{ccc}
W & \xrightarrow{\varphi} & X \times_Y X \\
\downarrow_{\beta} & & \downarrow_{p_1} \\
X & & X
\end{array}
\]

(22)

- $\varphi$ is the closed immersion of $W$ in $X \times_Y X$ and $\mathcal{I}$ is its ideal sheaf.
- $p_1$ and $p_2$ are the first and the second projection.
- $\beta$ is the map $p_1 \circ \varphi$. It satisfies $\sigma \circ \beta = p_2 \circ \varphi$ because of the definition of $W$.

The map $\beta$ coincides with the closed immersion $W \to \Gamma$ when we identify $\Gamma$ with $X$ by the composed map $\Gamma \to X \times_S X \to X$, which we will do subsequently. Hence, $\beta$ is a closed immersion and makes $W$ a Cartier divisor on $X$. Let $\mathcal{J}$ be the ideal sheaf defining $\beta$. Diagram (22) leads to the following exact sequence:

\[
\mathcal{J}/\mathcal{J}^2 \to \mathcal{I}/\mathcal{I}^2 \to \beta^*\mathcal{O}_X^{1}\big|_Y \to 0.
\]

Let $P = \text{Proj}(\bigoplus_{n \geq 0} \mathcal{I}^n/\mathcal{I}^{n+1})$ and $q : P \to W$ be the canonical projection. Then, $P$
has pure dimension 1. Let $s = q_*(P) \in Z_1(W)$ be the first Segre class of the closed immersion $\pi$. As $W_1$ is a Cartier divisor on $(X \times_Y X)_1$, the cycle $([W] - s)$ is supported on the closed fiber of $W$. The morphisms over $P$:

$$q^*J/J^2 \to q^*I/I^2 \to \mathcal{O}(1) = \mathcal{O}_P(1)$$

induce isomorphisms on the generic fiber of $P$. So, the complex $q^*J/J^2 \to \mathcal{O}(1)$ is exact off $P$, and we can consider its Chern classes localized in $P$. We now state a proposition which implies Theorem 6.3.

**PROPOSITION 6.4.** With the above notation, we have:

$$q_*[\epsilon_{1,P}(q^*J/J^2 \to \mathcal{O}(1)) \cap [P]] = c_{1,X}^X(\sigma^*\Omega_{X/Y}^1) \cap \beta_*[W] + (c_1(J/J^2) - c_1(\beta^*\sigma^*\omega_{X/S})) \cap ([W] - s) \in A_0(W_0).$$

First, we prove that Proposition 6.4 implies Theorem 6.3. We extend diagram (19):

$$\begin{array}{ccc}
\tilde{W} & \to & X \times_Y X \\
\downarrow & & \downarrow \pi \\
W & \to & X \times_Y X \to \Delta_Y \\
\downarrow & & \downarrow j \\
\Gamma & \to & X \times_S X \to Y \times_S Y
\end{array}$$

(23)

where $X \times_Y X$ is the blow-up of $X \times_Y X$ along $W$ and $\tilde{W}$ is the exceptional divisor. Notice that $\pi$ is birational and that $\tilde{W}$ is canonically isomorphic to $P$ with conormal sheaf in $X \times_Y X$ the sheaf $\mathcal{O}(1)$. We subsequently identify $\tilde{W}$ and $P$, and also denote by $q: W \to W$ the projection. Diagram (23) induces two rational maps:

(i) $q^*\beta^*\sigma^*\omega_{X/S} \to \mathcal{O}(1)$ over $P = \tilde{W}$,

(ii) $\beta^*\sigma^*\omega_{Y/S} \to J/J^2$ over $W$.

By Proposition 5.3, we have:

$$(\Delta_Y, \Gamma)_{loc} = c_{1,W}^W(\beta^*\sigma^*\omega_{Y/S} \to J/J^2) \cap [W] \in A_0(W_0).$$

(24)

As $\pi$ is birational, Proposition 5.3 (more precisely, its analogue for the closed immersion $\Gamma \to X \times_S X$) implies:

$$(\Gamma, [X \times_Y X])_{loc} = q_*\epsilon_{1,P}(q^*\beta^*\sigma^*\omega_{X/S} \to \mathcal{O}(1)) \cap [P] \in A_0(W_0).$$

(25)

By Lemma 5.2, $f$ induces a rational map $f^*\omega_{Y/S} \to \omega_{X/S}$, and we have

$$c_{1,X}^X(\sigma^*\omega_{X/S} \to \sigma^*\omega_{X/S}) = c_{1,X}^X(\sigma^*\Omega_{X/Y}^1) \in A^1(X_S \to X).$$

(26)
By substituting equations (24), (25) and (26) in the formula of Proposition 6.4, we get the projection formula 
\[(\Gamma_\ast [X \times_Y X])_{\text{loc}} = (\Delta_Y \Gamma)_{\text{loc}}.\]

The next step is a reformulation of Proposition 6.4. Denote \(B = X \times_Y X\) and consider it as an \(X\)-scheme by the first projection. Consider a scheme \(C\) smooth over \(X\) with an \(X\)-closed immersion of \(B\) in \(C\):

\[B \rightarrow C \rightarrow X\]

We will prove the existence of such a factorization in the proof of Lemma 6.6. As \(X\) is regular, then \(C\) is regular. And as \(B\) is an l.c.i. scheme, the closed immersion of \(B\) in \(C\) is regular (EGA IV 19.3.2). Let \(E = \Omega^1_{C/X}\mid_B\) and \(U = \mathcal{N}_B^C\) be the conormal sheaf to \(B\) in \(C\). We have an exact sequence over \(B\):

\[U \rightarrow E \rightarrow p_2^\ast \Omega^1_{X/Y} \rightarrow 0,\]

where \(p_2 : B \rightarrow X\) is the second projection. As \(Y_\eta\) is étale over \(Y_\eta\), the complex \(U \rightarrow E\) is exact off \(B_\eta\). It defines a bivariant class \(c_{1, B}^{\text{loc}} = c_{1, B}^\ast (U \rightarrow E) \in A^1(B_\eta \rightarrow B)\).

**LEMMA 6.5.** The bivariant class \(c_{1, B}^{\text{loc}} \in A^1(B_\eta \rightarrow B)\) does not depend on the scheme \(C\).

**Proof.** Consider two schemes \(C_1\) and \(C_2\) as above and the diagram

\[B \rightarrow C_1 \times_X C_2 \rightarrow X\]

Let \(U \rightarrow E, U_1 \rightarrow E_1\) and \(U_2 \rightarrow E_2\) be the complexes associated to \(C_1 \times_X C_2, C_1\) and \(C_2\). Then \(E = E_1 \oplus E_2\), and we have an exact sequence \(0 \rightarrow U_1 \rightarrow U \rightarrow E_2 \rightarrow 0\), which follows from the diagram

\[B \rightarrow C_1 \times_X C_2 \rightarrow C_1\]

Therefore, \(c_{1, B}^\ast (U \rightarrow E) = c_{1, B}^\ast (U_1 \rightarrow E_1)\), and the Lemma follows. \(\square\)

**LEMMA 6.6.** With the above notation, we have:

\(c_{1}^{\text{loc}} \cap [W] = c_{1, X}^\ast (\sigma^\ast \Omega^1_{X/Y}) \cap \beta_\ast [W] \in A_0(W_3).\)
Proof. There exists a $Y$-closed immersion of $X$ in a scheme $Z$ which is smooth over $Y$. Then, $Z$ is regular and the closed immersion of $X$ in $Z$ is l.c.i. (EGA IV 19.3.2). Let $E_0 = \Omega^1_X |_Y$ and $E_1 = \mathcal{N}_X Z$ be the conormal sheaf of $X$ in $Z$. We have an exact sequence

$$0 \to E_1 \to E_0 \to \Omega^1_{Y/X} \to 0.$$ 

Indeed, the kernel of $E_1 \to E_0$ is torsion-free with a generic rank 0. Therefore, Lemma 6.6 is equivalent to

$$c_1^{\text{loc}} \cap \mathcal{W} = c_{Y,X}^X(\sigma^* E_1 \to \sigma^* E_0) \cap \beta_n \mathcal{W}$$

$$= c_{Y,W}^W(\beta^* \sigma^* E_1 \to \beta^* \sigma^* E_0) \cap \mathcal{W} \in A_0(W_2).$$

Consider now the diagram

$$B = X \times_Y X \longrightarrow C = X \times_Y Z \quad \text{under} \quad X \downarrow \quad \text{by} \quad i$$

The map $p_1$ is smooth and $i$ is a closed immersion. So, this diagram can be used to compute the localized Chern class $c_1^{\text{loc}}$. Let $U = N_B C$ be the conormal sheaf to $B$ in $C$ and $E = \Omega^1_{C/X} |_B$. It is easily seen that $E = p_2^* E_0$, where $p_2 : B \to X$ is the second projection. Furthermore, we have a surjective map $p_2^* E_1 \to U$ which is an isomorphism as $E_1$ and $U$ are locally free of the same rank. Hence,

$$c_1^{\text{loc}} = c_{1,B}(U \to E) = c_{1,B}(p_2^* E_1 \to p_2^* E_0).$$

We then apply this relation to $W$ and use the equation $p_2 \circ \sigma = \sigma \circ \beta$ in diagram (22), to get relation (27).

By Lemmas 6.5 and 6.6, Proposition 6.4 is equivalent to the following:

$$q_* c_{1,B}(q^* \mathcal{J}/\mathcal{J}^2 \to \mathcal{O}(1)) \cap [P]$$

$$= c_1^{\text{loc}} \cap [W] + (c_1(\mathcal{J}/\mathcal{J}^2 - c_1(\beta^* \sigma^* \mathcal{O}_X/Z)) \cap ([W] - s) \in A_0(W_2).$$

Taken in $A_0(W)$, equation (28) will follow from the commutativity of Fulton’s intersection theory for well-chosen regular closed immersions. For this purpose, we need to leave the category of schemes and work with formal schemes. Equation (28) taken in $A_0(W_s)$ turns out to be a refined version of Fulton’s commutativity.

6.2 REGULAR IMMERSIONS OF FORMAL SCHEMES

DEFINITION 6.7. (i) A closed immersion of formal schemes $Y \to Z$ defined by a coherent ideal sheaf $\mathcal{I}$ is a regular immersion if for any point $y \in Y$, there exists an open neighborhood $U$ of $y$ in $Y$ such that $\mathcal{I}|_U$ is generated by a regular sequence
of elements of $\Gamma(U, \mathcal{O}_U)$. One can prove that $\mathfrak{Y} \to \mathfrak{Z}$ is regular if and only if for any point $y$ of $\mathfrak{Y}$, the kernel $\mathfrak{Z}_y$ of $\mathcal{O}_{\mathfrak{Z},y} \to \mathcal{O}_{\mathfrak{Y},y}$ is generated by a regular sequence of elements of $\mathcal{O}_{\mathfrak{Z},y}$.

(ii) A formal scheme $\mathfrak{Y}$ is local complete intersection if for any point $y$ of $\mathfrak{Y}$, the local ring $\mathcal{O}_{\mathfrak{Y},y}$ is a local complete intersection ring (i.e. the completion of $\mathcal{O}_{\mathfrak{Y},y}$ is isomorphic to a quotient of a complete local regular ring by a regular sequence of elements).

**Lemma 6.8.** (1) Let $Z'$ be a closed subscheme of a scheme $Z$ and let $\mathfrak{Z}$ be the formal completion of $Z$ along $Z'$. If $Z$ is l.c.i. then $\mathfrak{Z}$ is l.c.i.

(2) Let $i: \mathfrak{Y} \to \mathfrak{Z}$ be a closed immersion of formal schemes and assume that $\mathfrak{Z}$ is regular. Then, $i$ is a regular immersion if and only if $\mathfrak{Y}$ is l.c.i.

**Proof.** (1) Being l.c.i. is a local property. Therefore, we can assume that $Z = \text{Spec}(A)$ and $Z'$ is given by an ideal $I$. Let $\hat{A}$ be the $I$-adic completion of $A$. The formal scheme $\mathfrak{Z}$ is isomorphic to $\text{Spf}(\hat{A})$. Let $\mathfrak{P}$ be a prime ideal of $A$ containing $I$, denote by $x$ the associated point either in $Z'$ or in $\mathfrak{Z}$ and by $\hat{\mathfrak{P}} = \mathfrak{P}\hat{A}$. The local ring of $\mathfrak{Z}$ at $x$ is given by:

$$\mathcal{O}_{\mathfrak{Z},x} = \lim_{\substack{\to \hat{A} \left( f\to 1 \right)}}$$

where $\hat{A}(f\to 1)$ is the $I$-adic completion of $\hat{A}$ (this is the localization of $\hat{A}$ at \{ $f^n$, $n \in \mathbb{Z}$ \}). Then, we get canonical morphisms:

$$\hat{\mathfrak{Y}} \to \mathcal{O}_{\mathfrak{Z},x} \to \hat{\mathfrak{A}}((\hat{\mathfrak{A}} - \mathfrak{Y})^{-1}) \simeq (\hat{\mathfrak{A}})^\wedge,$$

where $\hat{\mathfrak{A}}$ is the localization of $\hat{A}$ at $\mathfrak{Y}$ and $\hat{\mathfrak{A}}((\hat{\mathfrak{A}} - \mathfrak{Y})^{-1})$ is canonically isomorphic to the $I$-adic completion of $\hat{\mathfrak{A}}$. It follows that the $I$-adic completion of $\mathcal{O}_{\mathfrak{Z},x}$ is canonically isomorphic to the $I$-adic completion of $\hat{\mathfrak{A}}$. On the one hand, the $I$-adic completion of $\hat{\mathfrak{A}}$ is canonically isomorphic to the $I$-adic completion of $\hat{A}$. On the other hand the $\mathfrak{P}$-adic completion of $\hat{A}$ is canonically isomorphic to the $\mathfrak{P}$-adic completion of the $I$-adic completion of $\hat{A}$. The same remark applies for $\mathcal{O}_{\mathfrak{Z},x}$.

So, the completions of the local rings $\mathcal{O}_{\mathfrak{Z},x}$ and $\mathcal{O}_{Z,x}$ at their maximal ideals are isomorphic.

(2) Follows from EGA VI 19.3.2.

We return to our problem and consider the Cartesian diagram:

$$\begin{array}{ccc}
V & \rightarrow & W \\
\downarrow & & \downarrow \\
\Delta X & \rightarrow & X \times_Y X
\end{array}$$

where $V$ is the scheme of $\sigma$-fixed points over $X$. Let $\hat{A}$ be the formal completion of $X \times_S X$ along $\Gamma$, $B$ be the formal completion of $X \times_Y X$ along $W$ and $C$ be the formal
completion of $\Delta_X$ along $V$. Then, we have canonical embeddings $C \subset B \subset A$. We consider $C$, $B$ and $A$ as $X$-formal schemes by means of the first projection $X \times S X \to X$.

**LEMMA 6.9.** The closed immersions $V \subset W$ and $C \subset B$ induce isomorphisms $V_\eta \cong W_\eta$ and $C_\eta \cong B_\eta$ on the generic fibers.

**Proof.** Notice first that $W = \text{fix}(\tau \times f \Gamma^X)$ and $V = \text{fix}(\sigma)$. As $\sigma$ is a good lifting of $\tau$, $V_\eta = W_\eta$. The map $f_\eta: X_\eta \to Y_\eta$ is étale. So, $(\Delta_X)_\eta$ is a connected component of $(X \times Y)_\eta$. Taking completions along $V_\eta \cong W_\eta$, we get an isomorphism $C_\eta \cong B_\eta$. □

**LEMMA 6.10** ([3] Lemma 7.5). There exist a formal scheme $Z$ over $X$, locally isomorphic to $\mathbb{A}_X^2 \times X$, and an $X$-closed immersion of $A$ in $Z$.

**Proof.** We give the construction only for $\sigma = \text{id}$ since it is similar for any $\sigma$. Let $I$ be the ideal sheaf of the closed immersion $X \to A$ induced by the diagonal closed immersion. Since $X$ is regular, $\Omega_{X/S}^1 = I/I^2$ is locally generated by two sections. One can lift these generators to get a local surjection $\mathcal{O}_X[[x, y]] \to \mathcal{O}_A$. Hence, locally such a $Z$ exists. For the globalization of this construction, we proceed as follows. There exists a covering of $X$ by two affine open subschemes $X_1$ and $X_2$ such that $\Omega_{X/S}^1|_{X_i}$ is generated by two sections over $X_i$. To construct $X_1$ and $X_2$, fix in each component of $X_i$ a closed point. The sheaf $\Omega_{X/S}^1$ is generated by two sections over the associated semi-local ring. Choose any open affine neighborhood $X_1$ of these points over which $\Omega_{X/S}^1$ is generated by two sections. There exist only finitely many closed points of $X$ which are not in $X_1$. Over the corresponding semi-local ring, the sheaf $\Omega_{X/S}^1$ is generated by two sections. Lift these to an open affine neighborhood $X_2$.

Let $A_i = A \times X X_i$ for $i = 1, 2$. These are affine formal schemes. Indeed, consider for example $A_1$. It is canonically isomorphic to the formal completion of $X_1 \times X X_1$ along $X_1$ diagonally embedded. But $X_1$ is affine and so are all its infinitesimal neighborhoods, because they are finite over $X_1$. Put $A_i = \text{Spf}(A_i)$.

Let $I_1$ be the associated ideals of $A_1$. Let $x_1, x_2$ be two elements of $I_1$, lifting generators of $I_1/I_1^2 = \Omega_{X/S}^1|_{X_1}$. We get a map $\phi_i: \mathcal{O}_X[[x, y]] \to A_i$. It is a surjective map. Indeed, for any integer $n$, $\phi_1^n: \mathcal{O}_X[[x, y]]/(x, y)^n \to A_i/I_n$ is surjective. The last statement follows by induction from the following diagram:

$$
\begin{array}{cccccc}
0 & \longrightarrow & (x, y)^n/(x, y)^{n+1} & \longrightarrow & \mathcal{O}_X[[x, y]]/(x, y)^{n+1} & \longrightarrow & \mathcal{O}_X[[x, y]]/(x, y)^n & \longrightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & I_n/I_n^{n+1} & \longrightarrow & A_i/I_n^{n+1} & \longrightarrow & A_i/I_n^n & \longrightarrow & 0
\end{array}
$$

because the left vertical map is surjective.

I claim that there exists an automorphism $\phi$ of $\mathcal{O}_{X_1 \cap X_2}[[x, y]]$ such that $\phi \equiv \text{id} \mod (x, y)$ and $\phi_1 \circ \phi = \phi_2$ over $X_1 \cap X_2$. Then, we can glue $\phi_1$ and $\phi_2$ to get the formal scheme $Z$. We prove the claim in two steps.
Step 1: We construct a homomorphism \( \varphi \) satisfying the needed properties. There exist \( a, b, c, d \in \mathcal{O}_{X_1 \cap X_2} \) such that the relations
\[
\begin{align*}
\varphi_2 &= a\varphi_1 + b\varphi_1', \\
\varphi'_2 &= c\varphi_1 + d\varphi_1',
\end{align*}
\]
hold in \( \mathcal{I}/\mathcal{I}^2 \) over \( X_1 \cap X_2 \). Hence, the differences \( \varphi_2 - ax_1 - bx_1' \) and \( \varphi'_2 - cx_1 - dx_1' \) are in \( \mathcal{I}^2 \). As \( \varphi_1 \) is surjective, we find two formal series \( f(x, y) \) and \( f'(x, y) \) in \( (x, y)^2 \) mapping by \( \varphi_1 \) to these differences. Put
\[
\begin{align*}
g(x, y) &= ax + by + f(x, y), \\
g'(x, y) &= cx + dy + f'(x, y),
\end{align*}
\]
and define
\[
\varphi : \mathcal{O}_{X_1 \cap X_2}[[x, y]] \to \mathcal{O}_{X_1 \cap X_2}[[x, y]],
\]
\[
x, y \mapsto g(x, y); g'(x, y).
\]

The only point is to check that we can take \( \varphi \) to be an isomorphism. It suffices to take \( \varphi \) to be an isomorphism mod \( (x, y)^2 \) (i.e. to find \( a, b, c, d \in \mathcal{O}_{X_1 \cap X_2} \) such that \( ad - bc \) is invertible).

Step 2: We can choose \( a, b, c, d \) such that \( ad - bc \) does not vanish at all the generic points of \( (X_1 \cap X_2) \). Let \( \kappa_1, \ldots, \kappa_r \) be the generic points of \( (X_1 \cap X_2) \), and let \( P_j, \ldots, P_r \) be different closed points of \( X_1 \cap X_2 \) such that \( P_j \) is in the closure of \( \kappa_j \). If \( ad - bc \) does not vanish at \( P_j \) then it does not vanish at \( \kappa_j \). So, we are reduced to find \( a, b, c, d \) satisfying this property. For each \( j = 1, \ldots, r \), we can find \( a_j, b_j, c_j, d_j \in \mathcal{O}_{X_1 \cap X_2} \) such that:

1. the relations \( \begin{cases} \varphi_2 = a_j\varphi_1 + b_j\varphi_1' \\ \varphi'_2 = c_j\varphi_1 + d_j\varphi_1' \end{cases} \) hold at \( P_j \), and
2. \( a_jd_j - b_jc_j \) does not vanish at \( P_j \).

Statement (1) implies the existence of \( f_j, g_j \) in the maximal ideal of \( P_j \) and \( a_j', b_j', c_j', d_j' \in \mathcal{O}_{X_1 \cap X_2} \) such that the relations
\[
\begin{align*}
\varphi_2 &= a_j\varphi_1 + b_j\varphi_1' + f_j(d_j'\varphi_1 + b_j'\varphi_1'), \\
\varphi'_2 &= c_j\varphi_1 + d_j\varphi_1' + g_j(c_j'\varphi_1 + d_j'\varphi_1')
\end{align*}
\]
hold over \( X_1 \cap X_2 \). As the \( P_j \) are distinct closed points, there exist elements \( h_j \) with \( \sum h_j = 1 \) such that \( h_j \) belongs to the maximal ideal of any \( P_i \) except \( P_j \). Take \( a, b, c, d \) to be:
\[
\begin{pmatrix} a \\ c \\ d \end{pmatrix} = \sum_j h_j \begin{pmatrix} a_j + f_ja_j' \\ c_j + g_jc_j' \\ d_j + gjadi_j \end{pmatrix}.
\]

Relations (29) are trivially satisfied and \( ad - bc \) does not vanish at any point \( P_j \) and therefore at any point \( \kappa_j \). As a consequence, \( ad - bc \) fails to be invertible at only finitely many closed points of \( X_1 \cap X_2 \). Let \( m_i \) be maximal ideals of \( \mathcal{O}_{X_i} \) corresponding to these closed points. Let \( m_i \) be the maximal ideals of \( \mathcal{O}_{X_1} \) corresponding to
the finite set of closed points of \( X_2 \) which are not contained in \( X_1 \). Take any element \( f \) of \( O_{X_2} \) which is in any \( m_i \), but which is not in any of the \( n_j \). Replace \( X_2 \) by its localization at \( f \). Clearly \( X_1 \) and \( X_2 \) continue to cover \( X \). This finishes the construction of \( \phi \) and gives the formal scheme \( Z \).

The formal scheme \( Z \) constructed in Lemma 6.10 fits in the Cartesian diagram:

\[
\begin{array}{ccc}
V & \rightarrow & W \\
\downarrow & & \downarrow \\
C & \rightarrow & B \\
\downarrow & & \downarrow \\
X & \rightarrow & Z
\end{array}
\]  

(30)

The scheme \( X \times_Y X \) is l.c.i., hence so is the formal scheme \( B \) by Lemma 6.8. By the same Lemma, the closed immersions \( C \rightarrow Z \), \( B \rightarrow Z \) and \( \Gamma \rightarrow Z \) are l.c.i. of codimension 2. Put \( H = N_{\Gamma Z} \) the conormal sheaf to \( \Gamma \) in \( Z \), \( U = N_{BZ} \) the conormal sheaf to \( B \) in \( Z \), \( F = N_{CZ} \) the conormal sheaf to \( C \) in \( Z \) and \( E = \Omega^1_{Z/Y} \) the sheaf of relative differentials of \( Z \) over \( X \). Then, we have canonical isomorphisms \( H \cong \mathcal{E}|_\Gamma \) and \( F \cong \mathcal{E}|_C \), and an exact sequence over \( B \):

\[
\mathcal{U} \rightarrow \mathcal{E}|_B \rightarrow \hat{\Omega} \rightarrow 0,
\]

(31)

where \( \hat{\Omega} \) is the formal completion of \( p_2^* \Omega^1_{Y/Y} \) along \( W \). Put \( U = \mathcal{U}|_W \) and \( E = \mathcal{E}|_W = H|_W \).

The scheme \( P \) defined in the previous subsection is canonically isomorphic to \( \text{Proj}(S_B \mathcal{B}) \). We have denoted \( q: P \rightarrow W \) the projection. We consider also \( Q = \text{Proj}(S_C \mathcal{C}) \). Then, there exists a canonical closed immersion \( Q \subset P \) which induces an isomorphism on the generic fibers (by Lemma 6.9). Thus, the cycle \([P] - [Q]\) is supported over the closed fiber of \( P \). We define the invertible sheaf \( K_1 \) over \( P \) by the exact sequence

\[
0 \rightarrow K_1 \rightarrow q^* E \xrightarrow{\delta} \mathcal{O}(1) \rightarrow 0,
\]

(32)

where \( \delta \) is the composed map \( q^* E \rightarrow q^* T^2 \rightarrow \mathcal{O}(1) \) and the map \( E \rightarrow T^2 \) is induced by diagram (30). We denote \( K_2 \) the excess bundle relative to the diagram

\[
\begin{array}{ccc}
W & \rightarrow & \Gamma \\
\downarrow & & \downarrow \\
B & \rightarrow & Z
\end{array}
\]

In other words, \( K_2 \) is the invertible sheaf over \( W \) defined by the exact sequence:

\[
0 \rightarrow K_2 \rightarrow U \rightarrow \mathcal{J}/\mathcal{J}^2 \rightarrow 0.
\]

(33)
These sheaves are related by the commutative diagram over $P$:

$$
\begin{array}{c}
0 \\ \\
\downarrow \\ \\
0 \\
\end{array}
\begin{array}{c}
q^*K_2 \\ \\
q^*U \\ \\
q^*(J/J^2) \\ \\
0 \\
\end{array}
\begin{array}{c}
0 \\ \\
\downarrow \\ \\
0 \\
\end{array}
\begin{array}{c}
q^*E \\ \\
\mathcal{O}(1) \\
\end{array}
$$

(34)

where the second vertical map is induced by the exact sequence (31), and the third one was defined in Subsection 6.1 (we leave to the reader to check the commutativity of this diagram). All the vertical maps are isomorphisms off $P_s$. The following Proposition states the refined commutativity

$$
\Gamma([\mathcal{B}] - [\mathcal{C}]) = ([\mathcal{B}] - [\mathcal{C}], \Gamma)
$$

of the intersection products in $Z$.

**PROPOSITION 6.11.** We have the relation:

$$
q_{s*}[c_1(K_1) \cap ([P] - [Q])] = c_1(K_2) \cap ([W] - s_1(V, \Gamma)) - q_{s*}[c_1^E(q^*K_2 \to K_1) \cap [Q]] \in A_0(W_s),
$$

(35)

where $s_1(V, \Gamma)$ is the first Segre class of the closed immersion of $V$ in $\Gamma$ (notice that $([W] - s_1(V, \Gamma))$ is a cycle over $W_s$, by Lemma 6.9).

We postpone the proof of (35) to the next subsection, and we continue the proof of Equation (28).

**LEMMA 6.12.** Let $D$ be an irreducible reduced component of $W$ appearing with a non-vanishing multiplicity in $([W] - s)$. Then, $I/I^2|_D$ is locally free of rank 2 over $D$.

**Proof.** Notice first that $I/I^2$ is locally generated over $W$ by two sections, namely the pull-back of two local sections generating $\mathcal{O}_X(S)$. Let $\kappa$ be the generic point of $D$. It is enough to see that the stalk $(I/I^2)_\kappa$ is generated by two sections. If $(I/I^2)_\kappa$ is generated by one section, then we have an isomorphism $\mathcal{O}_{W, \kappa}(T) \to (\mathcal{O}_{W, \kappa}(T/I^2))_\kappa$. It follows that $P_\kappa = \text{Proj}(\oplus_{n \geq 0} I^n/I^{n+1})_\kappa \cong \text{Spec}(\mathcal{O}_{W, \kappa})$. We deduce that $D$ does not appear in the cycle $([W] - s)$. The Lemma is proved. \qed

**PROPOSITION 6.13.** We have the relation:

$$
c_1(E) \cap ([W] - s) = c_1(\beta^*\sigma^*\omega_{X/S}) \cap ([W] - s) \in A_0(W_s).
$$

**Proof.** Let $D$ be an irreducible component of $W$ as in Lemma 6.12 (notice that $D$ is vertical). The surjective map $E|_D \to I/I^2|_D$, induced by diagram (30), is an isomorphism because both sheaves are locally free of rank 2. Also, the surjective map $\beta^*\sigma^*\Omega_{X/S}|_D \to I/I^2|_D$, induced by diagram (23), is an isomorphism because $\Omega_{X/S}$ is locally generated over $X$ by two sections. Therefore, $E|_D \cong \beta^*\sigma^*\Omega_{X/S}|_D$. \quad \Box
Hence,
\[
c_1(E) \cap [D] = c_1(E[D]) \cap [D]
\]
\[
= c_1(b^*\sigma^1\Omega_{X/S}^1 \cap [D]
\]
\[
= c_1(\sigma^1\Omega_{X/S}^1) \cap [D] \quad \text{(by [3] lemma 7.4)}
\]
\[
= c_1(\sigma^1\omega_{X/S}) \cap [D]
\]
\[
= c_1(\beta^*\sigma^1\omega_{X/S}) \cap [D].
\]

Proposition 6.13 is proved.

Now, we prove relation (28). From diagram (34), we get
\[
q_\alpha[c^p_{1,P}(q^*\mathcal{J}/\mathcal{J}^2 \to \mathcal{O}(1)) \cap [P]]
\]
\[
= q_\alpha[c^p_{1,P}(q^*U \to q^*E) \cap [P]] - q_\alpha[c^p_{1,P}(q^*K_2 \to K_1) \cap [P]]
\]
\[
= c^p_{1,W}(U \to E) \cap s - q_\alpha[c_1(q^*K_2 \to K_1) \cap (P) - [Q]]
\]
\[
- q_\alpha[c_1(K_1) \cap (P) - [Q]) - q_\alpha[c^p_{1,P}(q^*K_2 \to K_1) \cap [Q]] \in A_0(W).
\]

In the last equation, we used that \(q_\alpha[Q] = s_1(V, \Gamma)\). Indeed, \(q_\alpha[Q] = s_1(V, \mathcal{C}) = s_1(V, \Delta_X)\) where \(s_1\) denotes the first Segre class of a closed immersion. As \(V\) is the scheme of \(\sigma\)-fixed point, \(s_1(V, \Gamma) = s_1(V, \Delta_X)\). We deduce, using Proposition 6.11, that:

\[
q_\alpha[c^p_{1,P}(q^*\mathcal{J}/\mathcal{J}^2 \to \mathcal{O}(1)) \cap [P]] = c^p_{1,W}(U \to E) \cap [W] +
\]
\[
+ c_1(U \to E) \cap (s - [W]) + c_1(K_2) \cap (s - [W]) \in A_0(W).
\]

I claim that \(c^p_{1,W}(U \to E) \cap [W] = c_1^{\text{loc}} \cap [W] \in A_0(W)\). Indeed, the diagram of formal schemes

\[
\begin{array}{ccc}
B & \rightarrow & Z \\
\downarrow & & \downarrow \\
X & & \\
\end{array}
\]

can be used to compute the class \(c_1^{\text{loc}}\) (see Lemma 6.5). Therefore,
\[
q_\alpha[c^p_{1,P}(q^*\mathcal{J}/\mathcal{J}^2 \to \mathcal{O}(1)) \cap [P]]
\]
\[
= c_1^{\text{loc}} \cap [W] + (c_1(K_2) + c_1(E) - c_1(U)) \cap (s - [W])
\]
\[
= c_1^{\text{loc}} \cap [W] + (c_1(E) - c_1(\mathcal{J}/\mathcal{J}^2)) \cap (s - [W]) \quad \text{(by the sequence (33))}
\]
\[
= c_1^{\text{loc}} \cap [W] + (c_1(\beta^*\sigma^1\omega_{X/S}) - c_1(\mathcal{J}/\mathcal{J}^2)) \cap (s - [W]) \quad \text{(by Proposition 6.13)}.
\]

Equation (28) is proved.
6.3. REFINED COMMUTATIVITY OF FULTON'S INTERSECTION THEORY

Using the commutativity of Fulton's intersection theory, we get relation (35) only in $A_0(W)$. Proposition 6.11 is a refined version of this commutativity. Consider the Cartesian diagram

where

(i) $Z'$ is obtained from $Z$ by a sequence of two blow-ups, the first along $B$, and the second along the inverse image of $C$. Hence, $C'$ and $B'$, the inverse images of $C$ and $B$, are Cartier divisors over $Z'$. Put $L = O_{Z'}(-B')$ and $G = O_{Z'}(-C')$.

(ii) $\Gamma'$, $W'$ and $V'$ are the inverse images of $\Gamma$, $W$ and $V$ respectively in $Z'$, $B'$ and $C'$.

(iii) $\Gamma''$ is the blow-up of $\Gamma$ along $V$ and $W''$ and $V''$ are the inverse images of $W$ and $V$ in $\Gamma''$. They are Cartier divisors over $\Gamma''$. By the universal property of blowing-up, there exists a canonical closed immersion of $\Gamma''$ in $Z$ such that $B'$ and $C'$ restrict respectively to $W''$ and $V''$. This closed immersion factors into $\Gamma'' \to \Gamma' \to Z'$. Notice that $V''$ is canonically isomorphic to $Q$.

The residual formal scheme to $C'$ in $B'$, denoted $T$, is the Cartier divisor over $Z'$ associated to the ideal sheaf $O_{Z'}(-B' + C') \subset O_{Z'}$. As $C'_y = B'_y$, $T$ is supported over $B'_y$. We label the closed immersions which appear in the diagram as follows

1. $i : \Gamma \to Z$, $b : B \to Z$ and $c : C \to Z$.
2. $b' : B' \to Z'$, $c' : C' \to Z'$ and $t : T \to Z'$.

**Remark 6.14.** We use the notion of Gysin map associated to a regular closed immersion as defined by Fulton in [7] chapter 6.2. Moreover, we have to consider
the following situation

\[
\begin{array}{ccc}
X' & \longrightarrow & Y' \\
\downarrow & & \downarrow \\
X & \longrightarrow & Y
\end{array}
\]

where \(r\) is a regular closed immersion of formal schemes and \(Y'\) is a formal scheme. If \(X'\) is a scheme, then we can consider \(r'(\langle Y'\rangle)\) as a cycle class over \(X'\). It is defined exactly as in [7] chapter 6. Indeed, the normal cones needed to define this class are schemes because \(X'\) is a scheme. The same remark applies for other bivariant classes like Chern classes or localized Chern classes. For example, if \(X\) is a formal scheme, \(\mathcal{E}\) is a locally free sheaf of \(X\), and \(X \to X'\) is a morphism from a scheme \(X\) to \(X'\), then we can consider \(c_i(\mathcal{E})\) as an operator on cycles of \(X\).

As usual, we introduce the excess bundles \(K_1\) over \(C_0\) and \(K_2\) over \(B_0\) defined by the exact sequences:

\[
\begin{align*}
0 & \to K_2 \to g^*\mathcal{U} \to \mathcal{L} \to 0, \\
0 & \to K_1 \to f^*(\mathcal{E}|_C) \to \mathcal{G} \to 0.
\end{align*}
\]

We get the commutative diagram over \(C':\)

\[
\begin{array}{ccc}
0 & \longrightarrow & \mathcal{K}_2|_{C'} \\
\downarrow & & \downarrow \\
0 & \longrightarrow & \mathcal{K}_1\end{array}
\begin{array}{ccc}
& \longrightarrow & f^*(\mathcal{L}|_{C'}) \\
& \downarrow & \downarrow \\
& \longrightarrow & \mathcal{G} \\
& & \longrightarrow \end{array}
\begin{array}{ccc}
& \longrightarrow & 0 \\
& & \longrightarrow \end{array}
\]

We denote in the following \(c^{loc}_i\) for the localized Chern classes \(c_i|_{C'}\).

**Lemma 6.15.** The vertical maps in diagram (36) are exact off \(C_1\), and the following relation holds between localized Chern classes over \(C'\):

\[
c_1(K_2)\cdot c^{loc}_1(\mathcal{L}|_{C'} \to \mathcal{G}) + c_1^{loc}(K_2|_{C'}) \cdot c_1(\mathcal{G}) = c_2^{loc}(f^*(\mathcal{U}|_{C'}) \to f^*(\mathcal{E}|_{C'})) + c_1^{loc}(f^*(\mathcal{U}|_{C'}) \to f^*(\mathcal{E}|_{C'}))c_1(f^*(\mathcal{U}|_{C'}))
\]

**Proof.** Given two invertible sheaves \(U\) and \(V\) over \(C'\) and a morphism \(U \to V\) which is an isomorphism on the generic fiber of \(C'\), one can prove that:

\[
c_2^{loc}(U \to V) = -c_1(U)\cdot c_1^{loc}(U \to V).
\]
We apply this remark to the complexes \( K_2|_C \to K_1 \) and \( L|_C \to G \). Then, using the exact sequences (36) and the relation \( c_2(f^*(U|_C)) = c_1(K_2|_C)c_1(L|_C) \), we get:

\[
\begin{align*}
&c_2^{bc}(f^*(U|_C) \to f^*(E|_C)) + c_1^{bc}(f^*(U|_C) \to f^*(E|_C))c_1(f^*(U|_C)) \\
&= c_2^{bc}(K_2|_C \to K_1) + c_2^{bc}(L|_C \to G) + c_1^{bc}(K_2|_C \to K_1)c_1^{bc}(L|_C \to G) + \\
&+ [c_1(K_2|_C)c_1(L|_C)]c_1^{bc}(K_2|_C \to K_1) + c_1^{bc}(L|_C \to G) \\
&= [c_1(L|_C) + c_1^{bc}(L|_C \to G)]c_1^{bc}(K_2|_C \to K_1) + c_1(K_2|_C)c_1^{bc}(L|_C \to G) \\
&= c_1(G)c_1^{bc}(K_2|_C \to K_1) + c_1(K_2|_C)c_1^{bc}(L|_C \to G). 
\end{align*}
\]

The last equality follows from the fact that a product of two localized bivariant classes is the product of one of them by the other class taken without localization.

**LEMMA 6.16.** Let \( \alpha = \hat{i}([Z]) \in A_2(\Gamma') \). Then, there exist two cycle classes \( \gamma \in A_2(\Gamma') \) and \( \delta \in A_2(W_0) \) such that \( \alpha - [\Gamma'] = \gamma + \delta \in A_2(\Gamma') \).

**Proof.** I claim that \( \alpha - [\Gamma'] \) is in the image of \( A_2(W') \to A_2(\Gamma') \). Let \( \Omega = \Gamma - W \) and \( \Omega' = \Gamma' - W' \). The map \( \pi \) induces an isomorphism \( \Omega' \cong \Omega \). Consider the commutative diagram

\[
\begin{array}{cccc}
A_2(W_0') & \longrightarrow & A_2(W') & \longrightarrow & A_1(W_0') & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \\
A_2(\Gamma_0') & \longrightarrow & A_2(\Gamma') & \longrightarrow & A_1(\Gamma_0') & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \\
A_2(\Omega_0') & \longrightarrow & A_1(\Omega_0') & & & & \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & & 0 & & & & 
\end{array}
\]

where the vertical and horizontal sequences are localization sequences. Since \( \Omega'_0 \cong \Omega_0 \) is an open subscheme of \( \Gamma_0 \), its dimension is at most one, so \( A_2(\Omega_0') = 0 \). Therefore, any class in \( A_2(\Gamma') \) which image vanishes in \( A_1(\Omega_0') \) is the image of a class in \( A_2(W') \). The image of \( \alpha - [\Gamma'] \) in \( A_1(\Omega_0') \) coincides with the image of \( \pi_*(\alpha - [\Gamma']) \) in \( A_1(\Omega_0') \) via the isomorphism \( \Omega' \cong \Omega \). But \( \pi_*(\alpha - [\Gamma']) = 0 \in A_2(\Gamma) \) by compatibility of intersection product with push-forward. The claim follows. The irreducible components of \( W' \) are either contained in \( V' \) or in the closed fiber \( W'_0 \). Then we have a surjection \( A_2(V') \oplus A_2(W_0') \to A_2(W') \). The Lemma follows. \( \square \)

The commutativity of Fulton’s intersection theory ([7] Theorem 6.4) implies

\[
\hat{i}([T]) = \hat{i}(\alpha) \in A_1(W'), \quad \text{(37)}
\]
\[
\hat{i}([C]) = c^\delta(\alpha) \in A_1(V'), \quad \text{(38)}
\]
Indeed, the first relation is localized in the closed fiber of $W'$ because $T$ is vertical. From these relations, we get:

$$c_1(K_2) + (\text{loc})([T]) - c_1^{loc}(K_{2|\mathcal{C}}) = c_1(K_2) + (\text{loc})([\mathcal{C}]) = (c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) \in A_0(W'_x).$$ (39)

**Lemma 6.17.** We have the following relation between cycle classes over $W_x$:

$$h_{ns}(c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = h_{ns}(c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) \in A_0(W'_x).$$

**Proof.** By Lemma 6.16, it is enough to prove:

$$h_{ns}[c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)] = 0 \in A_0(V'_x),$$

$$h_{ns}[c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)] = 0 \in A_0(W'_x).$$ (41)

Restricted to cycles over $V'$, the bivariant class $c_i^\delta$ coincides with the localized Chern class $c_i^\delta(\mathcal{L}|_{\mathcal{C}} \to \mathcal{G})$, and the bivariant class $c_i^\delta$ coincides with the Chern class $c_i(\mathcal{G})$. Therefore,

$$(c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = (c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = 0 \in A_0(V'_x).$$

Then, by Lemma 6.15,

$$h_{ns}[c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)] = h_{ns}(c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = 0 \in A_0(W'_x),$$

because $e_i(\alpha) = 0 \in A_2(V)$. The proof of relation (40) is finished. This method cannot apply to the cycle class $\delta$, as it is not supported over $V'$. But $\delta$ is already localized in the closed fiber of $W'$. Then,

$$(c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = (c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = (c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = 0 \in A_0(W'_x).$$

By Fulton’s excess formula ([7] Theorem 6.3), we have:

$$(c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)) = -(b^\delta - c^\delta) = 0 \in A_0(W'_x).$$

Taking the push-forward by $h_{ns}$, we get

$$h_{ns}[c_1(K_2) + c_1^{loc}(K_{2|\mathcal{C}}) - c_1(K_1)c^\delta(\alpha)] = -(b^\delta - c^\delta)h_{ns}(\alpha) = 0 \in A_0(W'_x).$$

Relation (41) follows because $h_{ns}(\alpha) = 0 \in A_2(W'_x).$
LEMMA 6.18. We have the following relation between cycle classes over $W_s$:

$$h_*\{c_1(K_2)\delta([T]) - c^{\text{exc}}_1(K_2)[C] \to K_1\} = q_*\{c_1(K_1) \cap ([P] - [Q])\} \in A_0(W_s).$$

Proof. The Lemma follows from the two equations:

$$h_*\{c_1(K_2)\delta([T]) - c^{\text{exc}}_1(K_2)[C] \to K_1\} = -i^*([B] - [C]) \in A_0(W_s).$$

Equation (43) is a consequence of Fulton’s excess formula ([7] Theorem 6.3). The first equation is harder. Let $A'$ and $B'$ be the projective completions of the normal cones respectively to $V'$ in $C'$ and to $W'$ in $B'$. They have pure dimension 3. There exists a canonical closed immersion $A' \subset B'$ which induces an isomorphism over the generic fibers. Let $\phi^*: B' \rightarrow W'$ be the canonical projection. Let $\xi'$ be the invertible sheaf over $B'$ defined by the exact sequence

$$0 \rightarrow \xi' \rightarrow p'^*(h^*E \oplus O_{W'}) \rightarrow O_B(1) \rightarrow 0.$$ 

By [7] proposition 6.1,

$$i^*([T]) = p'^*\{c_2(\xi') \cap ((B') - [A'])\} \in A_1(W_s'),$$

$$i^*([\xi']) = p'^*\{c_2(\xi') \cap [A']\} \in A_1(V').$$

Let $A$ and $B$ be the projective completions of the normal cones respectively to $V$ in $C$ and to $W$ in $B$. They have pure dimension 2. There exists a canonical closed immersion $A \subset B$ which induces an isomorphism over the generic fibers. Let $\phi: B \rightarrow W$ be the canonical projection. Let $\xi$ be the invertible sheaf over $B$ defined by the exact sequence

$$0 \rightarrow \xi \rightarrow p^*(E \oplus O_W) \rightarrow O_B(1) \rightarrow 0.$$ 

Again by [7] proposition 6.1,

$$i^*([B] - [C]) = p_*\{c_2(\xi) \cap ([B] - [A])\} \in A_0(W_s).$$

There exists a canonical closed immersion $B' \subset B \times_W W'$. Therefore, we get a map $\pi: B' \rightarrow B$ which extends the map $h: W' \rightarrow W$. It is easily seen that $\pi^*\xi = \xi'$. Therefore, equation (42) is reduced to the following equation:

$$p_*\{c_1(K_2) \cap ([B'] - [A']) - c^{\text{exc}}_1(K_2)[C] \to K_1\} \cap [A'] = -(([B] - [A]) \in A_2(B_s)).$$

The scheme $B$ has pure dimension 2. Therefore, $A_2(B) = Z_2(B)$ and $A_2(B_s) = Z_2(B_s)$. As $Z_2(B_s)$ injects in $Z_2(B)$, $A_2(B_s)$ injects in $A_2(B)$. Hence, the equality of two cycles in $A_2(B_s)$ is equivalent to their equality in $A_2(B)$. Therefore, it is enough to prove the relation above in $A_2(B)$. Hence, we are reduced to prove the following:

(i) $p_*\{c_1(K_2) \cap [B']\} = -[B] \in A_2(B),$

(ii) $p_*\{c_1(K_1) \cap [A']\} = -[A] \in A_2(A).$
We will prove (i). (ii) is similar. Consider the Cartesian diagram:

\[
\begin{array}{ccc}
W' & \rightarrow & B' \\
\downarrow & & \downarrow \\
W_1 & \rightarrow & B_1 \\
\downarrow & & \downarrow \\
W & \rightarrow & B \\
\end{array}
\]

where $Z_1$ is the blow-up of $Z$ along $B$ and $B_1$ and $W_1$ are the inverse images of $B$ and $W$ in $Z_1$. Let $B_1$ be the projective completion of the normal cone to $W_1$ in $B_1$. We can factor $\pi$ into $B' \rightarrow B_1 \rightarrow B$. Let $E$ be the excess bundle relative to the diagram

Clearly $K_2$ is the pull back of $E$. On the other hand, $\rho_*(B') = [B_1]$ because $B'$ and $B_1$ are birational. So, by the projection formula, (i) is reduced to the following:

\[
\pi_1(E \cap [B_1]) = -[B] \in A_2(B). \tag{44}
\]

The map $B_1 \rightarrow B$ is flat. Then the diagram

\[
\begin{array}{ccc}
B_1 = \Proj(S_{W_1}B_1[z]) & \rightarrow & W_1 \\
\downarrow \pi_1 & & \downarrow h_1 \\
B = \Proj(S_WB[z]) & \rightarrow & W
\end{array}
\]

is fiber square. But $W_1 = \Proj(W(\Sym(U)))$. Hence, $B_1 = \Proj(B(\Sym(U)))$. With this identification, the restriction to $W_1$ of the ideal sheaf of $B_1$ in $Z_1$ is the sheaf $O(1)$. Then, $E|_{W_1}$ is isomorphic to the kernel of the canonical surjection $h_1^*(U) \rightarrow O(1)$. Relation (44) follows.

We give now the proof of Equation (35). As $V'$ and $W'$ are Cartier divisors over $\Gamma'$, we have

\[
i'(V') = [W'] - [V'] \in A_1(W'),
\]

\[
c'(V') = [V'] \in A_1(V').
\]
Therefore, Lemma 6.17 becomes
\[
hs(f^{\bullet} c_1(K_2) - c_1^{\text{loc}}(K_2|_C \to K_1)(x)) = h_a(c_1(K_2) \cap ([W^m] - [V^m]) - c_1^{\text{loc}}(K_2|_C \to K_1) \cap [V^m]) \in A_0(W').
\]
Observe that \( K_1|_{V^m} = K_1 \) under the identification \( V^m \cong Q \), and \( K_2|_{W^m} \) is isomorphic to the pull-back of the line bundle \( K_2 \) over \( W \). Hence,
\[
hs(f^{\bullet} c_1(K_2) - c_1^{\text{loc}}(K_2|_C \to K_1)(x)) = c_1(K_2) \cap ([W^m] - s_1(V, \Gamma)) - q_{\ast} \zeta_{1, Q}^{\text{loc}}(q^{'*}K_2 \to K_1) \cap [Q]) \in A_0(W').
\]
Taking the push-forward of Equation (39) by \( h_a \), we get (35) as a consequence of Lemma 6.18 and the above relation. 

\[ \square \]

7. The Weak Projection Formula for Birational Morphisms

In this Section we focus on the weak projection formula for birational morphisms. The first part is devoted to the proof of a key formula giving the behavior of the Lefschetz numbers under blowing-up. The second part deals with the vertical contribution to the projection formula. In the last part, we prove the weak projection formula for birational morphisms and for morphisms obtained from an arithmetic surface by extending the base ring and resolving singularities, called simply base changes. The latter are central in the proof of the Lefschetz fixed point formula, precisely in reducing to semi-stable arithmetic surfaces. In this section, we make heavy use of Theorem 6.3 and the following key formula.

7.1. THE KEY FORMULA

THEOREM 7.1. Let \( \pi: X' \to X \) be a birational morphism between two arithmetic surfaces and \( \sigma \) be a non-trivial automorphism of \( X \) which can be lifted to an automorphism of \( X' \) denoted \( \sigma' \). Let \( \Gamma \subset X \times_S X \) and \( \Gamma' \subset X' \times_{X'} X' \) be the graphs of \( \sigma \) and \( \sigma' \). Then,
\[
(\Delta_{X', \Gamma'})_{\text{loc}} = (\Delta_{X, \Gamma})_{\text{loc}} + \text{tr}(\sigma')H^1_{\text{et}}(X', \mathbb{Q}_l) - \text{tr}(\sigma)H^1_{\text{et}}(X, \mathbb{Q}_l).
\]

Proof. Any birational morphism between arithmetic surfaces is obtained by a sequence of blow-ups at closed points [11]. Moreover, if \( \sigma \) can be lifted from \( X \) to \( X' \), then \( \pi \) is obtained by a sequence of birational maps of two types, namely a blow-up at a fixed point and blow-ups along the (reduced) orbit of a non-fixed point. It is enough to prove the above formula for each type.

The second type: Let \( x \) be a closed non-fixed point of \( X \) and \( O(x) \) be its orbit. Let \( \pi: X' \to X \) be the blow-up of \( X \) along \( O(x) \). Put \( U = X - O(x) \), then \( \pi \) induces an isomorphism between \( U \) and its inverse image \( U' = \pi^{-1}(U) \). The schemes of fixed points \( \text{fix}(\sigma) \) and \( \text{fix}(\sigma') \) are, respectively, closed subschemes of \( U \) and \( U' \). Using
Proposition 5.8, we see that all the terms appearing there are the same for the intersections $(\Delta X \cdot \Gamma)_{\text{loc}}$ and $(\Delta X \cdot \Gamma')_{\text{loc}}$. Therefore, $(\Delta X \cdot \Gamma)_{\text{loc}} = (\Delta X \cdot \Gamma')_{\text{loc}}$.

**Lemma 7.2.** Let $\pi : X' \to X$ be the blow-up of an arithmetic surface $X$ along a finite set $F$ of closed reduced points. Then,

$$H^i_c(X_r, \mathcal{Q}_l) \simeq H^i_c(X_s, \mathcal{Q}_l) \quad \text{for } i \neq 2,$$

$$0 \to H^2_c(X_s, \mathcal{Q}_l) \to H^2_c(X'_s, \mathcal{Q}_l) \to \bigoplus_{x \in F} \mathcal{Q}_l \to 0.$$

**Proof.** By the proper base change theorem, $H^i_c(X_r, \mathcal{Q}_l) = H^i_c(X, \mathcal{Q}_l)$. Hence, we are reduced to compare the étale cohomology groups of $X$ and $X'$. We use the Leray spectral sequence for $\pi$:

$$H^p(X, R^q\pi_*\mathcal{Q}_l) \Rightarrow H^{p+q}(X', \mathcal{Q}_l).$$

For any $x \in F$, let $i_x : \text{Spec}(k) \to X'$ be the canonical closed immersion. As the exceptional fibers of $\pi$ are isomorphic to $\mathbb{P}^1_k$, one gets by the proper base change theorem that $R^q\pi_*\mathcal{Q}_l = \mathcal{Q}_l, 0, \oplus_{x \in F} \mathcal{Q}_l, 0$, respectively, for $i = 0, 1, 2, 3$. Hence, the $E_\infty$ terms are

$$E_\infty^{p, q} = \begin{cases} H^p(X, \mathcal{Q}_l) & \text{for } q = 0, \\ \bigoplus_{x \in F} \mathcal{Q}_l & \text{for } (p, q) = (0, 2), \\ 0 & \text{otherwise.} \end{cases}$$

The Lemma follows. \qed

If in the above Lemma we take $F = O(x)$, we get $\text{tr}(\sigma')H^*_c(X'_s, \mathcal{Q}_l) = \text{tr}(\sigma)H^*_c(X_s, \mathcal{Q}_l)$. The theorem is now proved for morphisms of the second type.

**The first type:** We consider a blow-up $\pi : X' \to X$ of $X$ at a closed fixed point $x$. As in Section 5.3, let $Y$ (resp. $Y'$) be the Cartier divisor of $X$ (resp. $X'$) defined locally by the greatest common divisor of all functions in the ideal sheaf of $\text{fix}(\sigma)$ (resp. $\text{fix}(\sigma')$), and $\mathfrak{R}$ (resp. $\mathfrak{R}'$) be its residual scheme in $\text{fix}(\sigma)$ (resp. $\text{fix}(\sigma')$). Denote $E = (\pi^{-1}(x))_{\text{red}}$ the exceptional fiber of $\pi$, which is isomorphic to $\mathbb{P}^1_k$ with self-intersection $-1$.

**Lemma 7.3.** Under the above conditions, we have $Y' = \pi^*Y + xE$ where $x$ is an integer such that

$$x(x + 1) + \deg \mathfrak{R} - \deg \mathfrak{R}' = 1,$$

and $\deg \mathfrak{R}$ and $\deg \mathfrak{R}'$ are the sums of the multiplicities of all closed points in $\mathfrak{R}$ and $\mathfrak{R}'$ respectively.

**Remark 7.4.** The scheme of fixed points of an automorphism $\sigma$ over a scheme $X$ was defined globally by the fiber square (17). We can also define it locally as follows. Let $I$ be its ideal sheaf in $X$. If $X = \text{Spec}(A)$ then $I$ is generated by $\sigma(a) - a$ where $a$ runs over $A$. In general, let $U = \text{Spec}(A)$ and $V = \text{Spec}(B)$ be two affine open...
subspaces of $X$ such that $U \subset V \cap \sigma(V)$. Denote $\phi, \psi : B \to A$ the maps induced respectively by the scheme morphisms $U \to V$ and $U \to \sigma(V) \to V$. Then, $\mathcal{I}$ is generated over $U$ by $\psi(b) - \phi(b)$ where $b$ runs over $B$.

**Proof of Lemma 7.3.** Let $A$ be the local ring of $X$ at $x$, $m$ be its maximal ideal, and $t$ and $u$ be two local parameters of $A$. The automorphism $\sigma$ over $A$ is given by

$$\sigma(t) = at + bu, \quad \sigma(u) = ct + du,$$

where $a, b, c, d \in A$. Let $h = \sigma(t) - t$ and $g = \sigma(u) - u$ be the generators of the ideal of fixed points at $x$. Let $F$ be the greatest common divisor of $h$ and $g$. It is a local equation defining the Cartier divisor $Y$ at $x$. The residual scheme $\mathfrak{R}$ is defined at $x$ by the ideal $(h/F, g/F)$. Its degree is the local intersection at $x$ of the Cartier divisors defined by $h/F$ and $g/F$. Let $n$ be the order of $h/F$ and $m$ be the order of $g/F$ at $x$. We assume that $0 \leq n \leq m$.

All the computations we will do are local. So, we can replace $X$ by $\text{Spec}(A)$. The blow-up of $X$ at $x$ is $X' = \text{Proj}(A[T, U]/(tU - uT))$, and the automorphism $\sigma$ lifting $\sigma$ to $X'$ is given by

$$\sigma'(T) = aT + bU, \quad \sigma'(U) = cT + dU.$$

The scheme of $\sigma'$-fixed points over $X'$ is covered by the open affine subschemes $\Omega_1 = D_s(\sigma'(U))$ and $\Omega_2 = D_s(T) \cap D_s(\sigma'(T))$. As we will remark in the following, the computation depends on the order of $(uh - tg)/F$ at $x$. This order is always greater or equal than $n + 1$.

Assume first that $\text{ord}_x((uh - tg)/F) = n + 1$. The scheme $\Omega_1$ is isomorphic to the spectrum of the algebra:

$$A[T]/(tU - uT)[1/cT + d].$$

The exceptional divisor $E$ is defined there by the equation $u = 0$. We have $\sigma(u)/u = cT + d$, and is therefore invertible over $\Omega_1$. Using remark 7.4, we get that $\text{fix}(\sigma')$ is defined over $\Omega_1$ by the equations $g = \sigma(u) - u$ and

$$H = \frac{aT + b}{cT + d} - T = \frac{\sigma(t)}{\sigma(u)} - \frac{t}{u} = \frac{uh - tg}{u\sigma(u)}.$$

We leave to the reader the exercise of writing $\phi$ and $\psi$ in this case. The greatest common divisor of $g$ and $H$ is $F(d^{-1})$. Hence, $z = n - 1$ and the residual scheme $\mathfrak{R}$ is defined over $\Omega_1$ by the ideal $(g/Fd^{-1}, (uh - tg)/Fd\sigma(u))$.

In the same way, $\Omega_2$ is isomorphic to the spectrum of the algebra:

$$A[U]/(uU)[1/a + bU].$$

The exceptional divisor $E$ is defined there by the equation $t = 0$. We have $\sigma(t)/t = a + bU$, and is therefore invertible over $\Omega_2$. The scheme of fixed points
is defined over $\Omega_2$ by $h = \sigma(t) - t$ and

$$G = \frac{c + dU}{a + bU} - U = \frac{\sigma(u)}{\sigma(t)} - \frac{u}{t} = \frac{tg - uh}{t\sigma(t)}.$$ 

The greatest common divisor of $h$ and $G$ is $Ft^{\rho - 1}$ and $\mathcal{R}'$ is defined over $\Omega_3$ by the ideal $(h/Ft^{\rho - 1}, (tg - uh)/Ft^{\rho}(\sigma(t)))$. I claim that:

$$\deg \mathcal{R}' = \left(\pi\left(\frac{h}{F}\right) - nE.\pi\left(\frac{g}{F}\right) - nE\right) + \left(\pi\left(\frac{uh - tg}{F}\right) - (n + 1)E.E\right).$$

The first intersection number $(\pi\left(h/F\right) - nE.\pi\left(g/F\right) - nE)$ is defined as the sum, over all closed points of $E$, of the local intersection of the effective Cartier divisors $\pi\left(h/F\right) - nE$ and $\pi\left(g/F\right) - nE$. These meet properly. The second intersection number can be defined in the same way. We can also use [6] expose X to define it because one of the factors is $E$. To prove the claim, choose a closed fixed point $y$ of $E$. Assume that $y \in \Omega_1$. Then, using Lemma B.1,

$$\deg_y \mathcal{R}' = \left(\frac{g}{F^{\rho - 1}}\right)_y \left(\frac{uh - tg}{F^{\rho + 1}}\right)_y = \left(\frac{ug}{F^{\rho}}\right)_y \left(\frac{uh - tg}{F^{\rho + 1}}\right)_y = \left(\frac{g}{F^{\rho}}\right)_y \left(\frac{uh - tg}{F^{\rho + 1}}\right)_y.$$ 

This proves the claim. By the classical projection formula, the claim implies

$$\deg \mathcal{R}' = \left(\frac{h}{F}\right)_y - n^2 + (n + 1) = \deg \mathcal{R} - n(n - 1) + 1,$$

which is the needed relation.

Assume now that $\ord_y(uh - tg)/F > n + 1$. In this case, $n = m \geq 1$ and there exists $2 \in m^{\rho - 1}$ such that $h/F - tx \in m^{\rho + 1}$ and $g/F - ux \in m^{\rho + 1}$. First, over $\Omega_1$ the greatest common divisor of $h$ and $H$ is $Ft^\rho$. Hence, $x = n$ and $\mathcal{R}'$ is defined there by the ideal $(g/F^{\rho}, (uh - tg)/Ft^{\rho + 1}(\sigma(t)))$. Second, over $\Omega_2$ the greatest common divisor of $h$ and $G$ is $Ft^{\rho}$. So, the residual scheme $\mathcal{R}'$ is defined there by the ideal $(h/F^{\rho}, (tg - uh)/Ft^{\rho + 1}(\sigma(t)))$. I claim that:

$$\deg \mathcal{R}' = \left(\pi\left(\frac{g}{F}\right) - nE.\pi\left(\frac{h}{F}\right) - nE\right) - (E.\pi\left(\frac{x}{u}\right) - (n - 1)E).$$

Choose a closed fixed point $y$ of $E$. Assume that $y \in \Omega_1$. Then, using Lemma B.1,

$$\deg_y \mathcal{R}' = \left(\frac{g}{F^{\rho}}\right)_y \left(\frac{uh - tg}{F^{\rho + 1}(\sigma(u))}\right)_y = \left(\frac{g}{F^{\rho}}\right)_y \left(\frac{uh - tg}{F^{\rho + 1}}\right)_y = \left(\frac{g}{F^{\rho}}\right)_y \left(\frac{h}{F^{\rho}}\right)_y = \left(\frac{uh - tg}{F^{\rho + 1}}\right)_y.$$
Indeed,

\[ \frac{g}{F_{\ell}} - \frac{\alpha}{u^{a+1}} \in \frac{1}{u^m} m+1 \]

and is therefore a multiple of \( u \) over \( \Omega_1 \). This proves the claim. The lemma follows from the claim using the projection formula. \( \square \)

**Lemma 7.5.** With the same notation as above, we have

\[ (\Delta_{X, \Gamma})_{\loc} - (\Delta_{X, \Gamma})_{\loc} = \alpha(z + 1) + \deg R - \deg R. \]

**Proof.** Let \( \omega \) and \( \omega' \) be the dualizing sheaves of \( X \) and \( X' \). These sheaves are related by \( \omega' = \pi^* \omega \otimes O_X(E) \). The Cartier divisors \( Y \) over \( X \) and \( Y' \) over \( X' \) are decomposed into vertical and horizontal parts \( Y = H + V \) and \( Y' = H' + V' \). Then, \( \pi_* H' = H \) and \( \pi_* V' = V \), and by Lemma 7.3, \( Y' = \pi^* Y + zE \). Using Proposition 5.8, we see that \( (\Delta_{X, \Gamma})_{\loc} - (\Delta_{X, \Gamma})_{\loc} \) is a sum of three differences:

(i) The horizontal term:

\[ c^{(H)}_{1, H}(\omega|_H) \to \mathcal{O}(Y'|_H) \cap [H] - c^{(H)}_{1, H}(\omega|_H) \to \mathcal{O}(H) \cap [H] \]

\[ = -(z + 1)(E.H'). \]

(ii) The vertical term:

\[ -(\omega' + V') + (\omega + V) \]

\[ = -(z + 1)(E.V') = -(z + 1)(\rho^* Y + zE - H'.E) \]

\[ = \alpha(z + 1) + (z + 1)(E.H'). \]

(iii) The 0-dimensional term: \( \deg R - \deg R. \)

Lemma 7.5 is now proved. \( \square \)

Finally by Lemma 7.2, \( \text{tr}(\sigma') H^*_{\ell}(X'_s, \mathbb{Q}_l) - \text{tr}(\sigma) H^*_{\ell}(X_s, \mathbb{Q}_l) = 1. \) Then, Theorem 7.1 is a consequence of Lemmas 7.3 et 7.5. \( \square \)

**Remark 7.6** (Lefschetz numbers over normal surfaces). Let \( X \) be a normal surface over \( S \) (i.e. a normal integral scheme of dimension 2 proper and flat over \( S \)) and let \( \sigma \) be a non-trivial \( S \)-automorphism of \( X \). Fix a resolution \( X' \) of \( X \) to which \( \sigma \) lifts. The existence of such an \( X' \) is a consequence of the theory of minimal resolutions in dimension 2 [11]. The lifting of \( \sigma \), when it exists, is unique (denoted \( \sigma' \)). Define the Lefschetz number of \( \sigma \) over \( X \) by the formula:

\[ L(X, \sigma) = (\Delta_{X, \Gamma})_{\loc} - \text{tr}(\sigma') H^*_{\ell}(X'_s, \mathbb{Q}_l) + \text{tr}(\sigma) H^*_{\ell}(X_s, \mathbb{Q}_l). \]

By Theorem 7.1, this definition does not depend on the desingularisation we choose.
7.2. SOME COMBINATORICS ON GRAPHS

We consider a birational $S$-morphism $f : X \to Y$ from a normal surface $X$ to a regular surface $Y$. Let $\mathcal{V}$ be the cycle of $X \times_Y X$ given by its irreducible components different from the diagonal. The latter are isomorphic to products of two irreducible components of $X$ which collapse to the same point in $Y$. We write $[X \times_Y X] = [\Delta_X] + \mathcal{V}$ and decompose

$$\mathcal{V} = \sum_{(i,j)} e_{i,j} [E_i \times_k E_j],$$

where the $E_i$ are the irreducible components of $X$ which collapse to a point in $Y$, and the sum above is taken over all couples $(i, j)$ such that $E_i$ and $E_j$ collapse to the same point of $Y$. Assume, moreover, that we are given an $S$-automorphism $\sigma$ of $Y$ which can be lifted to an automorphism of $X$ (also denoted by $\sigma$).

**Theorem 7.7.** Let $f : X \to Y$ be as above, then

$$\sum_{(i,j)} e_{i,j} (\sigma(E_i) \times_k E_j) = \text{tr}(\sigma) H^*_c(Y, \mathbb{Q}) - \text{tr}(\sigma) H^*_c(X, \mathbb{Q}).$$  \hspace{1cm} (45)

The numbers on the left-hand side are the intersection numbers over the normal surface $X$ defined by Mumford [14] and summarized in Appendix A.

This theorem was proved by Bloch [3] for $\sigma = \text{id}$. We begin by giving his proof in more details. Then, we deduce the result for any automorphism.

**Reduction step:** Let $f : X \to Y$ be a dominant map between arithmetic surfaces over $S$ (i.e. $X$ and $Y$ are assumed to be regular!). Then, $f$ is local complete intersection. This means that $f$ factors into

$$X \xrightarrow{i} P \xrightarrow{g} Y$$

where $g$ is smooth and $i$ is a regular closed immersion. Put $f^* = i^* g^* \in A^0(X \to Y)$. Fulton proved that $f^*$ does not depend on the factorization of $f$ ([7] proposition 6.6). Consider the following diagram

$$X \times_S X \xrightarrow{i \times i} P \times_S P \xrightarrow{g \times g} Y \times_S Y$$

As $g \times g$ is smooth and $i \times i$ is a regular closed immersion (it is the composition of $X \times_S X \to X \times_S P$ and $X \times_S P \to P \times_S P$ which are both regular closed
immersions), then $f \times f$ is l.c.i. and defines a bivariant class $(f \times f)^* \in A^0(X \times_S X \to Y \times_S Y)$. Consider the following Cartesian diagram

$$
\begin{array}{ccc}
X \times_Y X & \longrightarrow & X \times_S X \\
\downarrow & & \downarrow f \times f \\
\Delta_Y & \longrightarrow & Y \times_S Y
\end{array}
$$

I claim that

$$(f \times f)^*[\Delta_Y] = [X \times_Y X] \in A_2(X \times_Y X).$$

(46)

**Proof of the Claim.** We consider the previous factorization of $f \times f$. Then,

$$(f \times f)^*[\Delta_Y] = (i \times i)^* (g \times g)^*[\Delta_Y]$$

$$= (i \times i)^* ([P \times_Y P])$$

(because $g \times g$ is flat).

Consider the fiber square

$$
\begin{array}{ccc}
X \times_Y X & \longrightarrow & P \times_Y P \\
\downarrow & & \downarrow \\
X \times_S X & \longrightarrow & P \times_S P
\end{array}
$$

Let $d$ be the dimension of $P$. As $P \times_Y P$ is regular and $X \times_Y X$ is an l.c.i. scheme, then the closed immersion $X \times_Y X \to P \times_Y P$ is regular (EGA IV 19.3.2) of codimension $2d - 4$, which is the same codimension as $i \times i$. Therefore,

$$(i \times i)^* ([P \times_Y P]) = [X \times_Y X] \in A_2(X \times_Y X).$$

The claim is proved. \hfill \Box

Consider now two effective vertical divisors $E$ and $F$ over $Y$. I claim that

(i) $f^{-1}E$ is a Cartier divisor over $X$ of associated sheaf $f^*O_Y(E)$, and $f^*([E]) = [f^{-1}E] \in A_1(f^{-1}E)$.

(ii) $(f \times f)^*([E \times_S F]) = [f^{-1}E \times_S f^{-1}F] \in A_2(f^{-1}E \times_S f^{-1}F)$.

**Proof.** (i) The closed subscheme $f^{-1}E$ is locally defined by one equation in $X$ (the pull-back of a local equation defining $E$ in $Y$ ). It is not a zero divisor because the map is dominant. We have, $f^*([E]) = \tilde{i}([g^{-1}E])$ because $g$ is flat. Consider
the diagram

As \( g \) is flat, \( j \) is a regular closed immersion of codimension 1. The commutativity of intersection products ([7] theorem 6.4) implies that \( j^!(g^{-1}E) = j^!([X]) \). But \( j^!([X]) = [f^{-1}E] \) because \( f^{-1}E \) is a Cartier divisor over \( X \).

(ii) The bivariant class \( f^* \) maps \( A_1(Y_s) \to A_1(X_s) \), and \( (f \times f)^* \) maps \( A_2(Y_s \times_k Y_s) \) to \( A_2(X_s \times_k X_s) \). Moreover, the following diagram commutes:

\[
\begin{array}{ccc}
A_1(Y_s) \otimes A_1(Y_s) & \rightarrow & A_2(Y_s \times_k Y_s) \\
\Downarrow \ f^* \otimes f^* & & \Downarrow \ (f \times f)^* \\
A_1(X_s) \otimes A_1(X_s) & \rightarrow & A_2(X_s \times_k X_s)
\end{array}
\]

Notice that \([E] \) and \([F] \) are in the image of \( A_1(Y_s) \to A_1(Y) \), and \([E \times F] \) is in the image of \( A_2(Y_s \times_k Y_s) \to A_2(Y \times_S Y) \). It is enough to prove relation (ii) in \( A_2(X_s \times_k X_s) \). Indeed, by dimension argument, \( A_2(f^{-1}E \times_S f^{-1}F) = A_2((f^{-1}E)_{\text{red}} \times_k (f^{-1}F)_{\text{red}}) \) injects in \( A_2(X_s \times_k X_s) \). In \( A_2(X_s \times_k X_s) \), the relation is a consequence of (i) and the commutativity of the previous diagram.

Assume that we are given two birational maps \( f : X_2 \to X_1 \) and \( g : X_1 \to X_0 \) between arithmetic surfaces over \( S \). Define the cycles \( \overline{\nu}(X_2/X_1) \) over \( X_2 \times_{X_1} X_2 \), \( \overline{\nu}(X_2/X_0) \) over \( X_2 \times_{X_0} X_2 \) and \( \overline{\nu}(X_1/X_0) \) over \( X_1 \times_{X_0} X_1 \) as before: they are made of the irreducible components of these schemes different from the diagonals.

Write

\[
\overline{\nu}(X_1/X_0) = \sum_{(i,j)} e_{ij} [E_i \times E_j],
\]

where the \( E_i \) are the irreducible components of \( X_1 \) which collapse to a point in \( X_0 \), and the sum is taken over all couples \((i,j)\) such that \( E_i \) and \( E_j \) collapse to the same point in \( X_0 \). I claim that

\[
\overline{\nu}(X_2/X_0) = \overline{\nu}(X_2/X_1) + \sum_{(i,j)} e_{ij} [f^{-1}E_i \times f^{-1}E_j] \in A_2(X_2 \times_{X_0} X_2). \quad (47)
\]

Moreover, this relation holds between cycles because \( X_2 \times_{X_0} X_2 \) has dimension 2.
Proof of the claim. Put $h = g \circ f$ and consider the Cartesian diagram

$$
\begin{array}{ccc}
X_2 \times X_1 \times X_2 & \longrightarrow & X_2 \times X_0 \times X_2 \\
\downarrow & & \downarrow f \\
\Delta X_1 & \longrightarrow & X_1 \times X_0 \times X_1 \\
\end{array}
$$

By Equation (46),

$$
[X_2 \times X_0 \times X_2] = (h \times h)^*[\Delta X_0] = (f \times f)^*(g \times g)^*[\Delta X_0] \quad ((7) \text{ theorem 6.5})
$$

$$
= (f \times f)^*[X_1 \times X_0 \times X_1]
$$

$$
= (f \times f)^*([\Delta X_1] + \sum_{(i,j)} e_{ij}[E_i \times E_j])
$$

$$
= [X_2 \times X_1 \times X_2] + \sum_{(i,j)} e_{ij}[f^{-1}E_i \times f^{-1}E_j] \in A_2(X_2 \times X_1 \times X_2).
$$

The claim follows by subtracting $[\Delta X_1]$ from this relation. \hfill \Box

Remark 7.8. Equation (47) implies very easily Theorem 7.7 for a regular $X$. Indeed, it implies that, like the right-hand side, the left-hand side of Equation (45) is additive for the composition of birational maps between arithmetic surfaces. So, it is enough to prove (45) for the two types of birational maps introduced in the proof of Theorem 7.1. For these maps, (45) is obvious.

We come to the general situation of Theorem 7.7 where $X$ is just a normal surface. Fix a resolution $Z$ of $X$ to which $\sigma$ extends. The composed map $g : Z \to Y$ is birational and therefore is obtained by a sequence of blow-ups at closed points [11]. The map $Z \to X$ is obtained by contracting some of the exceptional curves in $Z$. Denote $\Phi$ the dual graph of the exceptional fibers of $g$. It is the graph labeled by one vertex for each irreducible component in an exceptional fiber of $Z/Y$ and one edge between intersecting curves. Each vertex is labeled with the self-intersection number of the corresponding curve and each edge with the intersection number of its vertices. We denote $I$ the set of vertices which are contracted in $Z \to X$ and $\sigma$ the automorphism induced by $\sigma$ on this graph. Notice that $\sigma(I) = I$.

Lemma 7.9. The only datum which determines the left and right-hand sides of equation (45) is $(\Phi, I, \sigma)$. The way that they depend on $(\Phi, I, \sigma)$ is the same in the pure and in the mixed characteristic situation.

Proof. The right-hand side of (45) is minus the number of $\sigma$-fixed vertices in $\Phi - I$. To prove this statement, write

$$
\text{tr}(\sigma)|H^*_\sigma(Y_\ell, \mathcal{Q}_I) - \text{tr}(\sigma)|H^*_\sigma(X_\ell, \mathcal{Q}_I)
$$

$$
= \text{tr}(\sigma)|H^*_\sigma(Y_\ell, \mathcal{Q}_I) - \text{tr}(\sigma)|H^*_\sigma(Z_\ell, \mathcal{Q}_I) + \text{tr}(\sigma)|H^*_\sigma(Z_\ell, \mathcal{Q}_I) - \text{tr}(\sigma)|H^*_\sigma(X_\ell, \mathcal{Q}_I).
$$
As $Z \to Y$ is a sequence of blow-ups, Lemma 7.2 implies that the first difference is minus the number of $\sigma$-fixed vertices in $\Phi$. The second difference is the number of $\sigma$-fixed vertices in $I$. Indeed, one can factor $Z \to X$ into a sequence of birational maps each of them is a contraction of a disjoint union of curves isomorphic to $\mathbb{P}^1$ and making an orbit under $\sigma$ of one of them. Then, the proof of Lemma 7.2 applies in this case. The details are given in Lemma 7.11.

We prove now the lemma for the left hand side of (45). Denote $E_0^i$ the strict transform in $Z$ of the irreducible component $E_i$. First, the $E_0^i$ are exactly the vertices of $F$ which are not in $I$. Second, the intersection number $s^i_{E_i \cap E_j}$ over $X$ is completely determined by $F, I, s^i$ as explained in Appendix A. Finally, consider two such components $E_i$ and $E_j$ over $X$ and $E_0^i$ and $E_0^j$ their strict transform in $Z$. We will prove that the $e_{i,j}$ depends only on $\Phi$. Let $e_{i,j}'$ be the multiplicity of $E_i \times E_j$ in $Z \times_Y Z$. The map $Z \to X$ is an isomorphism in a neighborhood of the generic points of $E_i$ and $E_j$, then $e_{i,j} = e_{i,j}'$. Therefore, it is enough to consider the case of $I = \emptyset$. In this case, the proof is by induction on the number $n$ of blow-ups giving the map $Z \to Y$.

If $n = 1$, then there is only one exceptional fiber $E$ of self-intersection $-1$ and the multiplicity of $E \times E$ in $Z \times_Y Z$ is 1. Assume the result for any sequence of $(n - 1)$ blow-ups and factor the map $Z \to Y$ into $\rho : Z \to Z'$ and $\pi : Z' \to Y$, where the number of blow-ups in $\rho$ is $(n - 1)$, and $\pi$ is a blow-up at a closed point with exceptional fiber $E$. Let $\Phi'$ be the graph associated with $Z \to Z'$. It is the subgraph of $\Phi$ obtained by removing the vertex corresponding to the strict transform of $E$ in $Z$. By the reduction step (equation (47)), the following relation holds between cycles over $Z \times_Y Z$:

$$\nu(Z/Y) = \nu(Z/Z') + [\rho^*E \times \rho^*E].$$

By the induction hypothesis, the cycle $\nu(Z/Z')$ is completely determined by $\Phi' \subset \Phi$. The pull-back $\rho^*E$ is also the pull-back as a Cartier divisor of $E$ and therefore, is determined by the graph $\Phi$.

**DEFINITION 7.10.** An admissible triple is a triple $(\Phi, I, \sigma)$ made of

- an admissible graph $\Phi$: the dual graph of a birational map between regular surfaces labeled as explained before (where a regular surface means an irreducible regular scheme of dimension 2 proper and flat over a base which can be either a field or the spectrum of a discrete valuation ring),
- a set of vertices $I$ on $\Phi$,
- an automorphism $\sigma$ of the labeled graph $\Phi$ (i.e. an automorphism which preserves the intersection numbers), such that $\sigma(I) = I$.

The arithmetic situation we begin with provides us with an admissible triple. Moreover, any admissible triple of the form $(\Phi, I, \text{id})$ can be realized in this way.
LEMMA 7.11. (i) Let $\Phi$ be an admissible graph and $Y$ be a regular surface (in the sense of the previous definition). Then, there exist a regular surface $Z$ and a birational map $Z \to Y$ with dual graph $\Phi$.

(ii) Assume that $Y$ is either defined over an algebraic closure of a finite field, or over a complete discrete valuation ring. Let $I$ be a set of vertices of $\Phi$. Then, one can contract in $Z$ the curves corresponding to $I$, to get a normal surface $X$ and a birational morphism $X \to Y$. Moreover, $\chi(X) - \chi(Y) = \#(\Phi - I)$.

Proof. (i) Obvious.

(ii) For each $i \in I$, let $F_i$ be the associated exceptional curve of $Z = Y$. The intersection form over the divisors supported over the exceptional curves of $Z = Y$ is definite negative. Therefore, its restriction to the divisors supported over the $F_i$ is also definite negative. This is a necessary and sufficient condition for contractability under the hypothesis of the Lemma ([1] theorem 2.9 for the geometric case, and [13] corollary 4.4 for the arithmetic case). This means that there exists a normal surface $X$ and a birational projective morphism $\varphi: Z \to X$ such that

1. $\varphi(\cup_{i \in I} F_i)$ is a finite set of points, and
2. $\varphi: Z = (\cup_{i \in I} F_i) \to X - \varphi(\cup_{i \in I} F_i)$ is an isomorphism.

A contraction when it exists is unique up to isomorphism ([11] section 27). It is universal in the following sense: Let $A$ be a normal surface with a birational projective morphism $\psi: Z \to A$ such that $\psi(\cup_{i \in I} F_i)$ is a finite set of points. Then, there exists a map $\phi: X \to A$ such that $\psi = \phi \circ \varphi$. For this, consider the following diagram

$$
\begin{array}{ccc}
Z & \xrightarrow{(\psi, \varphi)} & X' \\
\downarrow & & \downarrow \\
A \times X & & X
\end{array}
$$

where $X'$ is the normalization of the image of $Z$ (we use here that $Z$ is regular in order the get the factorization of $(\psi, \varphi)$). Obviously, $X'$ satisfies properties (1) and (2). Then, $X'$ is isomorphic to $X$. The map $\phi: X \to A$ is obtained by composing with the first projection.

Choose a bijection $I \simeq \{1, \ldots, n\}$. For each $0 \leq j \leq n$, let $X_j$ be the normal surface obtained by contracting in $Z$ the curves $(F_i \mid 1 \leq i \leq j)$, and $\varphi_j : Z \to X_j$ be the contraction (hence, $X_n = X$). By the universal property of $X_j$, there exists a proper morphism $\phi_j : X_j \to X_{j+1}$ such that $\varphi_{j+1} = \phi_j \circ \varphi_j$. The map $\phi_j$ is an isomorphism outside a single point of $X_{j+1}$. Its fiber over this point is $C_j = \varphi_j(F_{j+1})$. I claim that $\varphi_j$ induces an isomorphism $F_{j+1} \simeq \mathbb{P}^1 \to C_j$. Let $x$ be a point of $C_j$. Its inverse image $\varphi_j^{-1}(x) \subset Z$ is either a point or a connected curve $C_x$ supported over the $(F_i \mid 1 \leq i \leq j)$. Assume that it is a connected curve. It is enough to see that $F_{j+1} \cap C_x$ is a unique point. If it is more than one point, one can construct a
non-trivial loop with curves among the \((E_i \mid 1 \leq i \leq j + 1)\). This is not possible because \(\Phi\) is an admissible graph.

It follows from the Leray spectral sequence of \(\phi_j\) that (see Lemma 7.2),

\[
H^i_{et}(X_j, \mathbb{Q}_l) \simeq H^i_{et}(X_{j+1}, \mathbb{Q}_l) \quad \text{for } i \neq 2,
\]

\[
0 \rightarrow H^2_{et}(X_j, \mathbb{Q}_l) \rightarrow H^2_{et}(X_{j+1}, \mathbb{Q}_l) \rightarrow \mathbb{Q}_l \rightarrow 0,
\]

for a prime number \(l \neq p\). The last statement in the Lemma is proved.

Fix an admissible triple \((\Phi, I, \sigma)\), and let \(E\) and \(F\) be two vertices of \(\Phi - I\). Define the rational numbers \((a_i)_{i \in I}\) and \((b_i)_{i \in I}\) by the equations

\[
E \cdot \sum_{i \in I} a_i E_i = 0 \quad \forall j \in I; \quad (F + \sum_{i \in I} b_i E_i, E_j) = 0 \quad \forall j \in I.
\]

These numbers are well defined because \(\det(E_i, E_j)_{(i,j) \in \Phi - I} \neq 0\). Put

\[
(E,F)_I = \left( E + \sum_{i \in I} a_i E_i, F + \sum_{i \in I} b_i E_i \right).
\]

Let \(Z \rightarrow Y\) be a realization of \(\Phi\), and \(X\) be the surface obtained by contracting the curves in \(I\) as in Lemma 7.11. Let \(E'\) and \(F'\) be the images of \(E\) and \(F\) in \(X\). Then, \((E,F)_I\) is the intersection number of \(E'\) and \(F'\) over \(X\) defined by Mumford.

We associate to \(\Phi\), as in the proof of Lemma 7.9, non-negative integers \((e_{ij})_{(i,j) \in \Phi - I}\) such that \(e_{ij} = 0\) if and only if \(i\) and \(j\) are not in the same connected component of \(\Phi\). Namely, we define them by induction on the number of vertices of \(\Phi\), using equation (47). Finally, we put

\[
l(\Phi, I, \sigma) = \sum_{(i,j) \in \Phi - I} e_{ij}(\sigma(E_i), E_j)_I, \quad (48)
\]

\[
r(\Phi, I, \sigma) = -\#\{x \in \Phi - I : \sigma(x) = x\}. \quad (49)
\]

By Lemma 7.9, Theorem 7.7 is reduced to the combinatorial equation:

\[
l(\Phi, I, \sigma) = r(\Phi, I, \sigma), \quad (50)
\]

for any admissible triple. The latter will be proved in two steps. Following Bloch [3], the case \(\sigma = \text{id}\) is proved by taking a geometric realization of the triple \((\Phi, I, \text{id})\) as in Lemma 7.11, and applying the Poincaré duality (Lemma 7.13). For a non-trivial automorphism, it is not clear if one can realize geometrically any admissible triple \((\Phi, I, \sigma)\). Lacking such an elegant proof, we will give a combinatorial one: thanks to some elementary operations on admissible graphs, equation (50) for any \(\sigma\) is reduced to the same equation for \(\sigma = \text{id}\).
EXAMPLE 7.12. Consider the graph

and take \( I = [-2] \) and \( \sigma = \text{id} \). The geometric (or if you want the arithmetic) realization of this graph is

where \( Y \) is a regular surface, \( X_1 \) is the blow-up of \( Y \) at a closed point with exceptional fiber \( E_1 \), and \( X_2 \) is the blow-up of \( X_1 \) at a closed point of \( E_1 \). Denote \( E_2 \) the exceptional fiber of \( X_2/X_1 \) and \( E'_1 \) the strict transform of \( E_1 \) in \( X_2 \). Then, \( (E_2>E_2') = -1 \), \( (E_1>E'_1) = -2 \) and \( (E_2>E'_2) = 1 \). Finally, \( Y' \) is obtained by contracting \( E'_2 \) in \( X_2 \). Therefore, it is not regular. Let \( E_2' \) be the image of \( E_2 \) in \( Y' \). Then, \( (E_2'E_2') = -1/2 \). By Equation (47), we have:

\[
[X_2 \times_Y X_1] = [\Delta_{X_2}] + [E'_1 \times E'_1] + [E'_1 \times E'_2] + [E_2 \times E'_1] + 2[E_2 \times E_2].
\]

So, \( [Y' \times_Y Y'] = [\Delta_{Y'}] + 2[E'_2 \times E'_2] \). Thus, \( l(\Phi, I, \text{id}) = -1 = r(\Phi, I, \text{id}) \). This example shows also that Equation (45) does not hold if the target surface is not regular!

LEMMA 7.13. Let \( \Phi \) be an admissible graph and \( I \) be a set of vertices of \( \Phi \). Then, \( l(\Phi, I, \text{id}) = r(\Phi, I, \text{id}) \).

Proof. Let \( k \) be an algebraic closure of the finite field \( \mathbb{F}_p \). Take \( Y = Y^2_2 \) and construct a regular surface \( Z \) and a birational map \( Z \to Y \) with dual graph \( \Phi \). By Lemma 7.11, one can contract the curves in \( Z \) corresponding the vertices of \( I \) to get a normal surface \( X \). Put \( g : Z \to X \) and \( f : X \to Y \). The idea now is to invert the previous computation over \( X \times_k X \). Namely, we first prove the projection formula and then deduce the above equation. The computation cannot be done in the Chow group \( A_*(X \times_k X) \) because we lack an intersection product. Instead, we work with the ring of étale cohomology \( H^*(X \times_k X, \mathbb{Q}_l) \) for a prime \( l \neq p \).

For any proper variety \( V \) over \( k \) of dimension \( d \), we have a canonical isomorphism \( H^{2d}(V, \mathbb{Q}_l) \cong \mathbb{Q}_l \) given by the trace isomorphism \( H^{2d}(V_0, \mathbb{Q}_l) \cong \mathbb{Q}_l \), where \( V_0 \) is the smooth locus in \( V \). It induces a cup product which will be denoted \( \cup \).
Claim: $X$ satisfies Poincaré duality, i.e.,

$$H^i(X, \mathbb{Q}_l) \times H^{4-i}(X, \mathbb{Q}_l) \rightarrow \mathbb{Q}_l$$

is a perfect pairing.

Proof. We factor $g: Z \rightarrow X$ as in the proof of Lemma 7.11-(ii) into $Z = X_0 \rightarrow X_1 \rightarrow \ldots \rightarrow X_n = X$. Each map $\phi_j: X_j \rightarrow X_{j+1}$ is a contraction of a curve $C_j \cong \mathbb{P}_k^1$. We have seen that

$$H^i(X_j, \mathbb{Q}_l) \cong H^i(X_{j+1}, \mathbb{Q}_l) \quad \text{for } i \neq 2,$$

$$0 \rightarrow H^2(X_{j+1}, \mathbb{Q}_l) \rightarrow H^2(X_j, \mathbb{Q}_l) \rightarrow 0.$$

We will prove that if Poincaré duality holds for $X_j$, then it holds for $X_{j+1}$. As $\phi_j^*$ preserves cup products, the statement is clear for $i \neq 2$.

The closed immersion $C_j \rightarrow X_j$ induces the morphism

$$H^2(X_j, \mathbb{Q}_l) \rightarrow H^2(C_j, \mathbb{Q}_l) \cong \mathbb{Q}_l.$$

By Poincaré duality over $X_j$, this map defines a class denoted $[C_j] \in H^2(X_j, \mathbb{Q}_l)$. Obviously, for any $x \in H^2(X_{j+1}, \mathbb{Q}_l)$, $\phi_j^*x \cup [C_j] = 0$. Therefore, the map

$$H^2(X_{j+1}, \mathbb{Q}_l) \oplus \mathbb{Q}_l \rightarrow H^2(X_j, \mathbb{Q}_l)$$

$$(x, y) \mapsto \phi_j^*x + y[C_j]$$

is an isomorphism and gives an orthogonal decomposition of $H^2(X_j, \mathbb{Q}_l)$. Then, we get the Poincaré duality for $X_{j+1}$. By induction, Poincaré duality holds for $X$ because it holds for the regular surface $Z$.

Let $(E_{h,l})$ be the irreducible curves of $X$ collapsing to a point in $Y$. For any $h$, define the class $[E_h] \in H^2(X, \mathbb{Q}_l)$ by the map

$$H^2(X, \mathbb{Q}_l) \rightarrow H^2(E_h, \mathbb{Q}_l) \cong \mathbb{Q}_l$$

under Poincaré duality. By the Künneth formula, we have:

$$H^4(X \times X, \mathbb{Q}_l) \cong \bigoplus_{0 \leq i \leq 4} H^i(X, \mathbb{Q}_l) \otimes H^{4-i}(X, \mathbb{Q}_l).$$

Now, we define the needed classes. First, for any $(h, l)$, put $[E_h \times E_l] = [E_h] \otimes [E_l] \in H^4(X \times X, \mathbb{Q}_l)$. Second, for any $0 \leq i \leq 4$, fix a basis $(a_{i,j})_j$ of $H^i(X, \mathbb{Q}_l)$. Let $a^*_{i,j}$ be the dual basis of $H^{4-i}(X, \mathbb{Q}_l)$, and put

$$[\Delta_X] = \sum_{i,j} a_{i,j} \otimes a^*_{i,j} \in H^4(X \times X, \mathbb{Q}_l).$$

Third, define $[X \times_Y X]$ to be the inverse image of $[\Delta_Y] \in H^4(Y \times Y, \mathbb{Q}_l)$. Let $e_{h,l}$ be
the integers associated to \( \Phi \) as before. Then
\[
[X \times_Y X] = [\Delta_X] + \sum_{(h, j)} e_{h, j}[E_h \times E_j] \in H^4(X \times X, \mathbb{Q}_l). \tag{51}
\]

\textbf{Proof.} Let \( h = f \circ g : Z \to Y \) and denote \( F_i \) the exceptional curves in \( Z \). Define in the same way the classes \( [\Delta_Z], [Z \times_Y Z] \) and \([F_i \times F_j] \in H^4(Z \times Z, \mathbb{Q}_l)\). As \( Z \) is regular, we have a class map \( A_2(Z \times Z) \to H^4(Z \times Z, \mathbb{Q}_l) \). Notice that the classes previously defined are the images by the cycle map of the usual cycles over \( Z \times Z \). Therefore, the following relation
\[
[Z \times_Y Z] = [\Delta_Z] + \sum_{(h, j)} e_{h, j}[F_i \times F_j] \in H^4(Z \times Z, \mathbb{Q}_l) \tag{52}
\]
holds (as the image of the same relation in \( A_2(Z \times Z) \) by the cycle map).

Define
\[
(g \times g)_* = \bigoplus_{0 \leq i \leq 4} g_* \otimes g_* : H^4(Z \times Z, \mathbb{Q}_l) \to H^4(X \times X, \mathbb{Q}_l),
\]
where \( g_* : H^i(Z, \mathbb{Q}_l) \to H^i(X, \mathbb{Q}_l) \) is the adjoint of \( g^* \) under Poincaré duality. I claim that:

(i) \( (g \times g)_*[Z \times_Y Z] = [X \times_Y X] \),
(ii) \( (g \times g)_*[\Delta_Z] = [\Delta_X] \),
(iii) \( (g \times g)_*[F_i \times F_j] = [g(F_i) \times g(F_j)] \) if \( g(F_i) \) and \( g(F_j) \) are curves, and 0 otherwise.

The equalities (i) and (ii) are purely formal. We have injections \( H^2(Y, \mathbb{Q}_l) \to H^2(X, \mathbb{Q}_l) \to H^2(Z, \mathbb{Q}_l) \). One takes bases of these spaces by taking a basis of the subspace and a basis of its orthogonal relatively to Poincaré duality, and notices that the push-forward maps the orthogonal part to zero. Equality (iii) is a consequence of the functoriality of pull-back and Poincaré duality. Finally, relation (51) is the image by \((g \times g)_*\) of Equation (52). \hfill \Box

The following cup products are computed over \( X \times X \):

(1) \( [\Delta_X] \cup [\Delta_X] = \gamma(X) \),
(2) \( [\Delta_X] \cup [X \times_Y X] = \gamma(Y) \),
(3) \( [\Delta_X] \cup [E_h \times E_i] \) is Mumford’s intersection number \((E_h, E_i)\) over the normal surface \( X \).

As before, (1) and (2) are purely formal. But (3) needs some details: from the definition of the diagonal, \([\Delta_X] \cup [E_h \times E_i] = [E_h] \cup [E_i] \) where the cup product is now over \( X \). We have \([E_h] \cup [E_i] = g^*[E_h] \cup g^*[E_i] \). Let \( E'_h \) be the strict transform of \( E_h \) in \( Z \). We have seen that for any exceptional curve \( F \) of \( Z/\sim \), \( g^*[E_h] \cup [F] = 0 \). Moreover, \( g^*[E_h] - [E'_h] \) is the image by the class map of an exceptional divisor. Then, the pull-back \( g^*[E_h] \) is the class of the divisor \( g^*E_h \) defined
in Appendix A. As $Z$ is regular, $[E_h] \cup [E_l]$ is the intersection number $(g^*E_h, g^*E_l)$ which is the claim.

Now, we deduce the lemma: take the cup product of Equation (51) with $[\Delta_X]$. By Lemma 7.11, $\chi(Y) - \chi(X) = r(\Phi, I, \text{id})$, and by (3),

$$[\Delta_X] \cup \left( \sum_{(h,l)} e_{h,l} [E_h \times E_l] \right) = l(\Phi, I, \text{id}).$$

We introduce some basic operations on admissible graphs:

(i) If $\Phi$ is the admissible graph associated to a birational map $Z \to Y$, then the connected components of $\Phi$ correspond to the exceptional fibers of $Z/Y$.

(ii) The subgraph made of some connected components of an admissible graph is an admissible graph. Indeed, by (i) one can contract the exceptional curves in the other connected components to get a regular surface which realizes the new graph over the base surface.

(iii) Let $\Phi$ be an admissible graph. Take any realization $Z \to Y$ of $\Phi$, and let $Z'$ be the regular surface obtained from $Z$ by contracting all the special curves of self-intersection $-1$. Denote $\Phi[1]$ the dual graph of $Z'/Y$. The graph $\Phi[1]$ can be directly computed from $\Phi$ without any geometric realization. Indeed, as a set $\Phi[1]$ is obtained by removing the vertices of self-intersection $-1$. The intersection numbers are computed by the rules introduced in appendix A. Finally, we put an edge between two different vertices if their intersection number is non-zero. Moreover, an automorphism of $\Phi$ induces an automorphism of $\Phi[1]$.

(iv) The number of connected components of $\Phi[1]$ is less or equal than the number of connected components of $\Phi$ (this is a consequence of (i)).

(v) Let $\Phi$ be an admissible connected graph. By (iv), $\Phi[1]$ is either connected or empty. Define the admissible connected graphs $\Phi[1], \Phi[2], \Phi[3], \ldots$ by induction as in (iii). There exists an integer $n$ such that $\Phi[n] = \emptyset$ and $\Phi[n-1] \neq \emptyset$. Then, $\Phi[n-1]$ contains only vertices of self-intersection $-1$. But over an admissible graph, two vertices of self-intersection $-1$ cannot be connected. Therefore $\Phi[n-1]$ is a single vertex. Define the base vertex $E_1$ of $\Phi$ to be the strict transform of $\Phi[n-1]$ in $\Phi$. A base vertex of a connected graph is fixed by any automorphism. To give a geometric picture, fix any realization $Z \to Y$ of $\Phi$ and let $y$ be the unique point of $Y$ with an exceptional fiber. Then, we can factor the map $Z/Y$ into $Z \to Y' \to Y$, where $Y'$ is a blow-up of $Y$ at $y$. Let $E$ be the exceptional fiber in $Y'$. The strict transform of $E$ in $Z$ is the base vertex $E_1$.

We come to the proof of Equation (50) for an admissible triple $(\Phi, I, \sigma)$. The action of $\sigma$ on the connected components of $\Phi$ induces the decomposition $\Phi = \bigsqcup_{i=1}^{n} \Phi_i$, where the $\Phi_i$ are the orbits of the connected components of $\Phi$. Denote $I_i = \Phi_i \cap I$. By (ii),
the triples $(\Phi_i, I_i, \sigma)$ are admissible. Moreover,

$$l(\Phi, I, \sigma) = \sum_{i=1}^{n} l(\Phi_i, I_i, \sigma),$$

$$r(\Phi, I, \sigma) = \sum_{i=1}^{n} r(\Phi_i, I_i, \sigma).$$

(53)

(54)

Indeed, (54) follows directly from Definition (49). Equation (53) follows from Definition (48) if we notice that for any $(i, j)$ in the same connected component of $\Phi$, $e_{i,j}$ depends only on the connected component of $\Phi$ which contains them. By (53) and (54), we are reduced to consider two cases:

(1) The graph $\Phi$ has no fixed connected component by $\alpha$. First, $r(\Phi, I, \sigma) = 0$ because there are no fixed vertices. Second, $l(\Phi, I, \sigma)$ is defined as the sum over couples $(E_i, E_j)$ in the same connected component of $\Phi$ of $e_{i,j}(\sigma(E_i), E_j)$. By hypotheses on $\Phi$, if $E_i$ and $E_j$ are in the same connected component, then $\sigma(E_i)$ and $E_j$ are not in the same one. Hence, their intersection number is 0. The equality $l(\Phi, I, \sigma) = 0 = r(\Phi, I, \sigma)$ follows.

(2) The graph $\Phi$ is connected. Let $E_1$ be its base vertex and $\Phi' = \Phi - \{E_1\}$. The graph $\Phi'$ is admissible. Indeed, if $Z \to Y$ is a realization of $\Phi$ and $Z \to Y_1 \to Y$ is its factorization as in (iv), then $Z \to Y_1$ realizes the graph $\Phi'$. Finally, $\sigma$ fixes $E_1$ and therefore induces an automorphism of $\Phi'$. There are two cases, either $E_1 \in I$ or $E_1 \notin I$.

2–(i) If $E_1 \in I$, put $I' = I - \{E_1\}$. Remark that $r(\Phi, I, \sigma) = r(\Phi', I', \sigma)$. By formula (48),

$$l(\Phi, I, \sigma) = \sum_{(i,j) \in [\Phi - I]^2} e_{i,j}(\sigma(E_i), E_j),$$

$$l(\Phi', I', \sigma) = \sum_{(i,j) \in [\Phi' - I']^2} e'_{i,j}(\sigma(E_i), E_j).$$

We consider $\Phi'$ as a subgraph of $\Phi$, then $[\Phi - I] = [\Phi' - I']$. First, we compare the integers $e_{i,j}$ and $e'_{i,j}$. Let $E$ be the exceptional fiber of $Y_1 / Y$ (its strict transform in $Z$ is $E_1$). Define the integers $(z_i)_{i \in [\Phi - \{1\}}$ by the relations

$$\left(\sum_{i \in [\Phi - \{1\}} z_i E_i, E_j\right) = 0 \quad \forall j \neq 1.$$

Then, by Equation (47),

$$\nabla(Z/Y) = \nabla(Z/Y_1) + \left[(\sum_{i \neq 1} z_i E_i) \times (E_1 + \sum_{i \neq 1} z_i E_i)\right].$$

It follows that for $i, j \neq 1$, $e_{i,j} = e'_{i,j} + z_i z_j$. Second, I claim that for any
\[(i, j) \in [\Phi - I]^2,\]

\[
\langle \sigma(E_i).E_j \rangle_I = \langle \sigma(E_i).E_j \rangle_I - \frac{\langle \sigma(E_i).E_i \rangle_I}{\langle E_i. E_i \rangle_I}.
\]

This is an easy computation if we remark that \(\sigma(E_i) = E_i\). Therefore,

\[
l(\Phi, I, \sigma) - l(\Phi', I', \sigma) = -\sum_{(i,j) \in [\Phi - I]^2} e_{i,j} \frac{\langle \sigma(E_i).E_i \rangle_I}{\langle E_i. E_i \rangle_I} + \sum_{(i,j) \in [\Phi - I]^2} \alpha_i \alpha_j \langle \sigma(E_i).E_j \rangle_I
\]

\[
= -\sum_{(i,j) \in [\Phi - I]^2} e_{i,j} \frac{\langle \sigma(E_i).E_i \rangle_I}{\langle E_i. E_i \rangle_I} + \left( \sum_{i \in [\Phi - I]} \alpha_i E_i \right) \left( \sum_{j \in [\Phi - I]} \alpha_j E_j \right)_I.
\]

Using again \(\sigma(E_i) = E_i\), we get that \(\alpha_{\sigma(i)} = \alpha_i\) and \(\langle \sigma(E_i).E_i \rangle_I = \langle E_i. E_i \rangle_I\). Hence,

\[
l(\Phi, I, \sigma) - l(\Phi', I', \sigma) = l(\Phi, I, \text{id}) - l(\Phi', I', \text{id})
\]

\[
= r(\Phi, I, \text{id}) - r(\Phi', I', \text{id}) \quad \text{(by Lemma 7.13)}
\]

\[
= 0
\]

\[= r(\Phi, I, \sigma) - r(\Phi', I', \sigma).
\]

2. (ii) If \(E_i \notin I\), put \(I = I'\). First, \(r(\Phi, I, \sigma) = r(\Phi', I', \sigma) - 1\) because \(E_i\) is fixed by \(\sigma\). Second, \([\Phi - I] = [\Phi' - I'] \cup \{E_i\}\), and for any \(i, j \notin I \cup \{E_i\}\), \(\langle E_i. E_j \rangle_I = \langle E_i. E_j \rangle_I\). Therefore,

\[
l(\Phi, I, \sigma) - l(\Phi', I', \sigma)
\]

\[
= \sum_{i \in [\Phi - I]} e_{i,1}(\sigma(E_i).E_i)_I + e_{1,i}(\sigma(E_i).E_i)_I + e_{1,1}(\sigma(E_i).E_i)_I +
\]

\[
+ \sum_{(i,j) \in [\Phi - I]^2} \alpha_i \alpha_j \langle \sigma(E_i).E_j \rangle_I
\]

\[
= \sum_{i \in [\Phi - I]} e_{i,1}(\sigma(E_i).E_i)_I + e_{1,i}(\sigma(E_i).E_i)_I + e_{1,1}(\sigma(E_i).E_i)_I +
\]

\[
+ \left( \sum_{i \in [\Phi - I]} \alpha_i E_i \right) \left( \sum_{j \in [\Phi - I]} \alpha_j E_j \right)_I.
\]
Again because $\sigma(E_1) = E_1$, we get

\[
l(\Phi, I, \sigma) - l(\Phi', I', \sigma) = l(\Phi, I, \text{id}) - l(\Phi', I', \text{id})
\]

\[
= r(\Phi, I, \text{id}) - r(\Phi', I', \text{id}) \quad \text{(by Lemma 7.13)}
\]

\[
= 1
\]

\[
= r(\Phi, I, \sigma) - r(\Phi', I', \sigma).
\]

In both cases, we conclude that equation (50) holds for $(\Phi, I, \sigma)$ if and only if it holds for $(\Phi', I', \sigma)$. But $\Phi'$ has less vertices than $\Phi$. Then, by induction $l(\Phi, I, \sigma) = r(\Phi, I, \sigma)$. □

### 7.3. THE WEAK PROJECTION FORMULAS

We prove the weak projection formulas announced in the introduction of this section.

**Lemma 7.14.** Let $X$ be an arithmetic surface over $S$ and $\sigma$ be an $S$-automorphism of $X$. Denote $G \subset X \times_S X$ its graph and fix $E$ and $F$ two irreducible components of $X$. Then $(\Gamma, [E \times F])_{\text{loc}} = (\sigma(E), F)$.

**Proof.** Consider the automorphism \( \theta := (\text{id} \times_S \sigma) : X \times_S X \to X \times_S X \). Then, $\theta(X) = \Gamma$ and $\theta(E \times \sigma^{-1}(F)) = E \times F$. We deduce that

\[
(\Gamma, [E \times F])_{\text{loc}} = (\Delta_X, [E \times \sigma^{-1}(F)])_{\text{loc}}.
\]

Therefore, the lemma is equivalent to the relation $(\Delta_X, [E \times F])_{\text{loc}} = (E, F)$. As $E \times F$ is vertical, this relation is a consequence of remark 4.5. □

**Proposition 7.15.** The weak projection formula holds for any birational morphism of arithmetic surfaces.

**Proof.** Let $f : X \to Y$ be a birational morphism between arithmetic surfaces over $S$, and let $\sigma$ be a non-trivial $S$-automorphism of $Y$ which can be lifted to an automorphism of $X$. Put $\Gamma = \Gamma_X \subset X \times_S X$ and $\Gamma_Y \subset Y \times_S Y$ the graphs of $\sigma$ acting respectively, on $X$ and $Y$. Define, as in the last section, the cycle

\[
\mathcal{V} = \sum_{(i,j)} e_{ij}([E_i \times E_j]).
\]

The weak projection formula to be shown is $(\Gamma, [X \times_Y X])_{\text{loc}} = (\Delta_Y, \Gamma^Y_g)_{\text{loc}}$. By Theorem 7.7 and Lemma 7.14, it is equivalent to:

\[
(\Delta_Y, \Gamma^Y_g)_{\text{loc}} = (\Gamma, \Delta_X)_{\text{loc}} + (\Gamma, \mathcal{V})_{\text{loc}}
\]

\[
= (\Delta_X, \Gamma)_{\text{loc}} + \sum_{(i,j)} e_{ij}([\Gamma_i \times \Gamma_j])_{\text{loc}}
\]

\[
= (\Delta_X, \Gamma)_{\text{loc}} + \sum_{(i,j)} e_{ij}(\sigma(E_i), E_j)
\]

\[
= (\Delta_X, \Gamma)_{\text{loc}} + \text{tr}(\sigma)[\mathcal{H}_{\sigma}(Y, \mathbb{Q}_l)] - \text{tr}(\sigma)[\mathcal{H}_{\sigma}(X, \mathbb{Q}_l)].
\]

This is the key formula of Theorem 7.1. □
We need to extend this result to the following situation. Let $L$ be a finite Galois extension of $K$ of degree $n$ and Galois group $G$, $B$ be the integral closure of $R$ in $L$, and $T = \text{Spec}(B)$. Let $Y$ be an arithmetic surface over $S$ and $\sigma$ be a non-trivial $S$-automorphism of $Y$.

**DEFINITION 7.16.** A $T$-base change of $(Y, \sigma)$ is an $S$-morphism $f : X \to Y$, where $X$ is an arithmetic surface over $T$, such that:

(i) its generic fiber over $T$ is isomorphic to $Y_K \times_K L$,

(ii) the canonical action of $G$ over $Y_K \times_K L$ extends to an action on $X$ (if such an action exists then it is unique),

(iii) there exists a $T$-automorphism of $X$ lifting $\sigma$ over $Y$.

**Remark 7.17.** By (i), there exists only one possibility to lift $\sigma$ over the generic fibers to an $L$-automorphism. It is the $L$-automorphism $\sigma \text{id}$ of $Y_K \times_K L$. Therefore, the lifting of $\sigma$ to $T$-automorphism of $X$, if it exists, is unique (denoted by $\sigma$). It is clearly a good lifting of $\sigma$ over $Y$ (Definition 6.1).

Fix a $T$-base change $f : X \to Y$ and let $\mathcal{V}$ be the cycle of $X \times_Y X$ given by its irreducible components which are not of finite degree over $Y$. Write

$$\mathcal{V} = \sum_{(i,j)} e_{i,j}[E_i \times E_j],$$

where the $E_i$ are the irreducible components of $X$, which collapse to a point in $Y$, and the sum is taken over all pairs of such components which collapse to the same point.

**LEMMA 7.18.** With the above notation, we have

$$\sum_{(i,j)} e_{i,j}(\sigma(E_i) \cdot E_j) = n\text{tr}(\sigma)|H^*_\sigma(Y_e, \mathbb{Q}_l) - \sum_{t \in G} \text{tr}(\sigma t)|H^*_\sigma(X_e, \mathbb{Q}_l).$$

**Proof.** Let $Y'$ be the quotient of $X$ by $G$. It is a normal surface over $S$, birational to $Y$. Moreover, $\sigma$ descends to $Y'$. Indeed, for any $t \in G$, $\sigma t = \tau \sigma$ over $X$. The reason is that $\tau^{-1}\sigma \tau$ is a $T$-automorphism of $X$ which lifts $\sigma$ over $Y$, by Remark 7.17, it is equal to $\sigma$. We factor $f : X \to Y'$ into the quotient map $\pi : X \to Y'$ followed by $Y' \to Y$.

Let $\mathcal{V}'$ be the cycle of $Y' \times_Y Y'$ given by all its irreducible components except the diagonal. Write

$$\mathcal{V}' = \sum_{(k,l)} a_{k,l}[F_k \times F_l],$$

where the $F_k$ are the irreducible components of $Y'$ which collapse to a point in $Y$, and the sum is taken over such components which collapse to the same point in $Y$. I claim
that

\[ \nabla = \sum_{(i,j)} e_{i,j} [X_i \times X_j] = \sum_{(b,l)} a_{b,l} [\pi^* F_h \times \pi^* F_l] \in A_2(X \times Y , X), \tag{55} \]

where \( \pi^* F_h \) is the cycle of \( X \) defined in Appendix A. Notice that the above relation holds on the cycle level because \( X \times Y \) has dimension 2.

**Proof.** Choose \( V \) and \( W \) two arithmetic surfaces which fit in the following diagram

\[ \begin{array}{ccc}
W & \xrightarrow{\kappa} & X \\
\downarrow{g} & & \downarrow{\pi} \\
V & \xrightarrow{\rho} & Y' \xrightarrow{\iota} Y
\end{array} \]

such that \( \rho \) and \( \kappa \) are birational, the action of \( G \) over \( X \) extends to an action over \( W \), and this action satisfies \( g \tau = g \) for any \( \tau \in G \). Let \( F_h \) be the strict transform of \( F_h \) in \( V \).

In the proof of Lemma 7.9, we have seen that

\[ \nabla (V / Y) = \sum_{(b,l)} a_{b,l} [\rho^* F_h \times \rho^* F_l] + D_1 \in Z_2(V \times Y , V). \]

The cycle \( D_1 \) is a sum of cycles \([G_1 \times G_2]\) where \( G_1 \) and \( G_2 \) are irreducible curves over \( V \) such that at least one of them collapse to a point in \( Y' \). Using the definition of Appendix A, the above relation implies:

\[ \nabla (V / Y) = \sum_{(b,l)} a_{b,l} [\rho^* F_h \times \rho^* F_l] + D_2 \in Z_2(V \times Y , V), \tag{56} \]

where the cycle \( D_2 \) has the same property as \( D_1 \). The morphisms \( g \) and \( g \times g \) are l.c.i.

They induce refined Gysin maps \( g^* \) and \( (g \times g)^* \), and we have:

\[ [W \times Y , W] = [W \times Y , W] + (g \times g)^* \nabla (V / Y) \]

\[ = [W \times Y , W] + \sum_{(b,l)} a_{b,l} [g^* \rho^* F_h \times g^* \rho^* F_l] \]

\[ + (g \times g)^* D_2 \in A_2(W \times Y , W). \]

The first equation follows from the reduction step in the previous Subsection. The second equation follows from (56) and the same reduction step. Let \( \Gamma^W_\tau \) be the graph of an automorphism \( \tau \in G \). By subtracting \( \sum_{\tau \in G} [\Gamma^W_\tau] \) from the previous equation, we find

\[ \nabla (W / Y) = \nabla (W / V) + \sum_{(b,l)} a_{b,l} [g^* \rho^* F_h \times g^* \rho^* F_l] + (g \times g)^* D_2 \in A_2(W \times Y , W), \]

where the cycles \( \nabla (-/-) \) are defined in the obvious way. Taking the push-forward by
The cycles $\mathcal{V}(W/V)$ and $(g \times g)^*D_2$ are sums of cycles $[C_1 \times C_2]$, where $C_1$ and $C_2$ are curves over $W$ such that at least one of them (for instance $C_1$) collapses to a point in $Y'$. As $\pi$ is finite, $C_1$ collapses to a point in $X$. We deduce that

$$(\kappa \times \kappa)_*\mathcal{V}(W/V) = (\kappa \times \kappa)_*(g \times g)^*D_2 = 0 \in A_2(X \times_Y X).$$

The claim is now proved because $\pi^* = \kappa \times \kappa^* \rho^*$. 

We deduce from (55) that

$$\sum_{(i,j)} c_{ij}(\sigma(E_i), E_j) = \sum_{(i,j)} a_{i,j}(\pi^* \sigma(F_i) \cdot \pi^*(F_j)).$$

Using relation (8) of Appendix A, we find that

$$\sum_{(i,j)} c_{ij}(\sigma(E_i), E_j) = n \sum_{(i,j)} a_{i,j}(\sigma(F_i), F_j).$$

The canonical morphism $X_{s,\text{red}}/G \to Y'_{s,\text{red}}$ is purely inseparable. So, $H^r_{et}(Y'_s, \mathbb{Q}_l) = H^r_{et}(X_s, \mathbb{Q}_l)^G$. We deduce that

$$n \tr(\sigma)|H^r_{et}(Y'_s, \mathbb{Q}_l) = \sum_{\sigma \in G} \tr(\sigma)|H^r_{et}(X_s, \mathbb{Q}_l).$$

By the last two relations, Lemma 7.18 is reduced to the following equation:

$$\sum_{(i,j)} a_{i,j}(\sigma(F_i), F_j) = \tr(\sigma)|H^r_{et}(Y_s, \mathbb{Q}_l) - \tr(\sigma)|H^r_{et}(Y'_s, \mathbb{Q}_l).$$

This is the statement of Theorem 7.7. Thus, Lemma 7.18 is proved. 

LEMA 7.19. Let $f : X \to Y$ be a $T$-base change. The weak projection formula for $f$ is equivalent to the following relation:

$$n(\Delta_Y \Gamma^Y_\sigma)_{loc} = \sum_{\tau \in \mathcal{G}} (\Delta_X \Gamma^X_{\sigma \tau})_{loc} - \sum_{\tau \in \mathcal{G}} \tr(\sigma)|H^r_{et}(X_s, \mathbb{Q}_l) + n \tr(\sigma)|H^r_{et}(Y_s, \mathbb{Q}_l),$$

(57)

where $\Gamma^Y_\sigma \subset Y \times_Y Y$ and $\Gamma^X_{\sigma \tau} \subset X \times_Y X$ denote the graphs of, respectively, $\sigma$ over $Y$ and $\sigma \tau$ over $X$.

Proof. The weak projection formula for $f$ is $n(\Delta_Y \Gamma^Y_\sigma)_{loc} = (\Gamma^Y_\sigma[X \times_Y X])_{loc}$. Put $\Gamma_\sigma = \Gamma^Y_\sigma$ and $\Gamma_\tau = \Gamma^X_{\sigma \tau}$. From the definitions, the relation $[X \times_Y X] = \sum_{\tau \in \mathcal{G}} [\Gamma_\tau]$
+V holds between cycles over X ×S X. Then

\[(\Gamma_S\{X \times Y\})_{loc} = \sum_{\tau \in G}(\Gamma_{S \cdot \Gamma_{\tau}})_{loc} + (\Gamma_S \cdot V)_{loc} = \sum_{\tau \in G}(\Delta_X \cdot \Gamma_{\tau})_{loc} + (\Gamma_S \cdot V)_{loc}.\]

To prove the last equation, consider the automorphism

\[\theta : X \times_S X \rightarrow X \times_S X, \quad (x, y) \mapsto (y, \sigma(x)).\]

It maps ΔX to ΓS and ΓS−1 to Γ. Indeed, τσ−1 = σ by Remark 7.17. Therefore, (ΓS, Γt)loc = (ΔX, ΓS−1)loc, which implies the needed equation. Finally, by Lemmas 7.14 and 7.18,

\[(\Gamma_S \cdot V)_{loc} = \sum_{i,j} e_{ij}(\sigma(E_i), E_j) = ntr(\sigma)H^*_S(Y, \mathbb{Q}_l) - \sum_{\tau \in G} tr(\sigma)H^*_S(X, \mathbb{Q}_l).\]

Lemma 7.19 is proved.

PROPOSITION 7.20. The weak projection formula (21), or equivalently equation (57), holds for any base change.

Proof. Let f : X → Y be a T-base change. Assume first that we can find g : X′ → X a birational map of arithmetic surfaces such that:

(i) the automorphism σ and the action of G over X can be lifted to X′. Hence, f ◦ g : X′ → Y is a T-base change.

(ii) the projection formula holds for f ◦ g : X′ → Y.

By (ii) and Lemma 7.19,

\[n(\Delta_Y \cdot \Gamma^X_Y)_{loc} = \sum_{\tau \in G}(\Delta_X \cdot \Gamma^X_{\tau})_{loc} - \sum_{\tau \in G} tr(\sigma)H^*_S(X', \mathbb{Q}_l) + ntr(\sigma)H^*_S(Y, \mathbb{Q}_l).\]

By Theorem 7.1,

\[(\Delta_Y \cdot \Gamma^X_{\tau})_{loc} = tr(\sigma)H^*_S(X', \mathbb{Q}_l) = (\Delta_X \cdot \Gamma^X_{\tau})_{loc} - tr(\sigma)H^*_S(X, \mathbb{Q}_l).\]

Hence, we get

\[n(\Delta_Y \cdot \Gamma^X_Y)_{loc} = \sum_{\tau \in G}(\Delta_X \cdot \Gamma^X_{\tau})_{loc} - \sum_{\tau \in G} tr(\sigma)H^*_S(X, \mathbb{Q}_l) + ntr(\sigma)H^*_S(Y, \mathbb{Q}_l).\]

which is relation (57) for the morphism f.

In order to prove the existence of X′ as above, we use Theorem 6.3. By remark 7.17, the hypotheses of this theorem, except the hypothesis on the dimension of W = Γ ∩[X × Y], are satisfied. I claim that the latter can be satisfied after a sequence of blow-ups. Indeed, W is isomorphic to the inverse image of fix(σ) ⊂ Y in X. If it is not a Cartier divisor, we blow-up X at closed points until this condition will be satisfied. We can do these blow-ups in such a way that σ
and the action of $G$ lift to the final step $X'$. Then, the scheme $W'$ associated with $X'$ has dimension 1.

8. Lefschetz Formula: The Semi–Stable Case

Let $X$ be a semi-stable arithmetic surface over $S$ and $\sigma$ be a non-trivial $S$-automorphism of $X$. Denote by $S$ the set of singular points in $X$. Let $\Gamma \subset X \times_S X$ be the graph of $\sigma$, fix($\sigma$) be the scheme of $\sigma$-fixed points, and $I$ be its ideal sheaf in $\Gamma$. Let $Y$ be the Cartier divisor on $X$ defined locally by the greatest common divisor of all functions in the ideal $I$, and let $F$ be the residual scheme to $Y$ in fix($\sigma$). We decompose $Y$ as $D + Z$, where $D$ is a horizontal Cartier divisor over $S$ and $Z$ is a vertical one.

By Lemma 5.6, any closed point $x$ in $F$ is singular in $X$. The following lemma describes the points of $F$ among the singular points in $X$.

**Lemma 8.1.** Let $x$ be a closed fixed point of $X$ that is singular in $X$. Then $x \in F$ and $x$ is singular in $X$.

(i) If $\sigma$ stabilizes the branches of $X$ through $x$, then $x \in F$ and its multiplicity in $F$ is 1.

(ii) If $\sigma$ switches the branches through $x$, then $x \not\in F$ and $x$ is contained in the horizontal Cartier divisor $D$.

**Proof.** The completion of the local ring of $X$ at $x$ is isomorphic to $A = \mathbb{R}[[t, \epsilon]]/(t - \pi)$, where $\pi$ denotes a uniformizing element of $R$. Let $m$ be its maximal ideal. The branches of $X$ through $x$ are defined by $t$ and $\epsilon$. The automorphism $\sigma$ is given over $A$ by

$$\sigma(t) = ut + v\epsilon, \quad \sigma(\epsilon) = u't + v'\epsilon.$$  

Using $\sigma(ut) = \sigma(t) = \pi$, one finds $uu't^2 + vv'\epsilon^2 + (uv' + vu')\pi = \pi$. Hence $uu' \in \epsilon A$ and $vv' \in tA$.

- If $u$ is a unit in $A$, then $u' \in \epsilon A$. As $(uv' - vu') \in A^*$, then $v' \in A^*$. Therefore, $v \in tA$. We conclude that $\sigma$ is given by

$$\sigma(t) = ut, \quad \sigma(\epsilon) = \beta\epsilon,$$

where $\alpha$ and $\beta$ are in $A^*$ with $\alpha\beta = 1$ and $\alpha \neq 1$. In this case, $\sigma$ stabilizes the branches.

- If $u \not\in A^*$, then $v \in A^*$ because $(uv' - vu') \in A^*$. Therefore, $v' \in tA^*$. Again this implies that $u' \in A^*$, hence $u \in \epsilon A$. We conclude that $\sigma$ is given by

$$\sigma(t) = ut, \quad \sigma(\epsilon) = \beta t,$$

where $\alpha$ and $\beta$ are in $A^*$ with $\alpha\beta = 1$. In this case $\sigma$ switches the branches.

(i) In the first case, $I_x = ((x - 1)t, (\beta - 1)\epsilon) = (x - 1)m$. So, the Cartier divisor $Y$ is locally defined at $x$ by $x - 1$, and $F$ by $m$. Therefore, $x \in F$ and $l(x) = 1$. 
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In the second case, $I_x = (x \varepsilon - t)$. So, the Cartier divisor $Y$ is defined by $x \varepsilon - t$ and $x \notin F$. The equation $x \varepsilon - t$ defines a horizontal divisor.

For a singular point $x$ in $X_s$, we put

$$l_x = \begin{cases} 1 & \text{if } \sigma \text{ fixes } x \text{ and stabilizes the branches through it}, \\ -1 & \text{if } \sigma \text{ fixes } x \text{ and switches the branches through it}, \\ 0 & \text{otherwise}. \end{cases} \quad (58)$$

Lemma 8.1 implies the following relation:

$$\sum_{x \in S} l_x = \sum_{x \in F} 1 - \sum_{x \in D_s(\gamma(S-F))} 1. \quad (59)$$

Indeed, by Lemma 8.1, the set of fixed points of $S$ is a disjoint union of $F$ and $D_s \cap (S-F)$. The first subset corresponds to points with $l_x = 1$, and the second to points with $l_x = -1$.

**Proposition 8.2.** With these notation, $(\Delta_X, \Gamma)_{\text{loc}} = -(\omega + D + Z.Z) + \sum_{x \in S} l_x$.

**Proof.** This Proposition is a consequence of the residual intersection formula and equation (59). We need first to prove a slightly different version of the residual formula given in Proposition 5.8. Let $\widetilde{\Gamma}$ be the blow-up of $\Gamma$ along $F$. As any point of $F$ has multiplicity 1, $\widetilde{\Gamma}$ can also be obtained from $\Gamma$ by blowing-up successively the points of $F$. In particular, $\widetilde{\Gamma}$ is regular. For any $x \in F$, let $E_x$ be the inverse image of $x$. Let $W = \text{fix}(\sigma)$ be the scheme of fixed points, and $\tilde{W}$ be its inverse image in $\tilde{\Gamma}$.
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Denote by $\tilde{D}$, $\tilde{Z}$ and $\tilde{F}$ the inverse images in $\tilde{\Gamma}$ of $D$, $Z$ and $F$. Then, the relations $\tilde{W} = \tilde{D} + \tilde{Z} + \tilde{F}$ and $\tilde{F} = \sum_{x \in F} E_x$ hold between Cartier divisors over $\tilde{\Gamma}$. As $\rho$ is birational, $\deg(\Delta_X, \Gamma)_{\text{loc}} = \deg(\Delta_X, \tilde{\Gamma})_{\text{loc}}$. Let $E.$ be a resolution of $\Omega_{X/S}$ as in Section 5.1-1). Diagram (60) induces a surjection of complexes $\tilde{g}^*(E.) \to O_X(-\tilde{W})_{\tilde{\nu}}$ where the second complex is concentrated in degree 0. Let $F.$ be the kernel of this surjection. The localized excess formula (Theorem 4.7) implies:

$$(\Delta_X, \tilde{\Gamma})_{\sigma} = -c_{1, W_x}^\tilde{\nu}(F.) \cap [\tilde{W}] = -c_{1, W_x}^\tilde{\nu}(F.) \cap [\tilde{D}] - c_{1, W_x}^\tilde{\nu}(F.) \cap [\tilde{Z} + \tilde{F}].$$
As \( \tilde{Z} + \tilde{F} \) is vertical,
\[
c_{\tilde{W},\tilde{W}} \cap [\tilde{Z} + \tilde{F}] = c_1(\mathcal{F}_x) \cap [\tilde{Z} + \tilde{F}]
= c_1(g^*\mathcal{E}_\tilde{W}) \cap [\tilde{Z} + \tilde{F}] + c_1(\mathcal{O}(\tilde{W})) \cap [\tilde{Z} + \tilde{F}],
\]
\[
\text{deg } c_{\tilde{W},\tilde{W}} \cap [\tilde{Z} + \tilde{F}] = (\omega + Z + D.Z) - \sum_{x \in \tilde{F}} 1.
\]
We compute now the contribution of \( \hat{D} \). Let \( \overline{\mathcal{D}} \) be the strict transform of \( D \) in \( \tilde{\Gamma} \) (i.e. the blow-up of \( D \) along \( F \cap D \)). Then, \( \hat{D} = \overline{\mathcal{D}} + \sum_{x \in F} \mu_x(D)[E_x] \) as Cartier divisors, where \( \mu_x(D) \) is the multiplicity of \( D \) at \( x \). Therefore,
\[
c_{\overline{\mathcal{D}},\mathcal{W}} \cap [\hat{D}] = c_{\overline{\mathcal{D}},\mathcal{W}}(\mathcal{F}_x) \cap [\mathcal{D}] + c_1(\mathcal{F}_x) \cap (\sum_{x \in F} \mu_x(D)[E_x])
= c_{\overline{\mathcal{D}},\mathcal{W}}(\mathcal{F}_x) \cap [\mathcal{D}] - \sum_{x \in F} \mu_x(D).
\]

The divisor \( \mathcal{D} \) is finite and flat over \( R \). Let \( i : \mathcal{D} \to \mathcal{W} \) be its inclusion in \( \mathcal{W} \), and consider the exact sequence:
\[
0 \to i^*\mathcal{F} \to i^*g^*(\mathcal{E}_x) \xrightarrow{\gamma} \mathcal{O}(-\hat{W})_{\mathcal{D}} \to 0.
\]
The surjective map \( \gamma \) is a quasi-isomorphism on the generic fiber of \( \overline{\mathcal{D}} \). Therefore, it defines a rational map \( t : i^*g^*\omega_{X/S} \to \mathcal{O}(\hat{W})_{\mathcal{D}} \). Corollary 3.7. implies:
\[
\text{deg } c_{\overline{\mathcal{D}},\mathcal{W}} \cap [\hat{D}] = -\text{ord}(t).
\]

**Lemma 8.3.** \( \text{ord}(t) = -\sum_{x \in F} \mu_x(D) - \sum_{x \in D \setminus (\mathcal{D} \cap F)} 1 \).

**Proof.** Let \( h : \overline{\mathcal{D}} \to \mathcal{D} \) be the blow-up of \( D \) along \( D \cap F \), and consider the diagram:
\[
\begin{array}{ccc}
\text{t} * \tilde{g}^* \Omega^1_{X/S} & \xrightarrow{f} & \text{h}^*(\bigoplus_{x \in D \cap F} k) \\
\text{\alpha} \downarrow & & \downarrow \text{h}^*(\bigoplus_{x \in D \cap F} k) \\
\mathcal{O}(-\hat{W})_{\mathcal{D}} & \xrightarrow{\gamma} & \mathcal{O}(-\hat{W})_{\mathcal{D}}
\end{array}
\]
where the top sequence is obtained by taking the \( h \)-pull-back of the exact sequence (14) and \( \alpha \) is the surjective map induced by diagram (60). The kernel of \( f \) is \( R \)-torsion. Hence, it maps to zero by \( x \) because \( \overline{\mathcal{D}} \) is flat over \( R \). Therefore, \( x \) factors through the image \( C \) of \( f \) in \( i^*\tilde{g}^*\omega_{X/S} \). Denote by \( \beta : C \to \mathcal{O}(-\hat{W})_{\mathcal{D}} \) the induced map. First, \( \beta \) is surjective because \( x \) is surjective. Second, \( \beta \) is an isomorphism over the generic fiber of \( \overline{\mathcal{D}} \). Then, its kernel is \( R \)-torsion. But \( C \) is \( R \)-torsion-free as a sub-bundle of
\(i^*g^*\omega_X/S.\) Then, \(\beta\) is injective, and hence bijective. We have now the diagram

\[
\begin{array}{cccc}
0 & \longrightarrow & C & \longrightarrow & i^*g^*\omega_X/S & \longrightarrow & h^*\left(\oplus_{x\in(S\setminus D_i)}k\right) & \longrightarrow & 0 \\
& & \beta & \downarrow t & & \downarrow & & O(-\overline{W})_{\overline{D}}
\end{array}
\]

from which we deduce that

\[
\text{ord}(t) = -\dim_k h^*\left(\bigoplus_{x\in S\setminus D_i} k\right) = -\sum_{x\in F} \mu_x(D) - \sum_{x\in D_i\setminus(S\setminus F)} 1.
\]

We proved the relation:

\[
\text{deg}(\Delta_{x,\overline{I}})_{\text{loc}} = -(\omega + D + Z, Z) + \sum_{x\in F} 1 - \sum_{x\in D_i\setminus(S\setminus F)} 1.
\]

Proposition 8.2 follows from the above equation and Equation (59).

PROPOSITION 8.4. With the above notation, \((\omega + D + Z, Z) = 0.\)

Proof. Let \(C\) be an irreducible reduced component of \(X\) which appears in \(Z\) with multiplicity \(i \geq 1.\) Denote by \(\mathcal{I}\) and \(\overline{I}i\) the ideal sheaves of, respectively, \(C\) and \(\text{fix}(\sigma)\) in \(\mathcal{I}\) (\(I \subset J\)). For any integer \(n \geq 0, (\sigma - 1)\) induces a map \(\mathcal{O}_{nC} \rightarrow \mathcal{O}_{nC}.\)

Claim 1. \((\sigma - 1) : \mathcal{O}_{nC} \rightarrow \mathcal{O}_{nC}\) vanishes if and only if \(n \leq i.\)

Indeed \((\sigma - 1)(\mathcal{O}_X) = I\) is contained in \(J^i\) but not in \(J^{i+1}.\)

Consider the diagram

\[
\begin{array}{cccc}
0 & \longrightarrow & \mathcal{J}^i/\mathcal{J}^{i+1} & \longrightarrow & \mathcal{O}_{(i+1)C} & \longrightarrow & \mathcal{O}_C & \longrightarrow & 0 \\
& & \sigma^{-1} & \downarrow & & \sigma^{-1} & \downarrow & & \sigma^{-1} \\
0 & \longrightarrow & \mathcal{J}^i/\mathcal{J}^{i+1} & \longrightarrow & \mathcal{O}_{(i+1)C} & \longrightarrow & \mathcal{O}_C & \longrightarrow & 0
\end{array}
\]

Claim 1 implies that the composed map \(\mathcal{O}_{(i+1)C} \rightarrow \mathcal{O}_C\) vanishes. Then, we get a map

\[(\sigma - 1) : \mathcal{O}_{(i+1)C} \rightarrow \mathcal{J}^i/\mathcal{J}^{i+1} = \mathcal{O}_C(-iC).
\]

Claim 2. \((\sigma - 1)\) vanishes on \(\mathcal{J}^i/\mathcal{J}^{i+1}\).

This is a local question. Let \(y\) be a point of \(C\) and let \(A\) be the completion of the local ring of \(X\) at \(y.\) Let \(t\) be an equation defining the Cartier divisor \(C.\) We should prove that \(\sigma(t) - t \in t^{i+1}A_t,\) where \(A_t\) is the localization of \(A\) at \(tA.\) We can write \(\pi = vt\) where \(v\) is a \(t\)-unit in \(A.\) Hence, by (18):

\[
0 = \sigma(vt) - vt = \sigma(v)(\sigma(t) - t) + t(\sigma(v) - v).
\]
and the fact that $\sigma(v) - v \in \mathcal{I} \subset \mathcal{J}^i$, we find that $\sigma(t) - t \in \mathcal{I}^{i+1} A_i$. The claim is proved.

By Claim 2, we get a map $D_{e,C} : \mathcal{O}_C \to \mathcal{O}_C(-iC)$.

Claim 3. $D_{e,C}$ is a $k$-derivation.

It follows from the formula $\sigma(ab) - ab = \sigma(a)(\sigma(b) - b) + b(\sigma(a) - a)$ if we remark that $\sigma(a) = a$ modulo $\mathcal{I} \subset \mathcal{J}$.

We denote also by $D_{e,C}$ the $\mathcal{O}_C$-linear map $\Omega_{C/k}^1 \to \mathcal{O}_C(-iC)$ induced by $D_{e,C}$.

Lemma 8.5. The cokernel $\kappa$ of $D_{e,C} : \Omega_{C/k}^1 \to \mathcal{O}_C(-iC)$ is supported over a finite set of points in $C$. Its total length is

$$\operatorname{Leng}_{\mathcal{O}_C}(\kappa) = (C.D) + (C.Z - iC) - (C.C) + \delta,$$

where $\delta$ is the number of nodes of $C$, and $(C.*)$ is the intersection number with $C$.

Proof. Let $y$ be a closed point of $C$ and let $A$ be the completion of $\mathcal{O}_{X,y}$. We denote $\kappa_y$ the stalk of $\kappa$ at $y$.

If $y$ is smooth in $X$, then $A = R[[\epsilon]]$, and $C$ is defined in $A$ by $\pi$ a uniformizing element of $R$. The ideal sheaf of $\text{fix}(\sigma)$ is generated by $\sigma(t) - t$. Put $\sigma(t) - t = \pi ft$, where $f$ is a local equation defining the horizontal Cartier divisor $D$, and $i$ the multiplicity of $C$ in $Z$. Therefore

$$\operatorname{Leng}_{\mathcal{O}_C}(\kappa_y) = \operatorname{Leng}_A[A/((\sigma(t) - t)/\pi^i, \pi)] = \operatorname{Leng}_A[A/(f, \pi)] = (C.D)_y,$$

where $(C.D)_y$ is the local intersection of $C$ and $D$ at $y$.

If $y$ is singular in $X$, then $A = R[[t, \epsilon]]/(\epsilon - \pi)$. Let $m$ be its maximal ideal. We have two cases:

1. $y$ is a smooth point of $C$. Then $C$ is defined by the equation $t = 0$. The equation $\epsilon = 0$ defines $C^*$, the other component of $X_y$ through $x$. As $C$ is fixed by $\sigma$, $C^*$ is stabilized by $\sigma$, and we have $\sigma(t) = \epsilon t$, $\sigma(\epsilon) = \beta \epsilon$ and $\alpha \beta = 1$ (see the proof of Lemma 8.1). The ideal defining $Y$ is generated by $x - 1$. Write $x - 1 = r'c/f$, where $i$ is the multiplicity of $C$, and $f$ is the multiplicity of $C^*$ in $Y$, and $f$ is an equation defining $D$. On the other hand, $\epsilon$ gives a local parameter of $C$ at $y$. Therefore,

$$\operatorname{Leng}_{\mathcal{O}_C}(\kappa_y) = \operatorname{Leng}_A[A/((\epsilon - \epsilon)/r', t)] = \operatorname{Leng}_A[A/((\beta - 1)\epsilon/r', t)] = \operatorname{Leng}_A[A/((\epsilon + 1)f, t)] = (j + 1)(C.C)_y + (C.D)_y.$$

2. $y$ is a singular point in $C$ (a node). Then $C$ is defined in $A$ by the equation $\epsilon t = 0$. As $\sigma$ fixes the branches through $x$, we have the same description of the action of $\sigma$ on $A$, and the Cartier divisor $Y$ is defined by $x - 1$. Write $x - 1 = r'\epsilon f$ where $f$ defines $D$. 
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Therefore,

\[
\text{Leng}_{\mathcal{O}_\mathcal{C}}(\kappa) = \text{Leng}_{\mathcal{O}_\mathcal{C}}\left[\mathcal{A}/(\sigma(t) - t)/t^i \mathcal{C}, \left(\sigma(t) - t\right)/t^i \mathcal{C}, \mathcal{T}\right] \\
= \text{Leng}_{\mathcal{O}_\mathcal{C}}\left[\mathcal{A}/(t^i \mathcal{C}, \mathcal{T})\right] \\
= \text{Leng}_{\mathcal{O}_\mathcal{C}}\left[\mathcal{A}/(t^i \mathcal{C}, \mathcal{T})\right] + \text{Leng}[\mathcal{A}/(t^i \mathcal{C}, \mathcal{T})] \quad \text{(by Lemma B.1)}
\]

\[
= (C, D) + 1.
\]

The Lemma follows by adding all these contributions. \(\square\)

**Lemma 8.6.** \(L_{\mathcal{O}_\mathcal{C}}(\kappa) = -i(C, C) - (2g_C - 2) + \delta.\)

*Proof.* Let \(\omega_{C/k}\) be the dualizing sheaf of \(C\) over \(k\), and \(\text{Sing}\) be the set of singular points of \(C\). We have an exact sequence

\[
0 \rightarrow \mathcal{N} \rightarrow \Omega^1_{C/k} \xrightarrow{\rho} \omega_{C/k} \rightarrow \bigoplus_{x \in \text{Sing}} k \rightarrow 0,
\]

where \(\mathcal{N}\) is torsion. Since \(\mathcal{O}_C(-iC)\) is torsion-free, then \(\mathcal{D}_{\sigma, C}\) maps \(\mathcal{N}\) to zero. Hence, it factors through the image \(\mathcal{H}\) of \(\rho\). Moreover, the kernel of the induced map \(\mathcal{H} \rightarrow \mathcal{O}_C(-iC)\) is torsion (as a subsheaf of \(\omega_{C/k}\)). Therefore, we have an exact sequence \(0 \rightarrow \mathcal{H} \rightarrow \mathcal{O}_C(-iC) \rightarrow \kappa \rightarrow 0\). The lemma follows by observing that \(\text{deg}_C \omega_{C/k} = 2g_C - 2\). \(\square\)

Lemmas 8.5 and 8.6 imply that \((2g_C - 2) - (C, C) = -(C, Z + D)\). So \((\omega + D + Z, C) = 0\) by the adjunction formula. This finishes the proof of Proposition 8.4. \(\square\)

**Corollary 8.7.** Let \(X\) be a semi-stable arithmetic surface over \(S\), and \(\sigma\) be a non-trivial \(S\)-automorphism of \(X\). Then,

\[
(\Delta_X \Gamma_\sigma)_{\text{loc}} = \text{tr}(\sigma)H^*_\mathcal{G}(X, \mathcal{Q}_\mathcal{I}) - \text{tr}(\sigma)H^*_\mathcal{G}(X, \mathcal{Q}_\mathcal{I}).
\]

*Proof.* Propositions 8.2 and 8.4 imply that \((\Delta_X \Gamma_\sigma)_{\text{loc}} = \sum_{x \in S} l_x\). Therefore, Corollary 8.7 is equivalent to the following relation:

\[
\text{tr}(\sigma)H^*_\mathcal{G}(X, \mathcal{Q}_\mathcal{I}) - \text{tr}(\sigma)H^*_\mathcal{G}(X, \mathcal{Q}_\mathcal{I}) = \sum_{x \in S} l_x. \quad (62)
\]

Let \(M\) be the \(\mathcal{Q}_\mathcal{I}\)-vector space with generators \(\theta_{1,x}\) and \(\theta_{2,x}\) for \(x \in S\), and relations \(\theta_{1,x} + \theta_{2,x} = 0\). The automorphism \(\sigma\) acts over \(M\) and \(\text{tr}(\sigma)|M = \sum_{x \in S} l_x\). Let \(\bar{S}\) be the spectrum of the integral closure of \(R\) in \(\bar{X}\), \(\bar{X} = X \times_S \bar{S}\), and \(a : X \rightarrow X\).
By [6], we have
\[
H^m(X, R^n\alpha_*Q_l) = \begin{cases} 
M & m = 0, n = 1, \\
H^m(X_\tau, Q_l) & n = 0, \\
0 & \text{otherwise}.
\end{cases}
\]
(63)

Then, the Leray spectral sequence for $\alpha$ implies Equation (62).

## 9. Base Change

By the semi-stable reduction theorem and the projection formula proved in Proposition 7.20, the proof of the Lefschetz fixed point formula in Theorem 1.1 is reduced to computing Lefschetz numbers on a semi-stable arithmetic surface. This is the aim of this section.

Let $L$ be a finite Galois extension of $K$ of degree $n$ and Galois group $G(L/K)$. Let $B$ be the integral closure of $R$ in $L$. Put $T = \text{Spec}(B)$, and denote $t$ its closed point, $g$ its generic point, and $\bar{g}$ a geometric generic point. We choose $\bar{g}$ such that the induced geometric point of $S$ is $\bar{g}$. Let $d_{T/S}$ be the discriminant of $T/S$.

Let $X$ be a semi-stable arithmetic surface over $T$, and $\sigma$ be a non-trivial automorphism of $X$ lifting an automorphism $\tau \in G(L/K)$ of $T$. In particular, $\sigma$ is an $S$-automorphism of $X$. Then, one can form the fiber square

\[
\begin{array}{c}
\text{fix}(\sigma) \\
\downarrow \\
\Delta X \quad X \times_T X
\end{array}
\]

and compute the intersection product $(\Delta X, \Gamma_\sigma)_{loc}$ relatively to this diagram.

**Theorem 9.1.** If $\tau = 1$, then
\[
(\Delta X, \Gamma_\sigma)_{loc} = \text{tr}(\sigma)|H^*_\tau(X_\tau, Q_l) - (\text{sw}_{L/K}(1) + n)\text{tr}(\sigma)|H^*_\tau(X_\bar{g}, Q_l).
\]
(64)

If $\tau \neq 1$, then
\[
(\Delta X, \Gamma_\sigma)_{loc} = \text{tr}(\sigma)|H^*_\tau(X_\tau, Q_l) - \text{sw}_{L/K}(\tau)\text{tr}(\sigma)|H^*_\tau(X_{\bar{g}}, Q_l).
\]
(65)

**Remark 9.2.** The automorphism $\sigma$ acts canonically over $X_\tau$ and $X_{\bar{g}}$, but it acts canonically over $X_\bar{g} = X \times_T \text{Spec}(\overline{K})$ only if $\tau = 1$. However, $\text{tr}(\sigma)|H^*_\tau(X_\bar{g}, Q_l)$ is well defined for any $\tau$ as it will be explained at the end of the proof of formula (65).

**Proof of formula (64).** As $\tau = 1$, $\sigma$ is a $T$–automorphism of $X$. Hence, one can compute the localized intersection product relatively to the fiber square:

\[
\begin{array}{c}
\text{fix}(\sigma) \\
\downarrow \\
\Delta X \quad X \times_T X
\end{array}
\]
Denote this product (and its degree) by \((\Delta_X, \Gamma')_\text{loc}^T\) in order to distinguish it from the previous one referred by \((\Delta_X, \Gamma')_\text{loc}^S\). The first step compares these numbers.

**Lemma 9.3.** Let \(V\) be a scheme of pure dimension 2 with a map \(h : V \to X \times_T X\). Then
\[
\deg(\Delta_X, [V])_\text{loc}^S - \deg(\Delta_X, [V])_\text{loc}^T = d_{T/S} (X_\mathbb{G}, V_\mathbb{G}),
\]
where \((X_\mathbb{G}, V_\mathbb{G})\) is the geometric intersection number of \(V_\mathbb{G}\) with \(X_\mathbb{G}\) diagonally embedded in \(X_\mathbb{G} \times X_\mathbb{G}\).

**Proof.** Let \(f : X \to T\) be the structural map. We have an exact sequence ([3] corollary 1.2)
\[
0 \to f^* \Omega^1_{T/S} \to \Omega^1_{X/S} \to \Omega^1_{X/T} \to 0.
\]
(66)

Fix resolutions \(\mathcal{E}, \mathcal{E}\) and \(\mathcal{G}, \mathcal{G}\) of, respectively, \(f^* (\Omega^1_{T/S}), \Omega^1_{X/S}\) and \(\Omega^1_{X/T}\) by locally free \(\mathcal{O}_X\)-modules extending the exact sequence (66). Let \(W\) be the scheme given by the fiber square
\[
\begin{array}{ccc}
W & \longrightarrow & V \\
g \downarrow & & h \\
\Delta_X & \longrightarrow & X \times_T X
\end{array}
\]

Then, the diagram
\[
\begin{array}{ccc}
W & \longrightarrow & V \\
g \downarrow & & h \\
\Delta_X & \longrightarrow & X \times_S X
\end{array}
\]
is also Cartesian. Let \(\mathbb{P} = \mathbb{P}(S_W [z])\) and \(q : \mathbb{P} \to W\) be the canonical projection. Define the complexes \(\mathcal{E}\) and \(\mathcal{G}\) of locally free \(\mathcal{O}_W\)-modules by
\[
0 \to \mathcal{E}_0 \to q^* g^* (\mathcal{E}_0 \oplus \mathcal{O}_X) \to \mathcal{O}_W (1) \to 0,
\]
\[
0 \to \mathcal{G}_0 \to q^* g^* (\mathcal{G}_0 \oplus \mathcal{O}_X) \to \mathcal{O}_W (1) \to 0,
\]
and \(\mathcal{E}_i = q^* g^* (\mathcal{E}_i)\) and \(\mathcal{G}_i = q^* g^* (\mathcal{G}_i)\) for \(i > 0\). Then, by definition
\[
(\Delta_X, V)_{\text{loc}}^S = q_{\text{loc}}(\mathcal{E}_P, (\mathcal{E}_*) \cap [\mathbb{P}]) \in A_0 (W_\mathbb{P}) = A_0 (W),
\]
\[
(\Delta_X, V)_{\text{loc}}^T = q_{\text{loc}}(\mathcal{G}_P, (\mathcal{G}_*) \cap [\mathbb{P}]) \in A_0 (W_\mathbb{P}) = A_0 (W).
\]

From the definition of \(\mathcal{E}, \mathcal{G}\), the snake lemma and the exact sequence (66), we get the exact sequence
\[
0 \to q^* g^* (\mathcal{E}) \to \mathcal{E}' \to \mathcal{G}' \to 0,
\]
from which we deduce:
\[ c^p_{2,P_i}(\mathcal{E}') = c^p_{2,P_i}(\mathcal{G}') + c^p_{2,P_i}(q^*\mathcal{G}'.) + c_1(\mathcal{G}'.)c^p_{1,P_i}(q^*\mathcal{G}'.). \]

Therefore, by $q$-push-forward,
\[ (\Delta_X, V)_{loc}^S = (\Delta_X, V)_{loc}^T + c^w_{2,W}(\mathcal{G}'.) \cap q_*(\mathcal{P}) + c^w_{1,W}(\mathcal{G}'.) \cap q_*(c_1(\mathcal{G}'.) \cap \mathcal{P}). \]

Hence,
\[ \deg(\Delta_X, V)_{loc}^S = \deg(\Delta_X, V)_{loc}^T + \deg c^X_{2,X}(f^*\Omega^1_{T/S}) \cap g_*(\mathcal{P}) + \deg c^X_{1,X}(f^*\Omega^1_{T/S}) \cap g_*(c_1(\mathcal{G}'.) \cap \mathcal{P}). \]

On the other hand, as $f$ is flat, we have:
\[ f_*c^X_{2,X}(f^*\Omega^1_{T/S}) \cap g_*(\mathcal{P}) = c^T_{2,T}(\Omega^1_{T/S}) \cap f_*g_*(\mathcal{P}) = 0 \in A_0(t). \]
\[ f_*c^X_{1,X}(f^*\Omega^1_{T/S}) \cap g_*(c_1(\mathcal{G}'.) \cap \mathcal{P}) = c^T_{1,T}(\Omega^1_{T/S}) \cap f_*g_*(c_1(\mathcal{G}'.) \cap \mathcal{P}) \in A_0(t). \]

Write $f_*g_*(c_1(\mathcal{G}'.) \cap \mathcal{P}) = 2[T] \in A_1(T).$ Hence,
\[ \deg(\Delta_X, V)_{loc}^S - \deg(\Delta_X, V)_{loc}^T = d_{T/S} z. \]

In order to compute $z$, we work over the geometric generic fibers. Denote by an over-line the geometric generic fibers. Then, $f_*\overline{g}_*(c_1(\mathcal{G}'.) \cap \mathcal{P}) = 2[\mathcal{P}] \in Z_0(\mathcal{P}).$ Over $\mathcal{P}$, $\mathcal{G}'. is a resolution of the locally free sheaf $\mathcal{G}$ given by the exact sequence
\[ 0 \to \mathcal{G} \to \overline{\mathcal{G}'}(\Omega^1_{X/\mathcal{P}} \oplus \mathcal{O}_\mathcal{P}) \to \mathcal{O}_\mathcal{P}(1) \to 0. \]

Furthermore, the usual intersection theory [7] for the regular embedding $X \to \overline{\mathcal{X}}$ implies that
\[ \overline{g}_*(c_1(\mathcal{G}'.) \cap \mathcal{P}) = (\overline{X}, \overline{\mathcal{P}}) \in A_0(\overline{\mathcal{P}}). \]

This finishes the proof. \qed

Formula (64) follows from Lemma 9.3, Corollary 8.7 and the relation $1 + d_{T/S} = n + s_{W, L/K}(1)$.

**Proof of formula (65).** We assume now that $\tau \neq 1$. Denote $S$ the set of singular points in $X_i$. Decompose $\text{fix}(\sigma)$ into $Y \cup F$, where $Y$ is a Cartier divisor over $\Gamma_\sigma$ defined locally by the greatest common divisor of all functions in the ideal of $\text{fix}(\sigma)$, and $F$ is the residual scheme to $Y$ in $\text{fix}(\sigma)$. The main difference with Section 8 is that $Y$ is a vertical divisor. Indeed, the ideal sheaf of $\text{fix}(\sigma)$ in $\Gamma_\sigma$ contains $\sigma(\pi) - \pi = \tau(\pi) - \pi = \gamma \pi'$, where $\pi$ is a uniformizing element of $B$, $j = j(\tau) = v(\tau(\pi) - \pi)$, and $\gamma \in B^*$. Therefore, $\text{fix}(\sigma)$ is a scheme over $\text{Spec}(B/\pi^j)$.

Lemma 5.6 implies that $F$ is regularly embedded in $\Gamma_\sigma$. For any closed point $x$ of $X$, let $l(x)$ be the multiplicity of $F$ at $x$. It is also the algebraic multiplicity of $\Gamma_\sigma$. 
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along \( F \) at \( x \) ([7] example 4.3.5–c)). We will compute the multiplicity \( l(x) \) of any closed point of \( X \) fixed by \( \sigma \).

**Lemma 9.4.** All components of \( Y \) occur with multiplicity \( i \leq j \). Moreover, no two components of multiplicity \( j \) meet.

**Proof.** Let \( C \) be a component of \( Y \) of multiplicity \( i \). Let \( I \) and \( J \) be the ideal sheaves of \( C \) and \( C \) in \( \Gamma_x \). Then \( (\sigma(x) - x) = (x') \subset I \subset J' \). Choose a smooth point \( x \) of \( X_t \) contained in \( C \). The equation of \( C \) at the local ring of \( X_t \) at \( x \) is \( \pi \), so \( i \leq j \).

For the second point, let \( x \) be a closed point of \( X \) that is singular in \( X_t \). The completion of the local ring of \( X \) at \( x \) is isomorphic to \( A = B[[t, \epsilon]]/(\alpha - \pi) \), and \( t \) and \( \epsilon \) give the branches of \( X_t \) through \( x \). If these branches occur in \( Y \) with multiplicity \( j \) each, then \( (\sigma(t) - t, \sigma(\epsilon) - \epsilon) \subset (t, \epsilon') = (x') \). Therefore, from the relation

\[
(\sigma(x) - x) = \gamma m' = (\sigma(t) - t) + \ell(\sigma(\epsilon) - \epsilon),
\]

we get that \( \gamma m' \in \pi/m \), where \( m \) is the maximal ideal of \( A \). Contradiction. \( \square \)

Let \( C \) be a component of \( Y \) which occurs with multiplicity \( i \leq j - 1 \). Recall from the last section that \( (\sigma - 1) \) defines a map \( \mathcal{O}_{xC} \to \mathcal{O}_{xC} \) which vanishes if and only if \( n \leq i \). Therefore, we get a map

\[
(\sigma - 1) : \mathcal{O}_{xC} \to J'/J'' = \mathcal{O}_{xC}(iC),
\]

where \( J \) is the ideal sheaf of \( C \) in \( X \). Let \( I \) be the ideal sheaf of \( \text{fix}(\sigma) \) in \( X \). Under the condition \( i \leq j - 1 \), we still have Claim 2: \( (\sigma - 1) \) vanishes on \( J'/J'' \) (cf. [3] lemma (3.5)). We get a \( \kappa \)-derivation \( D_{\sigma, C} : \mathcal{O}_C \to \mathcal{O}_C(-iC) \). We denote also by \( D_{\sigma, C} : \mathcal{O}_{xC} \to \mathcal{O}_C(-iC) \) the induced \( \mathcal{O}_C \)-linear map and \( \kappa \) its cokernel. For any closed point \( x \) of \( C \), define \( \text{ord}_x(D_{\sigma, C}) = \text{Leng}_{\mathcal{O}_x}(\kappa) \).

**Lemma 9.5.** Let \( x \) be a closed point of \( X \) fixed by \( \sigma \).

(i) If \( x \) is smooth in \( X_1 \), then \( x \) can be on \( Y \). In this case, let \( C \) be the component of \( Y \) containing \( x \) and let \( i \) be its multiplicity in \( Y \). Put \( i = 0 \) if \( x \) doesn’t belong to \( Y \).

\[
l(x) = \begin{cases} 
  fm & \text{if } i = 0, \\
  (j - i)\text{ord}_x(D_{\sigma, C}) & \text{if } 0 < i < j, \\
  0 & \text{if } i = j,
\end{cases}
\]

where if \( i = 0 \), \( m \) is the multiplicity of \( x \) as a fixed point of \( \sigma \) acting on \( X_t \).

(ii) If \( x \) is singular in \( X_1 \), \( \sigma \) switches the branches of \( X_1 \) through \( x \). Then, \( x \) doesn’t belong to \( Y \), and \( l(x) = 2j - 1 \).

(iii) If \( x \) is singular in \( X_1 \) and \( \sigma \) fixes the branches of \( X_1 \) through \( x \). We have two cases:

(a) The branches of \( X_1 \) through \( x \) are contained in two different components \( C_1 \) and \( C_2 \) of \( X_1 \). Let \( i_1 \) and \( i_2 \) be their multiplicities in \( Y \). We choose \( C_1 \) and \( C_2 \) such that
\[ 0 \leq i_1 \leq i_2. \text{ Then }, i_1 \leq j - 1 \text{ by Lemma } 9.4, \text{ and } \]

\[
\begin{align*}
l(x) &= \begin{cases} 
    j(s_1 + s_2 - 2) + 1 & \text{if } i_1 = i_2 = 0, \\
    j(s_1 - i_2 - 1) + 1 + (j - i_2)(\text{ord}_s(D_{e,c}) - 1) & \text{if } 0 = i_1 < i_2 < j, \\
    j(s_1 - i_2 - 1) + 1 & \text{if } i_1 = 0, i_2 = j, \\
    (j - i)(\text{ord}_s(D_{e,c}) - i_2 - 1) + 1 & \text{if } 0 < i_1 \leq i_2 < j, \\
    (j - i)(\text{ord}_s(D_{e,c}) - i_2 - 1) + 1 & \text{if } 0 < i_1 < i_2 = j,
\end{cases}
\]

where \( s_1 \) and \( s_2 \) are the multiplicities of \( x \) as a fixed point of \( \sigma \) acting respectively on \( C_1 \) and \( C_2 \) (defined when \( i_1 = 0 \) or \( i_2 = 0 \)).

(b) The branches of \( X_t \) through \( x \) are contained in the same component \( C \) of \( X_t \). Let \( i \) be its multiplicity in \( Y \). Then, \( 0 \leq i \leq j - 1 \) by Lemma 9.4, and

\[
\begin{align*}
l(x) &= \begin{cases} 
    j(s - 1) + 1 & \text{if } i = 0, \\
    (j - i)(\text{ord}_s(D_{e,c}) - 1) + 1 & \text{if } 0 < i < j,
\end{cases}
\]

where if \( i = 0 \), \( s \) is the multiplicity of \( x \) as a fixed point of \( \sigma \) acting on \( C \).

Proof. Lemma B.1 will be frequently used in this proof without any indication.

(i) Assume that \( x \) is smooth in \( X_t \). The completion of the local ring of \( X_t \) at \( x \) is isomorphic to \( B[[t]] \). The ideal of \( \text{fix}(\sigma) \) at \( x \) is given by

\[
(\sigma(x) - x, \sigma(t) - t) = (\tau(x) - x, \sigma(t) - t) = (\pi', \sigma(t) - t).
\]

The local equation defining the divisor \( Y \) is the greatest common divisor of \( \pi' \) and \( \sigma(t) - t \). It is \( \pi' \) with \( i \leq j \). If \( i > 0 \), then \( x \) belongs to \( Y \). Let \( C \) be the component of \( Y \) on which \( x \) lies. Its multiplicity in \( Y \) is \( i \). The ideal of \( F \) at \( x \) is generated by \( \pi'^{-1} \) and \( (\sigma(t) - t)/\pi' \). If \( i = j \), then \( l(x) = 0 \). If \( 0 < i < j \), then

\[
l(x) = \text{Leng}(B[[t]]/((\sigma(t) - t)/\pi')), (\sigma(t) - t) = (j - i)\text{Leng}(B[[t]]/((\sigma(t) - t)/\pi', \tau)).
\]

On the other hand, we can define in this case the derivation \( D_{e,c} \), and we have

\[
\text{ord}_s(D_{e,c}) = \text{Leng}(B[[t]]/((\pi', \sigma(t) - t)/\pi')).
\]

Finally, if \( i = 0 \), then

\[
l(x) = \text{Leng}(B[[t]]/((\pi', \sigma(t) - t)) = j\text{Leng}(k[[t]]/((\sigma(t) - t)) = jm.
\]

Assume that \( x \) is singular in \( X_t \). The completion of the local ring of \( X \) at \( x \) is isomorphic to \( A = B[[\epsilon]]/(\epsilon - \pi) \). Let \( m \) be its maximal ideal. The automorphism \( \sigma \) induces an automorphism on \( A \) also denoted \( \sigma \). As in the proof of Lemma 8.1,
one proves that there exist two units \( \alpha \) and \( \beta \) in \( A \), with \( \alpha \beta = 1 + \gamma \pi^{i-1} \), such that

(ii) if \( \sigma \) fixes the branches through \( x \), then

\[
\begin{align*}
\sigma(t) &= \alpha t \\
\sigma(\epsilon) &= \beta \epsilon
\end{align*}
\]

(iii) if \( \sigma \) switches the branches through \( x \), then

\[
\begin{align*}
\sigma(t) &= \alpha \epsilon \\
\sigma(\epsilon) &= \beta t
\end{align*}
\]

(ii) The ideal of \( \text{fix}(\sigma) \) at \( x \) is \( I = (\sigma(t) - t, \sigma(\epsilon) - \epsilon) = (\alpha \epsilon - t, \beta t - \epsilon) \), which is also the ideal generated by \( (\alpha \epsilon - t) \) and \( (\alpha \epsilon - t) = (t - \alpha \epsilon + \gamma \pi^{i-1} t) \). Then, \( I = (\alpha \epsilon - t, \pi^{i-1} t) \). The greatest common divisor of \( \alpha \epsilon - t \) and \( \pi^{i-1} t \) is 1, because \( \alpha \) is invertible in \( A \). It follows that \( x \) cannot be on \( Y \) and

\[
l(x) = \text{Leng}\left( A / (\alpha \epsilon - t, \pi^{i-1} t) \right)
\]

\[
= 1 + \text{Leng}\left( A / (\alpha \epsilon - t, \pi^{i-1} t) \right)
\]

\[
= 1 + (j - 1) \text{Leng}\left( A / (\alpha \epsilon - t, \pi) \right)
\]

\[
= 2j - 1.
\]

(iii) The ideal \( I \) is generated by \( (\alpha - 1) t \) and \( (\beta - 1) \epsilon \). Define

\[
n_1 = \text{ord}_t(\beta - 1),
\]

\[
n_2 = \text{ord}_t(\alpha - 1).
\]

Put \( \text{gcd}(t(\alpha - 1), \epsilon(\beta - 1)) = t^{i_1} \epsilon^{i_2} \), and assume that \( i_1 \leq i_2 \) (otherwise exchange \( t \) and \( \epsilon \)).

(a) The local equation of \( C_1 \) at \( x \) is \( t = 0 \), and the one of \( C_2 \) is \( \epsilon = 0 \).

Claim: \( i_1 = n_1 \) and \( i_2 = \inf(n_2, j) \).

Proof. We have the relation:

\[
(\alpha - 1) = \alpha - \alpha \beta + \gamma \pi^{i-1} = \alpha(1 - \beta) + \gamma \pi^{i-1}.
\]

Then, \( \text{ord}_t(\alpha - 1) \geq n_1 \) if \( n_1 \leq j - 1 \), and \( \text{ord}_t(\alpha - 1) = j - 1 \) otherwise. The first case gives \( i_1 = n_1 \). The second implies that \( i_1 = j \). But \( i_1 \leq i_2 \), hence \( i_1 \leq j - 1 \) by Lemma 9.4. This case cannot occur. For the second relation, use the relation:

\[
\beta - 1 = \beta(1 - \alpha) + \gamma \pi^{i-1}.
\]

With these notation,

\[
l(x) = \text{Leng}\left( A / \left( \frac{x - 1}{\pi^{i_1} \epsilon^{i_2}}, \frac{\beta - 1}{\pi^{i_2} \epsilon^{i_1}} \right) \right)
\]

We distinguish the following cases:
• $i_1 = 0 = i_2$:

\[
l(x) = \text{Leng}(A/(t(x - 1), \epsilon(\beta - 1))) \\
= 1 + \text{Leng}(A/(t, \beta - 1)) + \text{Leng}(A/(x - 1, \epsilon)) + \text{Leng}(A/(x - 1, \beta - 1)) \\
= 1 + (s_1 - 1) + (s_2 - 1) + \text{Leng}(A/(x - 1, \beta - 1)).
\]

From (67), we get $(x - 1, \beta - 1) = (\beta - 1, \pi^{e_1})$. Hence,

\[
\text{Leng}(A/(x - 1, \beta - 1)) = \text{Leng}(A/(\beta - 1, \pi^{e_1})) \\
= (j - 1)(\text{Leng}(A/(t, \beta - 1)) + \text{Leng}(A/(\epsilon, \beta - 1))) \\
= (j - 1)(s_1 - 1 + s_2 - 1).
\]

We explain the last equality: there is nothing to be proved if $j = 1$. Assume that $j > 1$, then from (67) and (68), we get $(\epsilon, \beta - 1) = (\epsilon, x - 1)$. Hence,

\[
\text{Leng}(A/(\epsilon, \beta - 1)) = \text{Leng}(A/(\epsilon, x - 1)) = s_2 - 1.
\]

On the other hand, we have $\text{Leng}(A/(t, \beta - 1)) = s_1 - 1$.

• $i_1 = 0$ and $0 < i_2 < j$: from the Claim, $i_2 = n_2$ and $\epsilon^{e_2}$ divides $(\beta - 1)$ by (68).

Therefore,

\[
l(x) = \text{Leng}(A/(t^{\frac{x - 1}{e^{n_2}}}, \epsilon^{\frac{\beta - 1}{e^{n_2}}})) \\
= 1 + \text{Leng}(A/(\epsilon^{\frac{x - 1}{e^{n_2}}}) + \text{Leng}(A/((\beta - 1)(t^{\frac{1}{e^{n_2}}})) + \\
+ \text{Leng}(A/((\beta - 1)(t^{\frac{1}{e^{n_2}}})^{j - 1}))
\]

Using (67), we get

\[
l(x) = 1 + \text{Leng}(A/((\epsilon^{\frac{x - 1}{e^{n_2}}})) + \text{Leng}(A/(\beta - 1)) + \\
+ \text{Leng}(A/((\beta - 1)(t^{\frac{1}{e^{n_2}}})^{j - 1})) \\
= 1 + \text{Leng}(A/((\epsilon^{\frac{x - 1}{e^{n_2}}}) + j\text{Leng}(A/(\beta - 1)) + \\
+ (j - 1 - n_2)\text{Leng}(A/((\beta - 1)(t^{\frac{1}{e^{n_2}}})^{j - 1})) \\
= 1 + (j - n_2)\text{Leng}(A/((\epsilon^{\frac{x - 1}{e^{n_2}}}) + j\text{Leng}(A/(\beta - 1)) - n_2).
\]

We explain the last equality. If $j - 1 - n_2 = 0$, there is nothing to be proved. Otherwise, using (67) and (68), $(\epsilon, (\beta - 1)/\epsilon^{e_2}) = (\epsilon, (x - 1)/\epsilon^{e_2})$. The Lemma follows
because of the relations $n_2 = i_2$ and

$$\text{ord}_x(D_{n,C}) - 1 = \text{Leng} \left( A/ \left( \epsilon, \frac{\alpha - 1}{\epsilon^{n_2}} \right) \right) \quad \text{and} \quad s_1 - 1 = \text{Leng}(A/(t, \beta - 1)).$$

- $i_1 = 0$ and $i_2 = j$: from the Claim, $n_2 \geq j$ and $\epsilon^{j-1}$ divides $(\beta - 1)$ by (68). Therefore,

$$l(x) = \text{Leng} \left( A/ \left( \epsilon, \frac{\beta - 1}{\epsilon^{j-1}} \right) \right)$$

$$= \text{Leng} \left( A/ \left( \epsilon, \frac{\beta - 1}{\epsilon^{j-1}} \right) \right) + \text{Leng} \left( A/ \left( \epsilon, \frac{\alpha - 1}{\epsilon^{j-1}} \right) \right).$$

Using the relation (68), we get $((\alpha - 1)/\epsilon^j, (\beta - 1)/\epsilon^{j-1}) = ((\alpha - 1)/\epsilon^j, t^{j-1})$. Then,

$$l(x) = \text{Leng} \left( A/ \left( \epsilon, \frac{\beta - 1}{\epsilon^{j-1}} \right) \right) + \text{Leng} \left( A/ \left( \epsilon, \frac{\alpha - 1}{\epsilon^{j-1}} \right) \right) - (j-1)$$

$$= j \text{Leng} \left( A/ \left( \epsilon, \frac{\beta - 1}{\epsilon^{j-1}} \right) \right) - (j-1) = j(s_1 - j - 1) + 1.$$

The last relation follows from (67) and (68).

- $0 < i_1 \leq i_2 < j$: from the Claim, $n_1 = i_1, n_2 = i_2$, and by (67) and (68), $t^{i_1}$ divides $(\alpha - 1)$ and $\epsilon^{i_2}$ divides $(\beta - 1)$. Therefore,

$$l(x) = \text{Leng} \left( A/ \left( \frac{\alpha - 1}{t^{i_1-1} \epsilon^{i_2}}, \frac{\beta - 1}{t^{i_2-1} \epsilon^{i_2}} \right) \right)$$

$$= 1 + \text{Leng} \left( A/ \left( \epsilon, \frac{\beta - 1}{t^{i_2-1} \epsilon^{i_2}} \right) \right) +$$

$$+ \text{Leng} \left( A/ \left( \epsilon, \frac{\alpha - 1}{t^{i_1-1} \epsilon^{i_2}} \right) \right).$$

Using (67) and (68), we get that

$$\left( \frac{\alpha - 1}{t^{i_1-1} \epsilon^{i_2}}, \frac{\beta - 1}{t^{i_2-1} \epsilon^{i_2}} \right).$$
Therefore,
\[
\text{Leng}\left(A/\left(\frac{x-1}{p^l}, \frac{\beta-1}{p^l}\right)\right)
\]
\[
= (j - i_1 - 1)\text{Leng}\left(A/\left(\frac{t}{p^l}, \frac{\beta-1}{p^l}\right)\right) +
\]
\[
+ (j - i_2 - 1)\text{Leng}\left(A/\left(t', \frac{\beta-1}{p^l}\right)\right)
\]
\[
= (j - i_1 - 1)\text{Leng}\left(A/\left(\frac{t}{p^l}, \frac{\beta-1}{p^l}\right)\right) +
\]
\[
+ (j - i_2 - 1)\text{Leng}\left(A/\left(\epsilon, \frac{x-1}{p^l}\right)\right).
\]

The second equality follows from (67) and (68). The result follows from:
\[
\text{Leng}\left(A/\left(\frac{t}{p^l}, \frac{\beta-1}{p^l}\right)\right) = \text{ord}_a(D_{\alpha, C_1}) - 1 - i_2,
\]
\[
\text{Leng}\left(A/\left(\epsilon, \frac{x-1}{p^l}\right)\right) = \text{ord}_a(D_{\alpha, C_2}) - 1 - i_1.
\]

- $0 < i_1 < i_2 = j$: from the Claim, $n_1 = i_1$, $n_2 \geq j$, and by (67) and (68), $t^i$ divides $(x - 1)$ and $\epsilon^{j-1}$ divides $(\beta - 1)$. Therefore,

\[
l(x) = \text{Leng}\left(A/\left(\frac{x-1}{p^l}, \frac{\beta-1}{p^l}\right)\right)
\]
\[
= \text{Leng}\left(A/\left(\frac{t}{p^l}, \frac{\beta-1}{p^l}\right)\right) - \text{Leng}\left(A/\left(\epsilon, \frac{\beta-1}{p^l}\right)\right) +
\]
\[
+ \text{Leng}\left(A/\left(\frac{x-1}{p^l}, \frac{\beta-1}{p^l}\right)\right)
\]
\[
= \text{Leng}\left(A/\left(\frac{t}{p^l}, \frac{\beta-1}{p^l}\right)\right) - \text{Leng}\left(A/\left(\epsilon, \frac{\beta-1}{p^l}\right)\right) +
\]
\[
+ \text{Leng}\left(A/\left(t^{j-1-i_1}, \frac{\beta-1}{p^l}\right)\right).
\]

The last equality follows from (67), which implies that
\[
\left(\frac{x-1}{p^l}, \frac{\beta-1}{p^l}\right) = \left(t^{j-1-i_1}, \frac{\beta-1}{p^l}\right).
\]

As $\epsilon$ divides $\frac{x-1}{p^l}$, and using (68), we deduce that
\[
\left(\epsilon, \frac{\beta-1}{p^l}\right) = (\epsilon, t^{j-1-i_1}).
\]
We conclude that

\[ l(x) = -(j - 1 - i_1) + (j - i_1)(\text{ord}_x(D_{s,C}) - j). \]

(b) In this case, \( i_1 = i_2 = i < j \), and the local equation of \( C \) at \( x \) is \( \mathcal{E}t = 0 \). We get from the Claim that \( n_1 = n_2 = i \), and from (67) and (68) that \( t' \) divides \( (x - 1) \) and \( \epsilon' \) divides \( (\beta - 1) \) because \( i < j \). Then,

\[
\begin{align*}
\text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) \\
= \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) + \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) \\
= \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) + \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) \\
= \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) + \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) - 2i - 1.
\end{align*}
\]

The left-hand side of this equation is \( s \) if \( i = 0 \), and \( \text{ord}_x(D_{s,C}) \) if \( 0 < i < j \). The Lemma follows from this relation and the formula

\[
l(x) = 1 + (j - i) \left( \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) + \text{Leng} \left( \frac{A/(t, \epsilon)}{t' \epsilon'/(t', \epsilon)} \right) \right)
\]

proved previously.

\[ \square \]

**Lemma 9.6.** Let \( [Y] = \sum_C i_C [C] \) be the decomposition of \( Y \) into its irreducible components. Then,

\[
(\Delta_X \Gamma_\sigma)_{\text{loc}} = \sum_C i_C ((C, C) + 2\mathcal{H}(\mathcal{O}_C)) - (Y, Y) + \sum_{x \in \mathcal{F}} l(x).
\]

**Proof.** Let \( \omega \) be the dualizing sheaf of \( X \) over \( S \). By Proposition 5.8., we have

\[
(\Delta_X \Gamma_\sigma)_{\text{loc}} = -(\omega + Y, Y) + \sum_{x \in \mathcal{F}} l(x) \\
= -\sum_C i_C (\omega, C) - (Y, Y) + \sum_{x \in \mathcal{F}} l(x) \\
= \sum_C i_C ((C, C) + 2\mathcal{H}(\mathcal{O}_C)) - (Y, Y) + \sum_{x \in \mathcal{F}} l(x).
\]

\[ \square \]

Let \( C \) be an irreducible component of \( X_t \) stabilized by \( \sigma \). Define \( \delta(C) \) to be the number of \( \sigma \)-fixed nodes of \( C \) with \( \sigma \)-fixed branches. If \( i_C = 0 \), then \( \sigma \) induces a
non-trivial automorphism over $C$. Define, for any point $x$ in $C$, the number $m_C(x)$ to be

- the multiplicity of $x$ as a fixed point of $\sigma$ acting on $C$, if $x$ is smooth in $C$ or a node and $\sigma$ fixes the branches of $C$ through it,
- 0 otherwise.

**Lemma 9.7.** We have:

$$
(A_\chi, \Gamma_{\sigma})_{loc} = j \left( \sum_{C, i_C=0}^* \left[ \sum_{x \in C} m_C(x) + \delta(C) \right] + 2 \sum_{C, i_C > 0} \left[ \varphi(O_C) + \delta(C) \right] \right) - (2j - 1) \sum_{x \in \mathcal{S}} l_x,
$$

where $\sum^*$ denotes the sum over all components $C$ of $X_1$ stabilized by $\sigma$, and $l_x$ for $x \in \mathcal{S}$ is defined in (58).

**Proof.** A painful computation based on Lemma 9.5 gives:

$$
\sum_{x \in \mathcal{X}} l(x) = j \sum_{C, i_C=0}^* \sum_{x \in C} m_C(x) + \sum_{C, i_C > 0}^* (j - i_C) \sum_{x \in C} \mathrm{ord}_x(D_{\sigma,C})
$$

$$
- (2j - 1) \sum_{x \in \mathcal{S}} l_x + \sum_{C} (j - i_C) \delta(C) + \sum_{C} i_C(j - 1)(C.C)
$$

(69)

$$
+ \sum_{C \neq C'} i_C i_{C'}(C.C').
$$

For any $C$ with $0 < i_C < j$, Lemma 8.6 gives:

$$
\sum_{x \in C} \mathrm{ord}_x(D_{\sigma,C}) = -i_C(O_C) + 2\varphi(O_C) + \delta'(C),
$$

where $\delta'(C)$ is the total number of nodes in $C$. Remark that as $i_C > 0$, then $\delta(C) = \delta'(C)$. Therefore, (69) becomes:

$$
\sum_{x \in \mathcal{X}} l(x) = j \left( \sum_{C, i_C=0}^* \left[ \sum_{x \in C} m_C(x) + \delta(C) \right] + 2 \sum_{C, i_C > 0} \left[ \varphi(O_C) + \delta(C) \right] \right)
$$

$$
- 2 \sum_{C} i_C \varphi(O_C) - \sum_{C} i_C(O_C) + (Y, Y) - (2j - 1) \sum_{x \in \mathcal{S}} l_x.
$$

The Lemma follows from this equation and Lemma 9.6. 

Let $\mathcal{X}$ be the normalization of $X_1$, and $\sigma$ be the automorphisms of $\mathcal{X}$ extending $\sigma$ over $X_1$. Let $G_{\sigma}$ be the graph of $\sigma$ in $\mathcal{X} \times_k \mathcal{X}$. 


LEMMA 9.8. The geometric intersection number of \( G_\sigma \) with the diagonal in \( X \times_k X \) is given by:

\[
(\Delta_X G_\sigma) = \sum_{C, \iota_C=0}^1 \left[ \sum_{x \in C} m_C(x) + \delta(C) \right] + 2 \sum_{C, \iota_C>0} [\chi(O_C) + \delta(C)].
\]

Proof. Let \( C \) be a component of \( X_t \) and \( \tilde{C} \) be the connected (smooth) component of \( X \) above it. By the self-intersection formula for curves, we have:

\[
(\Delta_X G_\sigma) = \sum_C \sum_{x \in C} m_C(x) + 2 \sum_C \chi(O_C),
\]

where \( \sum^1 \) is the sum over all connected components of \( X \) stabilized by \( \sigma \) but not fixed, and \( \sum^2 \) is the sum over all components fixed (point by point) of \( X \). For any component \( C \) with \( i_C > 0 \), we have \( \chi(O_C) = \chi(O_C) + \delta(C) \). Indeed, \( C \) has only nodes as singularities and \( \delta(C) \) is the total number of this nodes. Let \( C \) be a stabilized component such that \( i_C = 0 \), and let \( x \) be a fixed node of \( C \), and \( x_1 \) and \( x_2 \) be the points of \( \tilde{C} \) above it. If \( \sigma \) does not fix the branches through \( x \), then \( \sigma \) exchanges \( x_1 \) and \( x_2 \) and by definition \( m_C(x) = 0 \). If \( \sigma \) fixes the branches through \( x \), then, with the notation of the proof of Lemma 9.5,

\[
m_C(x) = \text{Leng}(k[[t, \iota]]/(t(x-1), \iota, t))
= \text{Leng}(k[[t, \iota]]/(t, \iota, t)) + \text{Leng}(k[[t, \iota]]/(\iota, x-1))
= m_{\tilde{C}}(x_1) + m_{\tilde{C}}(x_2) - 1.
\]

The Lemma follows. \( \square \)

Proof of formula (65): Lemmas 9.7 and 9.8, and the geometric Lefschetz fixed point formula for \( X \) imply that

\[
(\Delta_X \Gamma_\sigma)_{\text{loc}} = j \text{tr}(\sigma) H^*_\text{et}(X, \mathbb{Q}_l) - (2j - 1) \sum_{x \in S} l_x.
\]  

(70)

On the other hand, we have

\[
\text{tr}(\sigma) H^*_\text{et}(X, \mathbb{Q}_l) = \text{tr}(\sigma) H^*_\text{et}(X_t, \mathbb{Q}_l) + \sum_{x \in S} l_x.
\]  

(71)

If \( j = 1 \) (i.e. \( \iota \not\in P(L/K) \)), Equations (70) and (71) are enough to get (65). In general, we need a third relation. For this purpose, we introduce the notation \( M, \mathcal{T}, \mathcal{X} = X \times_Y \mathcal{T} \) and \( a : X_\mathcal{T} \to \mathcal{X} \) as in the proof of (62). We fix a lifting \( \tau \in G(\mathbb{K}/K) \) of \( \iota \), and let \( \bar{\sigma} = \sigma \times_T \tau \) acts over \( X_\mathcal{T} \) and \( \mathcal{X} \). Then \( \bar{\sigma} \) acts over the cohomology groups \( H^n(X_\mathcal{T}, R^*a_\mathbb{Q}_l) \). The latter are given by Equation (63), and the action of \( \bar{\sigma} \) turns to be the same as the one of \( \sigma \) over respectively \( M \) and \( H^n(X_t, \mathbb{Q}_l) \). Therefore, the Leray
spectral sequence for \(a\) implies that

\[
\text{tr}(\sigma)|H^*_\ell(X_t, \mathbb{Q}_\ell) = \text{tr}(\overline{\sigma})|H^*_\ell(X_{\overline{\tau}}), \mathbb{Q}_\ell) + \sum_{x \in S} l_x.
\]

Hence, \(\text{tr}(\overline{\sigma})|H^*_\ell(X_{\overline{\tau}}), \mathbb{Q}_\ell)\) does not depend on the choice of the lifting \(\overline{\tau}\), and the above formula can be written as

\[
\text{tr}(\sigma)|H^*_\ell(X_t, \mathbb{Q}_\ell) = \text{tr}(\sigma)|H^*_\ell(X_{\tau}, \mathbb{Q}_\ell) + \sum_{x \in S} l_x. \tag{72}
\]

Formula (65) is a consequence of (70), (71) and (72).

---

10. Lefschetz Formula: The General Case

Let \(X\) be an arithmetic surface over \(S\) and \(\sigma\) be a non-trivial \(S\)-automorphism of \(X\).

**Step (1).** Let \(C\) be the generic fiber of \(X\). By the semi-stable reduction theorem [2], we can find a finite Galois extension \(L\) of \(K\) of degree \(n\) and Galois group \(G\) such that:

1. \(C \times_K L\) admits a semi-stable regular model \(V\) over \(T = \text{Spec}(B)\) (where \(B\) is the integral closure of \(R\) in \(L\));
2. the automorphism \(\sigma\) over \(C \times_K L\) extends to a \(T\)-automorphism over \(V\) equally denoted \(\sigma\);
3. the \(G\)-action over \(C \times_K L\) extends to an action of \(G\) over \(V\) by \(S\)-automorphisms.

There exists an arithmetic surface \(W\) over \(T\), equipped with two birational morphisms \(\pi\) and \(\rho\)

\[
\begin{array}{ccc}
W & \xrightarrow{\rho} & V \\
\downarrow{\pi} & & \downarrow{\pi} \\
X \times_S T & \longrightarrow & X \\
\downarrow{\pi} & & \downarrow{\pi} \\
T & \longrightarrow & S
\end{array}
\]

such that the automorphism \(\sigma\) and the group action of \(G\) over \(V\) lift to \(W\). In other words, the morphism \(W \to X\) satisfies the weak projection formula:

\[
n(\Delta_X, \Gamma_\sigma^X)_{\text{loc}} = \sum_{\tau \in G} (\Delta_{W, \Gamma_\sigma^W})_{\text{loc}} - \sum_{\tau \in G} \text{tr}(\sigma|)|H^*_\ell(W_t, \mathbb{Q}_\ell) + n\text{tr}(\sigma)|H^*_\ell(X_t, \mathbb{Q}_\ell).\]
Theorem 7.1, applied to the birational map \( \rho \), gives:

\[
(\Delta_{W}, \Gamma^{W}_{\sigma})_{\text{loc}} = (\Delta_{V}, \Gamma^{V}_{\sigma})_{\text{loc}} - \text{tr}(\sigma)H^*_{\text{et}}(V, \mathcal{O}_V) + \text{tr}(\sigma)H^*_{\text{el}}(W, \mathcal{O}_W).
\]

Let \( t \) be the closed point of \( T \). As \( V \) and \( V' \) have the same reduced scheme structure, we get from the last two relations:

\[
n(\Delta_{X}, \Gamma^{X}_{\sigma})_{\text{loc}} = \sum_{\tau \in \mathcal{G}} (\Delta_{V}, \Gamma^{V}_{\tau})_{\text{loc}} - \sum_{\tau \in \mathcal{G}} \text{tr}(\sigma)H^*_{\text{et}}(V, \mathcal{O}_V) + n\text{tr}(\sigma)H^*_{\text{et}}(X, \mathcal{O}_X).
\]

By equations (64) and (65), we get:

\[
n(\Delta_{X}, \Gamma^{X}_{\sigma})_{\text{loc}} = n\text{tr}(\sigma)H^*_{\text{et}}(X, \mathcal{O}_X) - (sw_{L/K}(1) + n)\text{tr}(\sigma)H^*_{\text{et}}(X, \mathcal{O}_X) - \sum_{\tau \in \mathcal{G}, \tau \neq 1} sw_{L/K}(\tau)\text{tr}(\tau)H^*_{\text{et}}(X, \mathcal{O}_X)
\]

\[
= n\text{tr}(\sigma)H^*_{\text{et}}(X, \mathcal{O}_X) - \sum_{\tau \in \mathcal{G}, \tau \neq 1} sw_{L/K}(\tau)\text{tr}(\tau)H^*_{\text{et}}(X, \mathcal{O}_X) + n\text{tr}(\sigma)H^*_{\text{et}}(X, \mathcal{O}_X) - \text{tr}(\sigma)H^*_{\text{et}}(X, \mathcal{O}_X).
\]

Theorem 1.1 follows using equation (5).

**Remark 10.1.** K. Kato, S. Saito and T. Saito conjectured the Lefschetz fixed point formula in a different formulation ([10] conjecture (1.5)). As they have already noticed (loc. cit. second paragraph in page 53), their conjecture can be reformulated, in their notation, as follows:

\[
\chi(X^\sigma, L^i\Omega^1_{X/S} \to \mathcal{I}/\mathcal{I}^2) = \text{tr}(\sigma)\det(R\Gamma(X, R\Phi\mathcal{O}_X)),
\]

(73)

where \( X^\sigma = \text{fix}(\sigma) \) is the scheme of fixed points, \( i \) is defined in the diagram below and \( \mathcal{I} \) is the ideal sheaf of the closed immersion \( X^\sigma \to \Gamma_\sigma \). The morphism \( L^i\Omega^1_{X/S} \to \mathcal{I}/\mathcal{I}^2 \) induces a quasi-isomorphism on the generic fiber of \( X^\sigma \). So, the left hand side of formula (73) is well defined.

Clearly, the right-hand sides of equations (1) and (73) are opposite. We prove the same property for the left hand sides as follows. By a sequence of blow-ups of \( \Gamma_\sigma \) at closed points, we get a regular surface \( \tilde{X}_\sigma \) such that the inverse image \( \tilde{X}^\sigma \) of \( X^\sigma \) is a Cartier divisor.

\[
\begin{array}{ccc}
\tilde{X}^\sigma & \xrightarrow{h} & \tilde{\Gamma}_\sigma \\
\downarrow & & \downarrow \\
X^\sigma & \xrightarrow{i} & \Gamma_\sigma \\
\Delta_X & \xrightarrow{\phi} & X \times_S X
\end{array}
\]

Let \( J \) be the ideal sheaf of the closed immersion \( \tilde{X}^\sigma \to \tilde{\Gamma}_\sigma \). I claim that \( Rh_0\mathcal{O}_{\tilde{X}^\sigma} = \mathcal{O}_{X^\sigma} \) and \( Rh_0J/J^2 = \mathcal{I}/\mathcal{I}^2 \). These relations are proved by considering
a blow-up of a regular surface at a closed point. We deduce that
\[ \chi(X^\alpha, L_i^*\Omega^1_{X/S} \to \mathcal{J}/\mathcal{J}^2) = \chi(X^\alpha, L_i^*\Omega^1_{X/S} \to \mathcal{T}/\mathcal{T}^2). \]

Since the rank of the complex \( L_i^*\Omega^1_{X/S} \to \mathcal{J}/\mathcal{J}^2 \) over the curve \( \tilde{X}^\alpha \) is zero, the refined Riemann–Roch formula ([7] example 18.3.12) gives
\[ \chi(\tilde{X}^\alpha, L_i^*\Omega^1_{X/S} \to \mathcal{J}/\mathcal{J}^2) = \deg(c_{\tilde{X}^\alpha}((L_i^*\Omega^1_{X/S} \to \mathcal{J}/\mathcal{J}^2) \cap [\tilde{X}^\alpha])) = -\deg(\Delta_X, \tilde{\Gamma}_\sigma) = -\deg(\Delta_X, \Gamma). \]

We used the excess formula of Theorem 4.7.

**Remark 10.2.** The Lefschetz fixed point formula (1) holds for a normal surface and a non–trivial automorphism, if we define the Lefschetz number as in remark 7.6. This follows from the definition and the Lefschetz fixed point formula for a desingularisation of the normal surface.

Finally, we give the proof of Lemma 1.2 and Corollary 1.3. Lemma 1.2 is a consequence of Proposition 5.8. Then, by Theorem 1.1,
\begin{align*}
a_G(\sigma) &= -(\Delta_X, \Gamma)_{\text{loc}} = \text{tr}(\sigma) \text{sw}(H^*_\et(X_\pi, \mathbb{Q}_\ell)) - \text{tr}(\sigma)H^*_\et(X_\pi, \mathbb{Q}_\ell) + \text{tr}(\sigma)H^*_\et(X_\pi, \mathbb{Q}_\ell); \quad \forall \sigma \in G - \{1\}.
\end{align*}

Therefore,
\begin{align*}
a_G(\sigma) &= \text{tr}(\sigma) \text{sw}(H^*_\et(X_\pi, \mathbb{Q}_\ell)) - \text{tr}(\sigma)H^*_\et(X_\pi, \mathbb{Q}_\ell) + \text{tr}(\sigma)H^*_\et(X_\pi, \mathbb{Q}_\ell) + nr_G(\sigma); \quad \forall \sigma \in G.
\end{align*}

for some integer \( n \), where \( r_G \) is the character of the regular representation of \( G \). But we know by [19] proposition 7, that \( |G|a_G \) is the character of a linear representation of \( G \). Therefore, \( a_G \) is the character of a \( \mathbb{Q}_\ell \)-rational representation of \( G \).

**A. Intersection Numbers Over Normal Surfaces**

Let \( X \) be a normal surface over \( S \) (i.e. an integral normal scheme of dimension 2, proper and flat over \( S \)). The object of this appendix is to recall Mumford’s definition of the intersection number of a vertical Weil divisor with any Weil divisor over \( X \) ([14] II (b)).

Assume first that \( X \) is regular. By [6] (Exposé X, example 1.1.), one can define the intersection number of any divisor \( D \) with a vertical divisor \( E \).

Let \( X \) be a normal surface. Fix \( \pi : X' \to X \) a resolution of singularities of \( X \), and let \((E_i)_{1 \leq i \leq r} \) be the irreducible reduced components of the exceptional fibers of \( \pi \). Let \( A \) be an irreducible effective Weil divisor over \( X \). Mumford define the
pull-back of $A$ by the formula

$$\pi^* A = A' + \sum_{i=1}^{r} r_i E_i,$$

where $A'$ is the strict transform of $A$ in $X'$, and the $r_i$ are the rationals defined by the equations $(\pi^* A, E_i) = 0$ for $i = 1, \ldots, r$. In other words, the $r_i$ are defined by the linear system:

$$\sum_{j=1}^{r} r_j (E_j, E_i) = -(A', E_i).$$

As $\det(E_i, E_j) \neq 0$, the $r_i$ are well defined. We extend this definition by linearity to any divisor.

(1) If $A$ is the divisor of a rational function $f$ over $X$, then $\pi^* A$ is the divisor of the same function over $X'$. Indeed, $(\text{div}_X(f), E_i) = 0$ for any $i$. Therefore, $\pi^*$ passes to rational equivalence.

(2) Let $A$ and $B$ be two Weil divisors over $X$ such that one of them is vertical. Then, we can compute the rational number $(\pi^* A, \pi^* B)$. It does not depend on the resolution we choose. Indeed, it is enough to compare these numbers for two resolutions $X'$ and $X''$ such that $X''$ is obtained by blowing-up a closed point in $X'$. The computation is easy in this case. We define the intersection number of $A$ and $B$ by $(A, B) = (\pi^* A, \pi^* B)$.

These intersection numbers have the same properties as in the regular case. Namely, let $A$, $B$, and $C$ be Weil divisors over $X$ such that $A$ is vertical.

(3) If $B$ is the divisor of a rational function, then $(A, B) = 0$. This follows from (1).

(4) $(A, B + C) = (A, B) + (A, C)$.

(5) If $B$ is also vertical then, $(A, B) = (B, A)$.

(6) For any Weil divisor $D$ over $X$, we have the projection formula

$$(\pi^* A, D)_X = (A, \pi_* D)_X.$$  

Indeed, the divisor $D - \pi^* \pi_* D$ is supported over the exceptional fibers.

Let $f: X \to Y$ be a dominant map between normal surfaces over $S$. Choose resolutions $X'$ of $X$ and $Y'$ of $Y$ over which $f$ lifts:

$$
\begin{array}{c}
X' \\
\pi \\
\downarrow \\
X
\end{array} 
\quad 
\begin{array}{c}
\Downarrow f' \\
\Downarrow \rho \\
Y
\end{array} 
\quad 
\begin{array}{c}
Y'
\end{array}
$$

Define the pull–back map $f^*: Z(Y) \to Z(X)$ by the formula $f^* = \pi_* f'^* \rho^*$, where $f'^*$ is the refined Gysin associated to the l.c.i. map $f': X' \to Y'$ (see Subsection 7.2). Notice that $f'^*$ is defined on the cycle level because it is refined and $f'$ is dominant.
(7) The pull-back $f^*$ passes to rational equivalence. This follows from the same statement for $\rho^*$ proved in (1). It is clear that $f^*$ coincides with the flat pull-back (defined in [7]) if $f$ is flat.

(8) Assume that $f$ is finite of degree $d$, and let $A$ and $B$ be two Weil divisors over $Y$ with one vertical. Then

$$(f^*A.f^*B) = d(A.B).$$

Indeed,

$$(f^*A.f^*B) = (\pi_*f^*\rho^* A.\pi_*f^*\rho^* B) = (f^*\rho^* A.\pi_*f^*\rho^* B) = (\rho^* A.f_*\pi^*\pi_*f^*\rho^* B).$$

Remark that $\pi^*\rho^* B = f^*\rho^* B + D$, where $D$ is supported over the exceptional fibers of $\pi$. Then, $f_*\pi^* f^*\rho^* B = f_*f^*\rho^* B + f_*D$. As $f^*$ is finite over the complement of the exceptional fibers of $\rho$, then $f_*f^*\rho^* B = B + dD$, where $C$ is supported over the exceptional fibers of $\rho$. Hence, $f_*f^*\rho^* B = B + f_*D$. Finally, $f_*D$ is supported over the exceptional fibers of $\rho$ because $f_*f^*D = f_*\pi_* D = 0$. Therefore,

$$(\rho^* A.f_*\pi^* f^*\rho^* B) = (\rho^* A.d\rho^* B) = d(A.B).$$

### B. Additivity of Colength

Let $A$ be a Noetherian commutative ring. An ideal $I$ of $A$ has finite colength $\text{col}(I)$ if $A/I$ has finite length, and $\text{col}(I) = \text{Leng}_A(A/I)$. If $I$ is generated by $a_1, \ldots, a_n$, we say that the sequence $(a_1, \ldots, a_n)$ has finite colength if the ideal $I$ has finite colength, and we define $\text{col}(a_1, \ldots, a_n) = \text{col}(I)$.

**Lemma B.1** Let $a$ and $b$ be two elements of $A$ such that $a$ is not a zero-divisor in $A/(b)$, and let $I$ be an ideal. If two of $\text{col}(aI + bA)$, $\text{col}(I + bA)$ and $\text{col}(a, b)$ are finite, then so is the third and

$$\text{col}(aI + bA) = \text{col}(a, b) + \text{col}(I + bA).$$

In particular, let $a_1$, $a_2$ and $b$ be elements of $A$ such that $a_1$ or $a_2$ is not a zero-divisor in $A/(b)$. If two of $\text{col}(a_1, b)$, $\text{col}(a_2, b)$ and $\text{col}(a_1a_2, b)$ are finite, then so is the third and

$$\text{col}(a_1a_2, b) = \text{col}(a_1, b) + \text{col}(a_2, b).$$

**Proof.** Let $\overline{A} = A/(b)$ and $\overline{I} = (I + bA)/(b)$. The Lemma is a consequence of the exact sequence

$$0 \rightarrow \overline{A}/\overline{I} \rightarrow \overline{A}/a\overline{I} \rightarrow \overline{A}/(a) \rightarrow 0.$$

The multiplication by $a$ is injective because $a$ in not a zero-divisor in $\overline{A}$. 

If $A$ is a local regular ring of dimension 2, then $(a, b)$ is of finite colength if and only if $(a, b)$ is a system of parameters. As $A$ is regular, a system of parameters is a regular
sequence and conversely. Therefore, \( a \) is not a zero-divisor in \( A/(b) \) if and only if \( \text{col}(a, b) \) is finite.
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