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Abstract

Recent progress has been made in quantifying snowmelt in the Himalaya. Although the condi-
tions are favorable for refreezing, little is known about the spatial variability of meltwater refreez-
ing, hindering a complete understanding of seasonal snowmelt dynamics. This study aims to
improve our understanding about how refreezing varies in space and time. We simulated refreez-
ing with the seNorge (v2.0) snow model for the Langtang catchment, Nepalese Himalaya, cover-
ing a 5-year period. Meteorological forcing data were derived from a unique elaborate network of
meteorological stations and high-resolution meteorological simulations. The results show that the
annual catchment average refreezing amounts to 122 mm w.e. (21% of the melt), and varies
strongly in space depending on elevation and aspect. In addition, there is a seasonal altitudinal
variability related to air temperature and snow depth, with most refreezing during the early melt
season. Substantial intra-annual variability resulted from fluctuations in snowfall. Daily refreezing
simulations decreased by 84% (annual catchment average of 19 mmw.e.) compared to hourly
simulations, emphasizing the importance of using sub-daily time steps to capture melt–refreeze
cycles. Climate sensitivity experiments revealed that refreezing is highly sensitive to changes in air
temperature as a 2°C increase leads to a refreezing decrease of 35%.

1. Introduction

Seasonal snow contributes significantly to the annual runoff in the Himalaya (Bookhagen and
Burbank, 2010; Lutz and others, 2014). The timing and volume of snowmelt are essential to
ensure water availability for downstream users, and play an important role in the occurrence
of floods and droughts (Smith and others, 2017; Biemans and others, 2019). Recent progress
has been made in quantifying snowmelt (e.g. Ahluwalia and others, 2013; Hegdahl and others,
2016; Wulf and others, 2016; Matthews and others, 2020; Pritchard and others, 2020).
Meanwhile, processes related to snowmelt runoff generation remain not fully understood, as
the spatial–temporal variability of meltwater refreezing in High Mountain Asia is rarely stud-
ied (Saloranta and others, 2019; Lund and others, 2020) and existing point-scale refreezing
measurements are likely not representative of catchments with extreme topography (e.g.
Ayala and others, 2017a; Saloranta and others, 2019). As refreezing prevents meltwater to
be released as runoff (Samimi and Marshall, 2017), a detailed understanding of refreezing is
important for the quantification of timing and volume of snowmelt runoff.

Previous studies have shown that substantial portions of meltwater refreeze in alpine
regions (Fujita and others, 1996; Fujita and Ageta, 2000; Mölg and others, 2012; Ayala and
others, 2017a, 2017b; Samimi and Marshall, 2017; Saloranta and others, 2019; Pritchard
and others, 2020; Stigter and others, 2021), thereby increasing snowpack persistence and caus-
ing a delay of meltwater runoff from the snowpack. The refreezing has been estimated to
account for up to 100% of the total melt, with a large spatial and temporal variation, predom-
inantly related to elevation and air temperature (Ayala and others, 2017a), and with represen-
tative values ranging between 10 and 36%.

The conditions in the Himalaya are considered exceptionally favorable for refreezing, as the
temperatures have a high diurnal variability and often fluctuate around the freezing point,
driving diurnal melt–refreeze cycles. Meteorological observations at 4200 and 5000 m a.s.l.
in a Himalayan catchment showed that the air temperature fluctuates around 0°C for 44
and 57% of the days, respectively (Saloranta and others, 2019). Residual energy flux calcula-
tions revealed that refreezing could amount up to 60% of the total melt in a Himalayan catch-
ment, assuming unlimited liquid water availability (Bonekamp and others, 2019). In addition,
thick ice lenses have been observed in snowpacks in the Himalaya (Kirkham and others, 2019).

Distributed refreezing at a catchment scale can be modeled with (i) a simple degree-day
model, (ii) an energy-balance model and (iii) an analytical model. Several studies in the
Himalaya have used simple degree-day approaches to include refreezing in their models
(Konz and others, 2007; Saloranta, 2016; Stigter and others, 2017). However, this approach
remains limited as it does not include physical processes, such as the thermal insulation of
snowpacks, resulting in a parameter span over nearly two orders of magnitude (0.003–
0.159 mmw.e. °C−1 h−1) (Saloranta and others, 2019). Pritchard and others (2020) have
included refreezing within an energy-balance model in a Himalayan catchment. Stigter and
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others (2021) have derived estimates of refreezing in the Himalaya
using a point-scale energy-balance model. However, energy-
balance models are still subject to large uncertainties in the esti-
mation of meteorological and surface input variables, as point
measurements are scarce and extrapolating them in catchments
with extreme topography remains challenging (Pellicciotti and
others, 2012; Gabbi and others, 2014). Analytical models only
require few input variables, thereby offering a means to study
the spatial pattern of refreezing, while including important phys-
ical processes and limiting input uncertainty. However, in data
scare regions with extreme topography these models still include
several input variables which propagate significant model uncer-
tainty (Stigter and others, 2017). Melt can be calculated with (i)
a temperature-index model, (ii) an enhanced temperature-index
model and (iii) an energy-balance model. Temperature-index
(and enhanced temperature-index) models partly overcome the
uncertainties of energy-balance models as they characterize the
energy balance by combining only temperature (and incoming
shortwave radiation) with empirical factors. Enhanced tempera-
ture-index models have outperformed temperature-index models
in high-elevation catchments, demonstrating the importance of
including incoming shortwave radiation in estimating melt
(Pellicciotti and others, 2005; Litt and others, 2019).

By using an analytical model, Saloranta and others (2019)
studied refreezing at a catchment scale in the Himalaya. They
modeled refreezing in terms of a refreezing front which penetrates
downward, while taking the thermal insulation effect of snow into
account. The model is run at a 3-hourly time step, which is
needed to capture diurnal melt–refreeze cycles (Ragettli and
others, 2015). The study estimated that 36% of the total snowmelt
refreezes and 48% during the non-monsoon seasons. The results
showed that refreezing has a strong relation with elevation, with
most contribution from refreezing between 5000 and 6000 m
a.s.l. The fraction of meltwater that refreezes generally increases
with elevation, and above 6000 m a.s.l. all meltwater refreezes.
Lund and others (2020) explored diurnal differences in remotely
sensed radar signals during three melt seasons. Their results sug-
gest that diurnal melt–refreeze cycles occur predominantly in the
early melt season, during which the median elevation of melt–
refreeze cycles increases and during which intra-annual differ-
ences in extent and onset occur. However, although remote-
sensing products provide information about the temporal and
spatial patterns, they do not provide information about refreezing
quantities and driving processes. Distributed snow models can be
used to study spatial and temporal patterns, to quantify refreezing
and to understand the driving processes. Beyond the important
advances of Saloranta and others (2019) and Lund and others
(2020) no studies exist, which investigate spatial and temporal
patterns of meltwater refreezing in High Mountain Asia. In add-
ition, the impact of aspect on the spatial pattern, inter-annual dif-
ferences in refreezing quantities, the drivers of the spatial and
temporal patterns and the climatic sensitivity of refreezing have
not been studied.

An important limitation of Saloranta and others (2019) is that
they used simplified meteorological forcing data. However, it is evi-
dent that reliable meteorological forcing data are a crucial element
in snow modeling, since the quality of input data and not model
formulation often limits the model performance (Magnusson and
others, 2015). Accordingly, snow models are found to be highly
sensitive to uncertainties in temperature and precipitation input
(Immerzeel and others, 2014; Stigter and others, 2017). Stigter
and others (2021) investigated refreezing at the point scale in the
same catchment relying on detailed field measurements. They
found that 21% of the positive net energy is needed to overcome
the nightly increase in cold content of the snowpack and that
approximately one-third of meltwater refreezes. Their model was

especially sensitive to accurate albedo estimates and their results
suggest that an energy-balance approach is essential to accurately
understand refreezing in snowpacks.

This study aims to contribute to a better understanding of how
refreezing varies in space and time at a catchment scale in the
Himalaya. We build on the study of Saloranta and others
(2019) by also using the seNorge (v2.0) snow model for the
Langtang catchment (Saloranta and others, 2016). The availability
of a unique elaborate network of meteorological stations and
high-resolution Weather Research and Forecasting (WRF)
model simulations (Bonekamp and others, 2019) allows this
study to incorporate insights from field investigations as well as
our understanding of climate variability in space. We further
improved the snow modeling effort of Saloranta and others
(2019) by using an hourly time step and by increasing the spatial
resolution from 450 to 100 m. In addition, the study period was
extended from 2 to 5 years, which allows us to study inter-annual
variability. Our specific objectives are (i) to characterize the spatial
pattern of refreezing based on elevation and aspect, (ii) to charac-
terize the seasonal and inter-annual altitudinal variability of
refreezing, (iii) to determine the importance of using a sub-daily
time step to capture refreezing and (iv) to test how sensitive the
refreezing model is to changes in climate and its inherent uncer-
tainties. The paper is divided into two parts: in the first part we
present and discuss the meteorological forcing data, in the second
part we analyze the refreezing simulations with a focus on
process-understanding and identifying possible driving factors.

2. Materials and methods

2.1 Study area

The Langtang catchment is located in the central part of the
Nepalese Himalaya, 70 km north of Kathmandu (Figs 1a, b).
The catchment has an area of 584 km2, including 140 km2 of gla-
cier area (Collier and Immerzeel, 2015). The catchment has a
complex topography with elevations ranging from 1406 to 7234
m a.s.l., with most surface area between 4000 and 5800 m a.s.l.
(Fig. 1c). The majority of the total annual precipitation occurs
during monsoon (>70%), with precipitation events nearly every
day (Immerzeel and others, 2014). A total of 17.5–42% of the
annual precipitation is estimated to fall as snow, predominantly
during infrequent strong precipitation events in winter
(Immerzeel and others, 2014; Bonekamp and others, 2019).
During monsoon the altitude of peak precipitation occurs at a
low latitude and therefore most precipitation falls as rain. In win-
ter precipitation peaks at a much higher altitude, hence the major-
ity of precipitation falls during winter events (Collier and
Immerzeel, 2015). To differentiate between seasons, we defined
the winter from January to February, the pre-monsoon from
March to May, the monsoon from June to September and the
post-monsoon from October to December, based on temperature
and precipitation measurements of Immerzeel and others (2014)
and Saloranta and others (2019).

The height of the 0°C isotherm varies from 3000 m a.s.l. dur-
ing the winter to 6000 m a.s.l. during monsoon (Shea and others,
2015). The lowest snowline elevation and largest snow cover area
occur in the pre-monsoon followed by the winter, while the high-
est snowline elevation and smallest snow cover area occur in the
monsoon and December (Girona-Mata and others, 2019). Snow
contributes to 40% of the annual runoff in the upper part of
the catchment (upstream of Kyangjin, which is located at 3860
m a.s.l.) (Ragettli and others, 2015). Over the last few decades,
decreasing snow cover trends in the winter and monsoon seasons
have been observed, which are related to increasing temperatures
(Thapa and others, 2020).
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2.2 Observational data

2.2.1 In situ observations
Several meteorological and snow observations were available
between April 2012 and November 2019 (Steiner and others,
2021). Air temperature, precipitation, incoming shortwave radi-
ation and wind speed were measured at several stations at eleva-
tions ranging from 1395 to 5500 m a.s.l. (Fig. 1b and Table 1).
Temperature and incoming shortwave radiation were monitored
at three automatic weather stations (AWSs), and precipitation
and wind speed were monitored at two AWSs (Fig. 1d). The sen-
sors recorded at a 10-min interval, after which the data were
aggregated to hourly values. Additionally, temperature and pre-
cipitation were monitored at four pluvio stations, and wind
speed was monitored at two pluvio stations at a 15-min interval.
Temperature was also monitored at 24 locations with temperature
loggers at a 5-, 10- or 15-min interval. Temperature, incoming
shortwave radiation, wind speed and relative humidity were mea-
sured at one snow station at a 60-min interval.

Snow depth and snow water equivalent (SWE) were measured
at several stations at elevations ranging from 4200 to 5090 m a.s.l.,
covering a large part of the catchment area (Figs 1b, c and
Table 1). Snow depth was measured at AWS Yala BC, Pluvio
Langshisha, Pluvio Yala and at three snow stations. The sensors
at AWS Yala BC recorded every 6 min, after which the best quality
value was logged every hour. The sensors at Pluvio Yala and
Pluvio Langshisha recorded every 15 min. The sensors at the
snow stations recorded every hour. SWE was measured at Snow
Station Yala and Snow Station Ganja La. The sensors measure
gamma-rays emitted from Potassium (40K) and Thallium
(208Tl), which are weak radioactive elements that are naturally
present in the underlying soil and overburden (Stranden and
others, 2015). When water is present, these gamma rays are pro-
gressively reduced in strength, due to absorption and scattering of
the energy. This attenuation of the gamma rays was used to cal-
culate the SWE. Every 6 h, the sensor updated the integration of
the gamma ray strength over the last 24 h. All the meteorological
and snow stations sites except for AWS Yala Glacier are located
off-glacier. The stations have various coverages with some inter-
ruption due to battery problems, memory limitations, extreme
conditions and damage.

2.2.2 MODIS
The Terra Moderate Resolution Imaging Spectroradiometer
(MODIS) snow cover product (MOD10A2) is available at
https://www.nsidc.org/data/MOD10A2. The Terra satellite sensors
image the same area on Earth every 1–2 d. MOD10A2 has a spa-
tial resolution of 500 m and provides 8-d maximum snow extent,
thereby optimizing cloud-free surface viewings. A pixel is consid-
ered to be snow covered when a pixel is snow covered in one of
the observations within the 8-d period. Many studies have vali-
dated MOD10A2 (e.g. Hall and Riggs, 2007; Mishra and others,
2014; Stigter and others, 2017). Hall and Riggs (2007) found an
overall accuracy of ∼93%. Stigter and others (2017) validated
MOD10A2 in the Langtang catchment against in situ snow obser-
vations with an accuracy of 83.1%, with misclassifications mainly
due to the extreme topography and clouds being classified as
snow.

2.3 Meteorological model forcing

2.3.1 Air temperature
Air temperature is a key control on processes affecting snow,
such as snowfall, melt, refreezing and albedo decay and is there-
fore an essential input to snow models. Air temperature is gen-
erally assumed to decrease with elevation according to constant
lapse rates (Lundquist and others, 2008; Marshall and Sharp,
2009). Observed temperatures can therefore be extrapolated
according to lapse rates in complex terrain. Snow models in
the Langtang catchment are found to be highly sensitive to
small changes in temperature lapse rates, due to the extreme top-
ography, thereby highlighting the importance of approximating
them accurately (Immerzeel and others, 2014; Stigter and others,
2017).

Temperature lapse rates in the catchment have a high diurnal
variability, which differs between seasons (Petersen and
Pellicciotti, 2011; Kattel and others, 2013; Immerzeel and others,
2014; Collier and Immerzeel, 2015; Heynen and others, 2016),
and also within the seasons (Heynen and others, 2016), mainly
as a result of differences in water vapor content and snow cover
(Kattel and others, 2013, 2015; Immerzeel and others, 2014).
The variability is very consistent inter-annually, which suggests

Fig. 1. Study area location including meteorological and snow stations. (a) Location of the Langtang catchment in Nepal. (b) Location of the meteorological and
snow stations and glaciers within the Langtang catchment. (c) Elevation and aspect distribution in the catchment summed over 100-m elevation bins. (d) Picture of
AWS Kyangjin. Glacier outlines are obtained from https://www.glims.org. (Photo: J. Kirkham.)
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that lapse rates can be kept constant over multiple years
(Heynen and others, 2016). Therefore, we calculated the diurnal
cycle of the lapse rates (on an hourly basis) for each particular
month, resulting in 288 lapse rates (24 lapse rates for 12
months). We calculated the lapse rates as a linear regression
through all the measuring locations. The resulting slope indi-
cates the lapse rate and the r2 value indicates the correlation.
To interpolate the lapse rates, we first aggregated the observed
air temperatures to hourly values and then averaged the values
to a diurnal cycle (on an hourly basis) for each particular
month. To reduce bias, observations of a month were only
taken into account when the station had >80% data coverage
in that month. It should be noted that our dataset does not con-
tain stations above 5500 m a.s.l., which could indicate that the
higher perennial snow covered and wind exposed sites have
overestimated temperatures.

Hourly distributed temperature fields were created by extrapo-
lating the time series at AWS Kyangjin according to the deter-
mined lapse rates by using a 100-m DEM. We chose AWS
Kyangjin as this was the most complete and highest quality
time series. When data at AWS Kyangjin were missing, the record
was first completed using the following priority of stations: AWS
Yala BC, Pluvio Langshisha, Pluvio Yala or T-logger Kyangjin
according to the lapse rates.

2.3.2 Precipitation
High-elevation precipitation is the largest contributor to the
hydrological water balance in the Himalaya (Bookhagen and
Burbank, 2010) and is therefore an essential input to snow models
in the region. The amount of precipitation is predominantly con-
trolled by monsoon circulation and westerly winds (Bookhagen
and Burbank, 2010). As a result, there is a strong seasonal vari-
ation in the amount of precipitation and in the spatial precipita-
tion patterns (Immerzeel and others, 2014).

As there is a complex precipitation pattern, it is not possible to
establish uniform catchment-wide precipitation gradients
(Immerzeel and others, 2014). Commonly used gridded precipita-
tion datasets are also not suitable for high-resolution hydrological
studies in regions with extreme topography due to their coarse
resolution compared to the topography (Palazzi and others,
2013). High-resolution atmospheric models can provide accurate
precipitation forcing data, which can compensate for spatial and
temporal gaps in observational networks. The WRF model
(Skamarock and Klemp, 2008) is such a model and has success-
fully been used in several studies in the Himalaya, showing rea-
sonable agreement with observations (e.g. Maussion and others,
2014; Collier and Immerzeel, 2015; Bonekamp and others, 2018;
Bonekamp and others, 2019). Simulations with a 1 km resolution
WRF model are able to resolve the complex topography and

Table 1. Location and characteristics of the observational stations

Station Code
Elevation
m a.s.l. Latitude Longitude

Start date
d-m-y

End date
d-m-y Observationsa

AWS
Kyangjin AWS-K 3862 28.21081 85.56948 01-01-2012 15-11-2019 T, P, S, W
Yala BC AWS-Y 5090 28.2323 85.60967 01-01-2012 18-11-2019 T, P, S, W, SD
Yala Glacier AWS-YG 5350 28.23463 85.61797 07-05-2016 19-11-2019 T, S, SD

Pluvio
Ganja La P-GL 4361 28.18625 85.56961 01-01-2012 01-05-2019 T, P, W
Langshisha P-L 4452 28.20265 85.68619 25-10-2013 06-05-2019 T, P, W, SD
Morimoto P-M 4919 28.25296 85.68152 29-10-2013 12-05-2019 T, P
Yala P-Y 4831 28.229 85.597 07-05-2012 25-04-2015 T, P

Temperature logger
Ganja La High T-GLH 4870 28.17355 85.5704 10-05-2014 04-11-2014 T
Ganja La Low T-GLL 4472 28.18177 85.57191 16-10-2013 30-05-2015 T
Ghoda Tabela T-GT 3096 28.2055 85.472 05-11-2012 03-05-2013 T
Jathang T-L 3947 28.1958 85.6132 05-05-2012 12-10-2014 T
Kyangjin T-K 3857 28.21096 85.56686 04-09-2012 02-10-2013 T
Kyangjin Center T-KC 3786 28.20807 85.56287 03-11-2012 05-05-2013 T
Kyangjin South T-KS 3899 28.21192 85.56968 03-11-2012 05-05-2013 T
Kyangjin North T-KN 3800 28.20513 85.56009 03-11-2012 05-05-2013 T
Lama T-L 2492 28.16212 85.43073 01-05-2012 08-10-2014 T
Langshisha Center T-LhC 4109 28.20965 85.67008 31-10-2012 27-10-2014 T
Langshisha North T-LhN 4113 28.21292 85.66759 31-10-2012 19-05-2013 T
Langshisha Pluvio T-LhP 4437 28.20264 85.68619 22-05-2013 19-04-2016 T
Langshisha South T-LhS 4120 28.20853 85.671 31-10-2012 19-05-2013 T
Langtang Above T-LgA 3557 28.21398 85.52745 02-05-2012 09-10-2013 T
Langtang Center T-LgC 3519 28.21294 85.52208 11-05-2012 05-05-2013 T
Langtang North T-LgN 3568 28.21338 85.52213 11-05-2012 05-05-2013 T
Langtang South T-LgS 3538 28.21266 85.52169 11-05-2012 05-05-2013 T
Lirung Camp T-LC 4141 28.23027 85.55958 05-11-2013 23-10-2014 T
Morimoto 12 T-M12 5101 28.25814 85.68103 16-10-2013 29-10-2014 T
Morimoto 13 T-M13 5308 28.26879 85.67692 16-10-2013 29-10-2014 T
Morimoto BC T-MBC 4617 28.24014 85.69743 31-10-2013 22-10-2015 T
Numhang T-N 3983 28.20213 85.64313 05-05-2012 20-10-2015 T
Shalbacum T-Sh 4295 28.21758 85.66302 05-09-2013 10-08-2015 T
Syaphru T-Sy 1395 28.15743 85.33218 01-05-2012 01-05-2013 T
Yala Ridge T-YR 5500 28.23023 85.62721 21-10-2015 16-10-2016 T

Snow station
Yala S-Y 5090 28.23331 85.60867 26-10-2017 27-05-2019 SWE
Ganja La S-G 4962 28.1545 85.5625 01-10-2015 31-06-2019 Tb, Sb, Wb, RHb, SWE
Ganja La Lower S-GL 4200 28.19214 85.57043 29-09-2015 31-06-2019 SD
Ganja La Middle S-GM 4304 28.18619 85.57242 29-09-2015 31-06-2019 SD
Ganja La Upper S-YU 4888 28.1732 85.57087 31-03-2016 31-06-2019 SD

aT, air temperature; P, precipitation; S, incoming shortwave radiation; W, wind speed; SD, snow depth; SWE, snow water equivalent; RH, relative humidity.
bOnly used for melt parameter estimation (Section 2.6).
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provide a plausible spatial distribution of precipitation in the
Langtang catchment (Collier and Immerzeel, 2015; Bonekamp
and others, 2018). However, winter precipitation is strongly
overestimated throughout the catchment (>200%), and summer
precipitation is overestimated at lower elevations (<4600 m a.s.l.)
and underestimated at higher elevations (>4600 m a.s.l.)
(Bonekamp and others, 2018). These models are also subjected
to reanalysis and forecast errors and do not assimilate precipita-
tion observations. Therefore, we used the WRF spatial
patterns to extrapolated observed precipitation according to the
WRF-derived precipitation ratios. We used WRF outputs of
Bonekamp and others (2019), which have a spatial resolution of
1 km.

To account for the seasonal variability in precipitation pat-
terns, we used monthly average WRF precipitation fields, thereby
assuming that the monthly patterns can be kept constant over
multiple years. We created spatial precipitation input fields by
extrapolating the hourly time series at AWS Kyangjin according
to the WRF precipitation fields. The overestimation (underestima-
tion) of summer precipitation at low (high) elevation of the
WRF simulations, might result in underestimated snowfall at
higher elevation (Bonekamp and others, 2018). When data at
AWS Kyangjin were missing, we first completed the record
using the following priority of stations: AWS Yala BC, Pluvio
Langshisha, Pluvio Yala or Pluvio Morimoto according to the
WRF-precipitation fields. To correct for undercatch, we used
the theoretical catch efficiency ratio of Kochendorfer and others
(2017), which requires wind speed and air temperature input.
This function was derived from the most comprehensive evalu-
ation of precipitation undercatch available and was found to
largely correct the undercatch of solid precipitation measured at
5000 m a.s.l. in the Langtang catchment (Kirkham and others,
2019). At Pluvio Morimoto and Pluvio Yala, no wind measure-
ments were available, so we could therefore not correct those
for undercatch. The WRF precipitation simulations were com-
pared to observations. To reduce bias, observations of a month
were only taken into account when the station had >80% data
coverage in that month.

2.3.3 Incoming shortwave radiation
Incoming shortwave radiation is the most important energy input
in high-elevation catchments at low latitudes (Litt and others,
2019), and is an import driver of meltwater generation, as it
causes substantial meltwater generation at temperatures below
the freezing point (Bookhagen and Burbank, 2010; Matthews
and others, 2020). It has a pronounced diurnal and annual
cycle, on which the topographic shading, aspect and slope exert
a strong control.

The ArcGIS Solar Radiation tool was used to calculate
clear-sky incoming shortwave radiation. This tool calculates inso-
lation for specific locations, based on methods from the hemi-
spherical viewshed algorithm (Fu and Rich, 2002). The model
accounts for aspect, slope, shading due to surrounding topog-
raphy and elevation. The diffuse proportion was set to 0.3, the
default value for generally clear sky conditions. The model was
run at a 100 m resolution for the year 2017 (a non-leap year)
with an hourly time step using the 90-m Shuttle Radar
Topography Mission (SRTM) DEM (https://www2.jpl.nasa.gov/
srtm).

We corrected the clear-sky incoming shortwave radiation for
atmospheric transmissivity with WRF simulations of Bonekamp
and others (2019), which have a resolution of 1 km. WRF tends
to underestimate monsoonal atmospheric transmissivity due to
a deficit of clouds and atmospheric moisture (Orr and others,
2017), which may result in overestimated melt. To obtain atmos-
pheric transmissivity fields, we calculated the ratio between

shortwave radiation received at the top of the atmosphere and
the shortwave radiation received at the earth’s surface. Since
clear-sky incoming shortwave radiation and transmissivity in
the Himalaya both have a strong seasonal and diurnal pattern
(Karki and others, 2020), we averaged the incoming shortwave
radiation and the transmissivity to a diurnal cycle (on an hourly
basis) for each particular month, thereby assuming that constant
values can be used over multiple years. The corrected incoming
shortwave radiation was compared to observations.

2.4 The seNorge snow model (v.2)

The seNorge snow model (Saloranta, 2012, 2016) is a single-layer
temperature-index model, which takes as input daily average tem-
perature and daily cumulative precipitation. The model was ori-
ginally developed for operational snow mapping in Norway. A
high-mountain version (v.2) of this model was developed by
Saloranta and others (2016) by implementing algorithms for
enhanced temperature-index snowmelt, snow albedo decay and
avalanching as well as an analytical algorithm for refreezing.
The model was further improved by Saloranta and others
(2019) by implementing a loss term for sublimation/evaporation.

The seNorge snow model (v.2) was selected for this study since
it has an analytical refreezing algorithm, an enhanced
temperature-index melt algorithm and it can be run at a sub-daily
time step, which is needed to capture diurnal melt–refreeze cycles
(Saloranta and others, 2019). The choice of using an enhanced
temperature-index model is justified by the need to incorporate
the contribution of incoming shortwave radiation to snowmelt.
The combined effect of shortwave radiation and surface air tem-
perature when temperature is near zero potentially results in
refreezing (Bookhagen and Burbank, 2010; Matthews and others,
2020). The spatial refreezing patterns are also sensitive to radiative
fluxes in complex terrain due to strong diurnal spatial variability
in incoming shortwave radiation (Oliphant and others, 2003).
However, it should be noted that air temperature and incoming
shortwave radiation alone do not capture the full diurnal energy
balance. The contribution of longwave radiation and turbulent
fluxes are not addressed in the model and could be a source of
uncertainty in capturing melt–refreeze cycles (Ayala and others,
2017b; Litt and others, 2019). The seNorge model was validated
in the Langtang catchment and is able to provide a realistic
representation of snow depth compared to several in situ mea-
surements, and of the snow cover fraction compared to MODIS
8-d maximum snow product (RMSE = 11–16%) (Stigter and
others, 2017; Saloranta and others, 2019).

We improved on the earlier studies by (i) using high-
resolution WRF simulations of precipitation to extrapolate
observed precipitation instead of lapse rates, (ii) using high-
resolution WRF simulations of atmospheric transmissivity to cor-
rect clear-sky incoming shortwave radiation (Bonekamp and
others, 2019), (iii) running the snow model at an hourly time
step and (iv) by increasing the spatial resolution of the snow
model to 100 m. The snow sublimation/evaporation and ava-
lanching processes were not included in the model.

2.4.1 Accumulation, melt, refreezing and runoff
Precipitation is separated in snow and rain by using the rain-snow
temperature threshold (TT; °C). The snowpack consists of a solid
component (SWEs; mmw.e.) and can retain liquid water from
snowmelt and rain up to the maximum snow storage potential
(rmax), which forms the liquid component (SWEl; mm w.e.).
The rmax is a fixed fraction of the SWEs. When rmax is exceeded,
the snowmelt or rain becomes runoff. The snowmelt simulation is
based on the enhanced temperature-index approach described in
Pellicciotti and others (2005). When the air temperature (Ta; °C)
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exceeds the threshold temperature for melt onset (Tm; °C), the
potential melt (Mpot; mmw.e. h−1) is calculated as:

Mpot = TaFt + Fsr (1− a)Rinc, if Ta . Tm (1)

where Ft (mm w.e. °C−1 h−1) is the temperature melt factor, Fsr
(mm w.e. (Wm−2)−1 h−1) is the radiative melt factor, α is the
snow surface albedo and Rinc (Wm−2) is the incoming shortwave
radiation. Negative potential melt rates are set to zero.

When Ta is below 0°C and Mpot is 0 mmw.e. h−1, the liquid
component of the snowpack can refreeze. The refreezing module
is based on Stefan’s law (Stefan, 1891; Leppäranta, 1983, 1993),
which is a basic analytic method describing the liquid–solid
phase changes during the growth of sea ice when seawater
refreezes at the bottom of sea ice. The model describes the con-
duction of latent heat that is released by the ice formation at
the bottom and uses the surface temperature as a function of
time and a fixed bottom temperature at freezing point as the
boundary conditions. Since the model ignores thermal inertia,
the ice temperature profile has a constant gradient in each layer.
Besides this application, the model has recently also been used
to model refreezing of liquid water retained in snowpacks
(Saloranta and others, 2019). Ta is assumed as the driving force
of the cooling and warming of the snowpack at the snow–atmos-
phere interface and is assumed to be equal to the temperature of
the top of the snowpack. Hence, the snowpack is cooled from the
snow–atmosphere interface in the downward direction. During
this cooling, all liquid water is assumed to refreeze, thereby form-
ing a refreezing front that penetrates downward, during which
latent heat is released. The temperature throughout the wet snow-
pack below the refreezing front is assumed to remain at 0°C and
the temperature gradient of the refreezing front is assumed to be
constant. The liquid water is assumed to be evenly distributed
over the wet part of the snowpack. The depth of the refreezing
front (zrf; mm) is calculated as:

zrf =
��������������������������
(zt−1

rf )2 + 2ks
rlwL

(−Ta)Dts

√
× 1000 (2)

in which zrf
t−1 (mm) is the depth of the refreezing front at the

previous time step, κs is the thermal conductivity of snow (W
m−1 K−1), ρlw is the partial density of the liquid water in the
snowpack (kg m−3), L is the latent heat of fusion (J kg−1) and
Δts is the length of the time step (s). κs is formulated with the
empirical parameterization of Yen (1981) as:

ks = 2.22363× r1.885sr (3)

where ρsr (kg L
−1) is the snow density for refreezing. ρlw is calcu-

lated as:

rlw = SWEl
SDwet

(4)

in which SDwet (mm) is the depth of the wet part of the snowpack
below the refreezing front. A limitation of the refreezing algo-
rithm is that it ignores thermal inertia and therefore does not
account for the cold content within the snowpack. Stigter and
others (2021) shows that 21% of the positive net energy during
the day is used to overcome the nightly increase in cold content
around 5000 m a.s.l. in Langtang area. In line with this, refreezing
of meltwater which percolates in a cold deep snowpack is also not
included.

2.4.2 Albedo decay and compaction
The snow surface albedo (α) is calculated using the algorithm of
Tarboton and Luce (1996), in which α is a function of the solar
angle measured relative to the surface normal, snow age, snow
surface temperature and snow depth. A limitation of such age-
based albedo decay models is that they require precise knowledge
of the time since the last snowfall ended (Bair and others, 2019).
In addition, although the dirt and soot parameter in the model is
constant, this is likely variable due to changing atmospheric con-
ditions. The snow depth and snow density are calculated with the
snowpack compaction and density module, which is described in
Saloranta (2012, 2016). The module calculates changes in snow
depth due to snowmelt, new snowfall and viscous compaction.

2.5 Model setup, parameter estimation and model validation

The model was run from July 2012 to June 2014 and from July
2016 to June 2019 based on available measurements covering full
hydrological years. The simulations begin around the snow min-
imum of the catchment (Immerzeel and others, 2009), cover a per-
iod of exactly 5 hydrological years, have hourly time steps and a
spatial resolution of 100m. To simulate initial SWEs, SWEl, SD,
zrf and α the model was first run for a spin-up period of 1 year
from July 2012 to June 2013. The SWEs, SWEl, SD, zrf and α of
the final time step of first part of the run (July 2012–June 2014)
were used as initial conditions for the second part of the run
(July 2016–June 2018), which allowed the model to be run continu-
ously. Many snow-modeling studies in the Himalaya use a daily
time step (e.g. Hegdahl and others, 2016; Stigter and others,
2017). To examine the importance of a sub-daily time step, an add-
itional run with a daily time step was performed.

The model parameters used are shown in Table 2 and discussed
in detail in Saloranta and others (2019). Saloranta and others (2019)

Table 2. Parameters in the seNorge snow model with their values

Parameter Description Value Unit

Accumulation, melt and refreezing
TT Rain-snow temperature threshold 0.5a °C
rmax Maximum snow storage potential 0.1a

Tm Threshold temperature for melt
onset

−3.0* °C

Fsr Radiative melt factor 0.0039* mmw.e. (Wm−2)−1

h−1

Ft Temperature melt factor 0.127* mmw.e. °C−1 h−1

ρsr Snow density for refreezing 0.270b kg L−1

Albedo decay
αvl Fresh snow albedo for visible light 0.85c

αil Fresh snow albedo for infrared
light

0.65c

αini Threshold value for shallow/deep
snow

100c mm

b Illumination angle parameter 2.0c

d Dirt and soot parameter 0.03
Svl Sensitivity visible light parameter 0.2c

Sil Sensitivity infrared light
parameter

0.5c

αu Albedo of surface underlying ice/
ground

0.25/
0.15c

Compaction and density
ρmin Minimum density of new snow 0.050a kg L−1

η0 Initial viscosity 7.6a MN sm−2

C5 Viscosity parameter 0.1a °C−1

C6 Viscosity parameter 24.3a °C−1

Kcomp Compaction factor 0.5a

g Gravitation constant 9.81 m s−2

aSaloranta and others (2019).
bKirkham and others (2019).
cTarboton and Luce (1996).
*Values estimated from SWE time series.
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estimated the melt parameters (Tm, Ft and Fsr) from observed snow
ablation time series measured at the Ganja La site in Langtang area.
However, this analysis was performed based on clear-sky incoming
shortwave radiation instead of transmissivity corrected incoming
shortwave radiation, which likely results in underestimated Fsr
values. Therefore, we re-estimated the Ft, and Fsr melt parameters
as in Saloranta and others (2019), for the period 2017–20, but
now using observed incoming shortwave radiation. The sublimation
estimates used for the melt parameter estimation were low (0.36
mmw.e. d−1) compared to in situ observed average sublimation
(1mmw.e. d−1) in the Langtang catchment at a similar elevation
(Stigter and others, 2018). Therefore, the sublimation estimates
were re-calculated using the empirical relation of Kuchment and
Gelfan (1996) instead of the bulk-aerodynamic method of Stigter
and others (2018). This resulted in an average sublimation of
0.59mmw.e. d−1. The melt onset parameter Tm was kept fixed at
−3°C, as in Saloranta and others (2019). The parameter estimation
was performed by a simple Monte Carlo simulation, where the total
melt amount and RMSE were equally weighted in the objective
function to be minimized.

To study the model performance we compared the simulated
and observed snow depth and SWE for periods with substantial
SWE (>5 mm). In addition, the simulated snow cover extent was
validated with the MODIS snow cover product (MOD10A2).
During monsoon MOD10A2 often misclassifies cloud cover as
snow and the monsoon season was therefore excluded (Stigter
and others, 2017). A pixel is considered to be snow covered if
the simulated SWE exceeds 1 mm.

2.6 Sensitivity analysis

In order to study the model sensitivity to input and parameter
uncertainty we performed a Monte Carlo analysis. A previous
sensitivity analysis of the seNorge snow model in the Langtang
catchment by Stigter and others (2017) highlighted the sensitivity
of simulated snow depth and snow cover extent to precipitation
and lapse rate uncertainty, and the threshold for melt onset. We
use the known sensitive variables: temperature lapse rates, precipi-
tation, incoming shortwave radiation, snow albedo and three melt
parameters (Tm, Ft and Fsr) (van Pelt and others, 2012; Stigter and
others, 2017; Stigter and others, 2021). We performed 200 realiza-
tions of the model, in which these variables were adjusted with
values randomly chosen from a pre-defined parameter distribu-
tion. We assume that the parameters are normally distributed
and that there is no bias (Raleigh and others, 2015). The mean
of the parameters for all variables is 0. The std dev. for the
lapse rate was estimated based on the std dev. of available obser-
vations (0.002°C m−1). The std dev.s for the precipitation and
shortwave radiation were assumed based on the input data
(0.15 mm h−1 and 175Wm−2, respectively). These values roughly
agree with simulated spread between WRF experiments (Orr and
others, 2017) and in situ WRF precipitation validation
(Bonekamp and others, 2018). The std dev. for the albedo was
based on the literature (0.1) (Tarboton and Luce, 1996; Malik
and others, 2014; Bair and others, 2019). The std dev.s of the
melt parameters (Tm, Ft and Fsr) are based on the literature, but
we reduced the std dev.s as these parameters are estimated from
observed snow ablation time series in this study (0.5°C, 0.0125
mmw.e. h−1 °C−1 and 0.0004 mmw.e. h−1 °C−1) (Pellicciotti and
others, 2012; Ragettli and others, 2015; Stigter and others, 2017).

To study the model sensitivity to changes in climate, its inher-
ent uncertainties and anomalous years, we performed multiple
runs with variable air temperature and precipitation. Our aim is
not to quantify the impacts of climate change on refreezing,
which would require transient changes over a longer time span,
such that the model is able to adjust (Kobierska and others,

2013), and to include seasonality (Wu and others, 2017;
Rangwala and others, 2020), which are both left for future
research. Instead, we make a first-order approximation of the
refreezing sensitivity by changing the temperature and precipita-
tion within reasonable bounds, based on average climate change
projections.

The annual average air temperature in the Himalaya is
expected to increase by ∼2°C by 2050, depending on the scenario
used (Wu and others, 2017; Wester and others, 2019; Rangwala
and others, 2020). Projections for precipitation are less clear
and show a large disagreement, between models and between
scenarios. On average, studies expect an increase in precipitation
of ∼10% by 2050 (Wu and others, 2017; Wester and others, 2019;
Rangwala and others, 2020). We investigated the sensitivity to
changes within these ranges, also in the opposite direction. This
resulted in four runs with changes in temperature of −2, −1, +1
and +2°C and four runs with changes in precipitation of −10,
−5, +5 and +10%. In addition, to find out how refreezing
responds to simultaneously changed temperature and precipita-
tion, we also performed experiments in which the temperature
and precipitation were adjusted simultaneously for each possible
combination.

3. Results

3.1 Meteorological model forcing

3.1.1 Air temperature
The monthly average diurnal temperature cycle at AWS Kyangjin
and calculated lapse rates are shown in Fig. 2. The annual average
temperature at AWS Kyangjin is ∼4°C, averaged over the periods
July 2012–June 2014 and July 2016–June 2019, which is in line
with other meteorological observations (Upreti and others, 2017).
During monsoon (June to September) the temperatures at AWS
Kyangjin are highest and show limited diurnal variability (Fig. 2).

The lapse rates seasonal variability (Fig. 2) is also in line with
previous studies in the Langtang catchment (Immerzeel and
others, 2014; Heynen and others, 2016) and Nepal (Kattel and
others, 2013), with most shallow and constant lapse rates during
the monsoon, and steepest during the pre-monsoon season. The
difference in relative humidity is the most important reason for
this seasonal variability, since latent heat is released during the
condensation of water droplets as water is lifted upward
(Immerzeel and others, 2014). Thick cloud cover during the mon-
soon therefore results in shallow lapse rates. The steepest lapse
rates in the pre-monsoon season might also be related to snow
cover, which is more abundant at higher elevations and increase
the albedo, which results in cooling (Kattel and others, 2013).
The lapse rates also have a high diurnal variability as well as a sea-
sonal variation in the diurnal cycle, which is in line with
Immerzeel and others (2014) and Heynen and others (2016). In
all seasons, the steepest lapse rates are found during the day.
However, the diurnal cycle of both the temperature and lapse
rates are less pronounced during the monsoon (Fig. 2), since
cloud cover limits incoming shortwave radiation during the day,
while it increases the incoming longwave radiation during the
night (Heynen and others, 2016). Due to the shallower lapse
rates during the night and steeper lapse rates during the day,
the magnitude of the diurnal temperature fluctuations generally
decreases with elevation.

The correlation of the lapse rates are lowest in the post-
monsoon, which is related to extreme infrequent snowfall events,
and in the morning due to spatial differences in incoming short-
wave radiation as the sun rises (Heynen and others, 2016).
Strong nighttime and monsoonal lapse rates and their limited
inter-annual variability (Heynen and others, 2016) are due to
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the lack of incoming shortwave radiation at night, and the limited
spatial variability in incoming shortwave radiation during mon-
soon due to cloud cover and high solar elevation angles.

Some studies suggest that the lapse rates are constant within
seasons (Kattel and others, 2013; Immerzeel and others, 2014).
However, our results reveal that there are intra-seasonal differ-
ences, which are most pronounced in the pre-monsoon, as is in
agreement with Heynen and others (2016). These intra-seasonal
differences are caused by transitions to either wetter or drier con-
ditions and by snow cover transitions within seasons. Despite the
evident seasonal and diurnal variability, in many snow models a
constant moist adiabatic lapse rate of −0.0065°Cm−1 is used.
This assumed lapse rate is steeper than most derived lapse rates
in this study. The use of the moist adiabatic lapse rate would
therefore mostly lead to underestimations (up to 7.5°C) and over-
estimations (up to 3.5°C) of temperatures at elevations, higher and
lower than AWS Kyangjin, respectively. In line with this, Heynen
and others (2016) show that the use of average annual lapse rates
results in shifts of the 0°C isotherm of several hundred meters
compared to seasonal ones.

Figure 3 shows boxplots and the elevation distribution of
monthly average diurnal temperature fluctuations around the
freezing point. This is defined as the minimum of the cumulative
positive and absolute cumulative negative hourly temperatures
during a day, so e.g. if the cumulative positive hourly temperature
is 10°C, and the cumulative negative hourly temperature is −5°C,
the value amounts to 5°C. The highest values are found during the
pre- and post-monsoon seasons. During the winter season, the
highest values are found at low elevations, while in the post-
and pre-monsoon season the highest values are found at higher
elevations. During the monsoon season, the values are generally
low, which is caused by relative high and constant temperatures
throughout the day. The frequent temperature fluctuations
around the freezing point between 4000 and 5000 m a.s.l. are in
line with Saloranta and others (2019), and cover 39% of the

Fig. 2. Monthly diurnal cycle of the lapse rates and temperature at AWS Kyangjin.

Fig. 3. Monthly average diurnal temperature fluctuations around the freezing point:
(a) boxplots and (b) distribution by elevation band averaged over the periods July
2012–June 2014 and July 2016–June 2019. The dotted gray line indicates the annual
average distribution.
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catchment area (Fig. 1c). Table 3 shows the number of days in
percentages on which the temperature fluctuates around the freez-
ing point at measuring stations with sufficient observations.
Except for temperature loggers Lama and Syaphru, which are
located below 2500 m a.s.l., the amounts are relatively high (33–
57%), indicating that the climate is favorable for refreezing.

3.1.2 Precipitation
The annual cumulative precipitation at AWS Kyangjin is 798 mm,
averaged over the periods July 2012–June 2014 and July 2016–
June 2019, which agrees with other meteorological observations
(Upreti and others, 2017). The seasonal variability is similar as
observed in other studies, with (i) most frequent events and
most precipitation in the monsoon season, (ii) more extreme
but less events in winter and (iii) less precipitation in pre- and
post-monsoon seasons (Bookhagen and Burbank, 2010;
Immerzeel and others, 2014).

As we use the spatial pattern of WRF simulations to extrapo-
late observed precipitation according to the ratios, we compare the
simulated against observed precipitation ratios to AWS Kyangjin
for the stations (Fig. 4). The simulated ratios agree reasonably
well with the observed ratios (RMSE = 0.55), which indicates
that the WRF simulations give a plausible spatial distribution of
the precipitation. In November and December the cumulative
precipitation is negligible with only 0.8 and 1.3 mmw.e. at AWS
Kyangjin, respectively, which easily results in high ratios and
large relative differences. Without November and December the
RMSE reduces to 0.4. The model tends to overestimate the pre-
cipitation ratios, which can partly be explained by the lack of
undercatch correction at Pluvio Yala and Pluvio Morimoto. On
the contrary, Bonekamp and others (2018) found that WRF
tend to overestimate summer precipitation below 4600 m a.s.l.,
and underestimate above 4600 m a.s.l., which may lead to under-
estimated simulated ratios. The spatial precipitation patterns agree
with previous findings based on WRF simulations, with peak
values found to be around 3000 m a.s.l. where the topography
blocks the large-scale winds during the monsoon, and above
5000 m a.s.l. in the non-monsoon seasons (Collier and
Immerzeel, 2015). The increase in precipitation with elevation

above 3862 m a.s.l. is also in line with meteorological observations
in the catchment (Seko, 1987; Fujita and others, 1997; Baral and
others, 2014).

The annual catchment average precipitation is 1520 mmw.e.,
of which 500 mmw.e. (33%) falls as snow, falls within the range
of previous findings of 17 and 42% (Immerzeel and others,
2014; Bonekamp and others, 2019). In total, 73% of the precipi-
tation falls during the monsoon, which also agrees with findings
of Immerzeel and others (2014). This monsoonal precipitation
constitutes 28% of the total snowfall and 95% of the total rainfall.

3.1.3 Incoming shortwave radiation
Figure 5 shows the monthly average diurnal cycle of observed and
simulated incoming shortwave radiation and the simulated
clear-sky incoming shortwave radiation. The model captures the
seasonal pattern reasonably well, with least incoming shortwave
radiation during the monsoon season. This is related to cloud
cover and agrees with previous studies (Adhikari, 2012; de Kok
and others, 2020). However, the model generally slightly overesti-
mates the amount of incoming radiation, which is most pro-
nounced AWS Yala Glacier, the highest station. This
disagreement is related to underestimated atmospheric transmis-
sivity due to a deficit of clouds and atmospheric moisture,
which increases with elevation (Orr and others, 2017;
Bonekamp and others, 2018), which may lead to overestimated
melt at higher elevations. The peak values of the clear-sky radi-
ation at the AWSs are close to the solar constant of 1362W
m−2. This can be attributed to the high elevation and low latitude,
and therefore negligible attenuation of radiation within the atmos-
phere (Adhikari, 2012). The difference between clear-sky radi-
ation and net radiation is relatively large, emphasizing the
importance to correct for transmissivity.

Since the maximum solar elevation angle during the monsoon
is 89°, the incoming shortwave radiation during the monsoon is
quite evenly distributed in the catchment. During the winter the
maximum solar elevation angle is 53° and south-facing slopes
therefore receive on average most and north-facing slopes receive
least radiation, which enhances melt processes at south-facing
slopes compared to north-facing slopes. West-facing and east-
facing slopes receive a similar amount of incoming shortwave
radiation, with west-facing slopes receiving most radiation in
the afternoon and east-facing slopes in the morning.
Temperatures in the afternoon are generally higher than those
in the morning, which is expected to enhance melt processes at
west-facing slopes compared to east-facing slopes.

Table 3. Diurnal temperature fluctuations around the freezing point at the
stations

Station

Diurnal temperature fluctuations
around the freezing point
% of days

Elevation
m a.s.l.

AWS
Kyangjin 43 3862
Yala BC 33 5090
Yala Glacier 36 5350

Pluvio
Ganja La 42 4361
Langshisha 55 4452
Morimoto 45 4919
Yala 43 4831

Temperature logger
Jathang 48 3947
Kyangjin 49 3857
Lama 6 2492
Langshisha Center 49 4109
Langshisha Pluvio 50 4437
Langtang Above 36 3557
Morimoto 12 36 5101
Morimoto 13 54 5308
Morimoto BC 57 4617
Numhang 50 3983
Shalbacum 56 4295
Syaphru 0 1395
Yala Ridge 36 5500

Fig. 4. Simulated against observed monthly precipitation ratios to AWS Kyangjin.
Circles indicate Pluvio Langshisha, plusses Pluvio Yala, triangles AWS Yala BC and
crosses Pluvio Morimoto.
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3.2 Melt parameter estimation

The melt parameter values, estimated from observed ablation time
series are Tm =−3°C, Ft = 0.127 mmw.e. h−1 °C−1 and Fsr =
0.00393 mmw.e. h−1 °C−1. The Ft and Fsr are higher than the
values of Saloranta and others (2019) (0.11 and 0.0029 mmw.e.
h−1 °C−1, respectively), which were based on clear-sky incoming
shortwave radiation.

3.3 Model validation

The model outputs were validated against in situ snow depth and
SWE observations (Fig. 6). The model captures the seasonal inter-
annual and spatial variability of the snow depth and SWE. The
simulated melt onset is occasionally a few days to weeks earlier,
especially in 2017 and 2018, which we expect to be related to
the relative dryness of those years, as less regular snowfall events
could result in low albedos. At Pluvio Langshisha, the SWE is
somewhat overestimated, which might be related to overestimated
snowfall. In addition, the simulated snow cover extent was validated
against the MOD10A2 snow cover product (Fig. 14; Appendix A).
The simulated and observed snow cover extent during the non-
monsoon seasons are in moderate agreement (RMSE = 20%).
During the winter and pre-monsoon the simulated snow cover
extent generally shows a good match with the observed snow
cover extent. The performance is lowest during the post-monsoon
(RMSE = 25%) and around 5000 m a.s.l., with the model under-
estimating the snow cover extent. This is in line with the snow
depth validation of AWS Yala BC during the post-monsoon sea-
son of 2013, and might be related to uncertainty in lapse rates in
this season and/or overestimated incoming shortwave radiation at
high elevations (Figs 2 and 5). However, the poorest performance
is found in areas with complex topography (Fig. 14b), which sug-
gests that the discrepancy can partly be attributed to the coarse
resolution of MODIS (500 m) that does not represent the complex
topography of the catchment. The simulations show in general a

reasonable agreement with the multiple observations and the
RMSE values are relatively low, indicating a good model
performance.

3.4 Spatial-refreezing patterns

Figures 7a–c show spatial maps of the annual average refreezing
and refreezing melt ratio, and the annual average refreezing,
melt, rain and refreezing melt ratio distribution by elevation
band. Refreezing generally increase with elevation, and the
refreezing melt ratio also generally increases with elevation,
however with a distinct minimum in the 5250–5750 m a.s.l. ele-
vation bands. The increase of refreezing and refreezing melt ratio
with elevation can largely be explained by decreasing tempera-
tures and increasing snowfall, and therefore increasing SWE
with elevation. The refreezing melt ratio minimum can be
explained by the larger insulating effect of thicker snowpacks
compared to thinner snowpacks at lower elevation, which limits
the increase in refreezing with elevation, and by lower and/or less
frequent diurnal temperature fluctuations around the freezing
point at this elevation (Fig. 3). The maximum amount of refreezing
is 509mmw.e. (38% of the melt) and occurs at 5850m a.s.l. Melt
increases with elevation until the 5500–5750m a.s.l. elevation
band, whereas rain increases with decreasing elevation until the
3000–3500m a.s.l. elevation band, which can be explained by
decreasing air temperature with elevation and altitudinal differences
in precipitation. The annual catchment average refreezing is 122
mmw.e. (21% of the total melt), which is equivalent to 24% of
the annual catchment average snow accumulation.

The relative refreezing anomaly distribution by aspect, calcu-
lated against the averages of 100-m elevation bins, is shown in
Fig. 7d. This figure reveals that below 5250 m a.s.l. refreezing is
higher on north-facing than that on other slopes at an equal
elevation, while above 5250 m a.s.l. refreezing is highest on
south-facing slopes. The average refreezing anomaly on north-

Fig. 5. Simulated (clear-sky) and observed monthly diurnal cycle of incoming shortwave radiation at the stations.
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facing slopes (315–345°) below 5250 m a.s.l. is 14% and the aver-
age refreezing anomaly on south-facing slopes (135–225°) above
5250 m a.s.l. is 8%. This pattern can be explained by differences
in shortwave radiation, as south-facing slopes receive more radi-
ation than north-facing slopes, which increases melt. This sug-
gests that at higher elevations thicker snowpacks can store the
additionally generated meltwater, which increases melt–refreeze
cycles. At lower elevations, the additionally generated meltwater
results in a quicker depletion of the snowpack.

3.5 Temporal refreezing patterns

The annual average cycles of refreezing, melt, rain and the refreez-
ing melt ratio are shown in Fig. 8. Refreezing has a strong

seasonality, and is most significant in the non-monsoon seasons,
during which 38% of the melt (120 mm) refreezes, compared to
21% (122 mm) during the complete year. Refreezing is most sub-
stantial during the pre-monsoon season, as this is at the end of the
accumulation season, and thus high amounts of snow are present,
in combination with strong diurnal temperature fluctuations
around the freezing point (Fig. 3a). This is followed by the post-
monsoon season, when lower amounts of SWE limit refreezing.
However, the refreezing melt ratio is highest from November to
February, as there is limited melt. During the monsoon season
there is negligible refreezing, with only 3% of the melt that refreezes
(2mm), as the diurnal temperature variability is very low (Fig. 2).

The seasonal distribution of refreezing, melt, rain and refreez-
ing melt ratio by elevation band is shown in Fig. 9. During the

Fig. 6. Simulated and observed snow depth and SWE at stations for periods with measurements, including the simulated cumulative annual refreezing at the
stations.
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winter refreezing predominantly occurs at relative low elevation.
The refreezing distribution shifts upward in the course of the pre-
monsoon and monsoon seasons. During the post-monsoon sea-
son, the refreezing distribution shifts downward again.
Although the temperature conditions during the pre- and post-
monsoon seasons are comparable, lower amounts of SWE in
the post-monsoon season result in considerably less refreezing
below 5500 m a.s.l. During the post-monsoon and winter seasons,
refreezing exceeds melt above 5750 m a.s.l., which can be attribu-
ted to refreezing of previously stored water, predominantly gener-
ated during the monsoon. However, as our model does not
include refreezing of meltwater which percolates in a cold deep
snowpack, refreezing during monsoon at high elevation might
be underestimated, which may result in overestimated storage of
meltwater within the snowpack and therefore overestimated
refreezing during the post-monsoon. Refreezing is most substan-
tial during the pre-monsoon, with a maximum of 40 mmw.e.
month−1 (40% of the melt) in the 5250–5500 m a.s.l. elevation
band.

Time series elevation profiles of monthly refreezing, average
SWE, average diurnal temperature fluctuations around the freez-
ing point and snowfall are shown in Fig. 10. The aim of this figure
is to show how monthly altitudinal refreezing patterns differs
between years and to identify the controlling factors. As an indi-
cation of the average monthly temperature, the zero degree iso-
therm is also shown. The lack of snow redistribution and
sublimation results in increasing accumulation above 5800 m
a.s.l. Hence, we focus on the output below 5800 m a.s.l. Large
inter-annual variability is found from January to March, during

which large amounts refreezing occur below 5000 m a.s.l. in
2013 and 2019 compared to other years (Fig. 10a). This is related
to high amounts of SWE caused by snowfall, in combination with
relatively low temperatures (Figs 10b–d). The inter-annual differ-
ences in the post-monsoon season are also large, with high
amounts of refreezing in 2013, related to high average SWE
caused by a snowstorm in October, while the temperatures in
the post-monsoon are relatively consistent. The inter-annual vari-
ability during the monsoon is low, as the snowfall and tempera-
ture are relatively consistent. The annual catchment average
refreezing varies between 163 mmw.e. (24% of melt) in 2013–
14 and 102 mmw.e. (23% of melt) in 2017–18. The refreezing
melt ratio varies between 0.19 in 2012–13 and 0.24 in 2013–14.

We investigated the importance of using sub-daily time steps
to capture melt–refreeze cycles, by comparing the hourly refreez-
ing simulation with the daily simulation. The annual catchment
average refreezing of the daily simulations is 19 mmw.e.
(−84%) and the melt is 391 mmw.e. (−32%), which results in a
refreezing melt ratio of 0.05 compared to 0.21 of the hourly simu-
lation. The decrease in melt results in a later melt onset of several
days to weeks depending on elevation, with ∼2 weeks at the
median elevation of 4900 m a.s.l. In addition, we found that 93
mmw.e. (76%) of the melt that refreezes, was generated within
the previous 24 h.

3.6 Sensitivity analysis

We investigated the effects of uncertainties in meteorological for-
cing, albedo and the melt parameters on our final results. The

Fig. 7. Annual average (a) refreezing spatial pattern, (b) refreezing melt ratio spatial pattern, (c) refreezing, melt, rain and refreezing melt ratio distribution by ele-
vation band and (d) refreezing anomaly distribution by aspect calculated against the averages of 100-m bins, averaged over the periods July 2012–June 2014 and
July 2016–June 2019.
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resulting std dev. of the output, a measure of the sensitivity, for
refreezing is 14 mmw.e. (11% of the reference), for the refreezing
melt ratio 0.03 (14% of the reference) and for melt 62 mmw.e.
(11% of the reference). The independent refreezing and refreezing
melt ratio sensitivities to different inputs and parameters are pre-
sented in Appendix B.

The refreezing, refreezing melt ratio and snowfall sensitivities
to potential changes in air temperature and precipitation as a
function of deviation from the mean (0% scenario) are shown
in Fig. 11. The corresponding elevation sensitivity profiles of
refreezing and the refreezing melt ratio are shown in Fig. 12.
The refreezing profile shifts linearly upward with increasing tem-
perature, and downward with decreasing temperature (Fig. 12a).
This results in decreasing and increasing refreezing, respectively,
as the surface area decreases with elevation within this range

(Fig. 1c). However, the refreezing amounts respond non-linearly
to changes in temperature, with a stronger increase in refreezing
than decrease. The refreezing melt ratio profile shows a similar
response, with decreasing ratios with increasing temperature
(Fig. 12d). Clearly, refreezing and the refreezing melt ratio are
considerably less sensitive to the precipitation changes (Figs
12b, e). This is also illustrated by the significantly stronger control
of the variable temperature than the variable precipitation on
snowfall (Fig. 11c). Refreezing increases with increasing precipita-
tion, while the refreezing melt ratio decreases with increasing pre-
cipitation. Again, we find a non-linear response, with a higher
sensitivity to decreasing than increasing precipitation. The
refreezing and refreezing melt ratio sensitivities to the simultan-
eously changed temperature and precipitation show that the vari-
able precipitation alters the temperature impact in only a very

Fig. 8. Monthly catchment average refreezing, melt, rain and refreezing melt ratio averaged over the periods July 2012–June 2014 and July 2016–June 2019.

Fig. 9. Seasonal average refreezing, melt, rain and refreezing melt ratio distribution by elevation band averaged over the periods July 2012–June 2014 and July
2016–June 2019.
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limited way (Figs 12c, f). This is as expected, since the sensitivity
to the precipitation changes is substantially lower.

Figure 13 shows the time series of the refreezing and refreezing
melt ratio with variable temperature and precipitation. The sensi-
tivity to the temperature changes has a strong seasonality, with the
highest refreezing sensitivity in the post-monsoon followed by the
pre-monsoon season (Fig. 13a). The temperature changes cause a
shift in the pre-monsoon season, with earlier refreezing with
increasing temperatures, related to an earlier melt onset. The
melt ratio sensitivity is most pronounced in the winter season,
which is related to low amounts of melt, resulting in high and eas-
ily changed ratios. The highest refreezing sensitivity to the vari-
able precipitation is observed during the pre- and
post-monsoon seasons. This is as expected, since snowfall during

the post-monsoon and pre-monsoon often melts within the same
season, while snowfall in winter season generally gets stored over
the pre-monsoon season. The refreezing sensitivity to temperature
and precipitation changes shows a modest inter-annual variabil-
ity, with the lowest sensitivities in the pre-monsoon of 2013
and 2019 and the post-monsoon of 2013, which are melting per-
iods characterized by high amounts of SWE (Fig. 10b).

4. Discussion

4.1 Model performance

In general, we observe a good correspondence between the simu-
lated and observed snow depth, SWE and snow cover extent

Fig. 10. Monthly time series elevation profiles of (a) refreezing, (b) average SWE, (c) snowfall and (d) average diurnal cumulative hourly temperature fluctuations
around the freezing point averaged over 100-m elevation bins. The black line indicates the monthly average zero degree isotherm elevation.
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(Figs 6 and 14). This indicates that the seNorge snow model is cap-
able of capturing the seasonal snow dynamics. In addition, the val-
idation results are comparable to other studies in the catchment
(Stigter and others, 2017; Saloranta and others, 2019). However,
the validation results show that the simulated melt onset is too

early in 2017 and 2018 (Fig. 6). The melt onset is captured rela-
tively well during the other years, when deeper snowpacks occur.
Therefore, we expect that this might be related to the relative dry-
ness of those years, as less regular snowfall events could result in
low albedos. The validation results also reveal that the model

Fig. 11. Annual catchment average (a) refreezing, (b) refreezing melt ratio and (c) snowfall with respect to potential changes in air temperature and precipitation
averaged over the periods July 2012–June 2014 and July 2016–June 2019.

Fig. 12. Elevation profiles of refreezing (top row) and refreezing melt ratio (bottom row) with potential changes in (a, d) air temperature, (b, e) precipitation and
(c, f) air temperature and precipitation, averaged over 10-m elevation bins and over the periods July 2012–June 2014 and July 2016–June 2019. The left panel of
each subplot shows the simulated refreezing and refreezing melt ratio and the right panel of each subplot shows the difference between the perturbated run and
the reference run (the sensitivity). The yellow line indicates the reference run.

Journal of Glaciology 383

https://doi.org/10.1017/jog.2021.101 Published online by Cambridge University Press

https://doi.org/10.1017/jog.2021.101


underestimates snow depth and snow cover in the post-monsoon
season. This could be related to uncertainty in lapse rates in this
season and/or overestimated incoming shortwave radiation at
high elevations (Figs 2 and 5). The low correlation of the lapse
rates is likely caused by the large inter-annual variability in snowfall
events and snow cover during this season (Heynen and others,
2016). As snow cover has a cooling effect due to increased albedo,
the lapse rates during snow covered years are likely steeper, explain-
ing the disagreement (Kattel and others, 2013). Calculating lapse
rates for each year separately during the post-monsoon could over-
come this problem; however, this would result in less robust lapse
rates in periods with few observations.

Our refreezing and refreezing melt ratio estimates agree with
previously established values in the catchment. The simulated
catchment average refreezing of 122 mmw.e. a−1 and the refreez-
ing melt ratio of 0.21 during the complete year and 0.38 during
the non-monsoon seasons are in agreement with Saloranta and
others (2019), who estimated that 36% of the melt refreezes dur-
ing the complete year and 48% during the non-monsoon seasons.
The modest discrepancy could be related to their use of average
daily lapse rates and clear-sky incoming shortwave radiation,
and to inter-annual variability. Figure 2 clearly shows that the
lapse rates are shallower during the night and steeper during
the day. The use of daily average lapse rates therefore results in
underestimated temperatures during the night and overestimated
temperatures during the day, at higher elevation than from where
is extrapolated (4200 m a.s.l.). This is where refreezing predomin-
antly occurs and the overestimated favorable conditions, could
explain the disagreement. This confirms the importance of
using sub-daily lapse rates in snow models. The use of clear-sky

incoming shortwave is likely also favorable for refreezing, as radi-
ation generates meltwater at close to zero temperatures, which
potentially refreezes (Bookhagen and Burbank, 2010; Matthews
and others, 2020). Saloranta and others (2019) found at Snow
Station Ganja La that 34% of the melt refreezes. Stigter and others
(2021) found at Snow Station Ganja La that 32% of the melt
refreezes and at AWS Yala BC 34% using a point-scale energy-
balance model. In addition, Stigter and others (2021) observed
ice layers and a melt–freeze crust, which develop by refreezing
of meltwater, with a total thickness of 56–81 mm at Snow
Station Yala, and Kirkham and others (2019) observed ice layers
with a total thickness of 60–140 mm at Snow Station Ganja La.

Diurnal melt–refreeze cycles during the melt season are also
observed by radar remote sensing in the Karakoram (Lund and
others, 2020). Although remote-sensing products provide no
information about refreezing quantities and driving processes,
they can be used to confirm melt–refreeze cycles and also to val-
idate wet and dry snowpacks. Their results suggests that diurnal
melt–refreeze cycles predominantly occur in the early melt sea-
son, during which the median elevation of melt–refreeze cycles
increases and during which intra-annual differences in extent
and onset occur. These results are in line with our findings.
Figure 9 shows a considerable amount of rainfall and melt at
high elevation (>5750 m a.s.l.) during the monsoon. This melt-
water is partly stored within the snowpack and refreezes during
the post-monsoon and winter, where refreezing exceeds the
melt estimates. However, remote-sensing products show dry
snowpacks, especially at high elevations, outside the melt season
in the High Mountain Asia (Snapir and others, 2019; Lund and
others, 2020). The overestimated wetness can be explained by

Fig. 13. Monthly time series of refreezing and the refreezing melt ratio with variable (a) temperature and (b) precipitation. The yellow line indicates the reference
run.
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the fact that our model does not include refreezing of meltwater
which percolates in a cold deep snowpack, which is especially
important for thick snowpacks at high elevations. This indicates
that our refreezing simulations above 5750 m a.s.l. are delayed.
In addition, as explained in Section 3.1, temperature and incom-
ing shortwave radiation might be overestimated at high elevations,
which may result in overestimated melt.

Studies from other regions focus solely on refreezing on glacier
surfaces, which has implications for local forcing of melt, from the
surface as well as the base of the snowpack. However, our esti-
mates fall well within previously established fractions in different
climatic environments. Samimi and Marshall (2017) estimated
that 10% of a supraglacial snowpack in the Canadian Rocky
mountains refreezes. Mölg and others (2012) and Fujita and
Ageta (2000) estimated that 13 and 20% of the snowmelt
refreezes, respectively, on two glaciers on the Tibetan Plateau,
using an energy-balance model.

4.2 Refreezing patterns

The catchment average refreezing of 122 mmw.e. a−1 (21% of the
melt) shows that significant amounts of meltwater refreeze in the
catchment. The two prerequisites for refreezing are availability of
meltwater and below zero temperatures within the snowpack. The
primary drivers of the spatial pattern of the model output are
therefore the amount of snow, which is required to generate
and store meltwater, and the magnitude and frequency of tem-
perature fluctuations around the freezing point, which is required
to generate and subsequently refreeze meltwater. In addition,
incoming shortwave radiation is also an important driver of the
model output, as it generates significant melt at close to zero tem-
peratures, which can subsequently refreeze (Bookhagen and
Burbank, 2010; Matthews and others, 2020). As air temperature
and amount of snow are strongly correlated with elevation,
refreezing and the refreezing melt ratio also have a strong relation
with elevation. Refreezing generally increases with elevation up
to 5900 m a.s.l., indicating that meltwater availability limits
refreezing above this elevation. The refreezing melt ratio also
generally increases with elevation, with a minimum in the
5250–5750 m a.s.l. elevation band (Fig. 7c). This minimum
can be explained in two ways: (i) the snowpack predominantly
melts during the monsoon, during which diurnal temperature
fluctuations are small, resulting in a rapid SWE decrease and
(ii) the deep snowpack has a large insulating effect, which limits
the increase in refreezing with elevation. The insulating effect is
supported by findings of Lund and others (2020), as snowpacks
which are wet both day and night are observed at a higher ele-
vation than snowpacks which are wet during the day and dry
during the night.

Besides the altitudinal refreezing pattern, we also found a pat-
tern related to aspect. Figure 7d reveals that below 5250 m a.s.l.
refreezing is significantly higher (14%) on north-facing slopes,
while above 5250 m a.s.l. refreezing is significantly higher (8%)
on south-facing slopes. This is related to higher incoming short-
wave radiation at south-facing than at north-facing slopes, which
generates additional melt. Below 5250 m a.s.l. snowpacks are too
shallow to store the generated melt and increased shortwave radi-
ation therefore this accelerates the depletion of the snowpack,
which decreases the potential for refreezing. Above 5250 m a.s.l.
deeper snowpacks can store the additionally generated meltwater,
which increases melt–refreeze cycles. This indicates that it is
important to account for incoming shortwave radiation, when
quantifying refreezing.

Refreezing has a strong seasonality, and is most substantial
during the pre-monsoon season, followed by the post-monsoon
season. Temperature fluctuations around the freezing point are

stronger in the post-monsoon season, but shallow or absent snow-
packs limit refreezing (Fig. 8). The refreezing melt ratio is higher
during the post-monsoon season. This can be explained by
refreezing of meltwater above 5750 m a.s.l. generated during the
monsoon. However, as explained before, refreezing during mon-
soon at high elevation might be underestimated, which could
result in overestimated refreezing in the post-monsoon season
due to overestimated storage of meltwater within the snowpack.
The higher refreezing melt ratios in the non-monsoon seasons
are in agreement with Saloranta and others (2019), who estimated
that 36% of the melt refreezes during the complete year and 48%
during the non-monsoon seasons.

Intra-annual differences in refreezing are primarily caused
by fluctuations in snowfall, especially during the post-monsoon
and pre-monsoon, which result in more SWE accumulation.
This is particularly evident for the high amount of snowfall dur-
ing the post-monsoon season of 2013. Monthly average tem-
perature and diurnal temperature fluctuations around the
freezing point have a lower inter-annual variability, which is
in line with previous observations (Stigter and others, 2017)
and generally show a less clear relation with refreezing. This
agrees with other studies, who found that there is a substantial
inter-annual variability of snow dynamics in the Langtang
catchment, which is predominantly controlled by the large
inter-annual variability of snowfall (Seko and Takahashi,
1991; Girona-Mata and others, 2019). The large inter-annual
differences in refreezing emphasize the importance of multi-
year time series in refreezing assessments. The less clear relation
with temperature compared to precipitation is opposite to the
sensitivity analysis results, which can be explained by the con-
siderable larger inter-annual fluctuations than the sensitivity
analysis changes for precipitation.

The substantial decrease in refreezing to 19 mmw.e. (−84%)
with the daily time step highlights the importance of using sub-
daily time steps to capture melt–refreeze cycles. This is supported
by the large amount of temperature fluctuations around the freez-
ing point (Fig. 3 and Table 3).

4.3 Sensitivity analysis

The meteorological forcing and albedo sensitivity analysis shows
that our estimates for refreezing and refreezing melt ratio are
robust, as we estimate std dev.s of 8.5 and 9.2%, respectively.
This supports the conclusions drawn in this study. However, we
have only focused on the lapse rate, precipitation, incoming short-
wave radiation and albedo, but other variables, such as the rain-
snow temperature threshold, might add significant uncertainty
(Jennings and others, 2018). In addition, due to computational
restrictions we only performed 200 realizations.

The climate sensitivity analysis reveals that refreezing is very
sensitive to variable temperature, as a temperature increase of 2°
C leads to a refreezing decrease of 35%. This is caused by less
snow accumulation, a shorter snow season and less diurnal tem-
perature fluctuations around the freezing point. In comparison,
refreezing is less sensitive to variable precipitation, since air tem-
perature exerts a strong control on snowfall, illustrated by the fact
that a 2°C temperature increase results in a snowfall decrease of
35%. Therefore, the 10% precipitation increase compensates the
effects of the 2°C temperature increase only to a limited degree.
However, this also indicates that refreezing is sensitive to variable
snowfall with variable temperature as the driver. The relatively
low sensitivity to variable temperature and precipitation during
years with high amounts of snowfall reveals that snow has a buf-
fering effect, while during relatively warm and dry years, the
model is more sensitive.
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4.4 Model limitations and recommendations for future
research

Several limitations of this study should be noted, which may be
improved in future research. One limitation of our model is
that we do not include longwave radiation and turbulent fluxes,
as these are not always well correlated with air temperature and
incoming shortwave radiation this may impact melt–refreeze
cycles (Ayala and others, 2017b; Litt and others, 2019). In add-
ition, Stigter and others (2021) show that 21% of the positive
net energy during the day is used to overcome the nightly increase
in cold content around 5000 m a.s.l. in Langtang area. In line with
this, our model does not include refreezing of meltwater which
percolates in a cold deep snowpack. Including the cold content
in our model would likely improve our understanding about
melt–refreeze cycles. In addition, our model assumes that melt-
water immediately infiltrates and gets distributed evenly through-
out the snowpack. However, water percolates with a speed of
1–10mmh−1 in an isothermal snowpack (Samimi and Marshall,
2017). This could be included with the common bucket approach
(Verjans and others, 2019). Another simplification is that we do
not differentiate between rain and snowmelt refreezing, while
part of the water retained within snowpacks originates from
rainfall. However, Kirkham and others (2019) observed around
5000 m a.s.l. in Langtang area, that only very little of the SWE
accumulation originates from rainfall. Additionally, since the
model is a simplified one-layer model, this study has not attempted
to address the formation of water lenses. A significant part of the
catchment is glacierized (Fig. 1b), which has implications for
local energy forcing from the surface and the base of snowpacks,
therefore future research could focus on differences of refreezing
in supraglacial snowpacks.

We have compared our refreezing estimates with ice layer mea-
surements of Kirkham and others (2019) and Stigter and others
(2021). To further validate the refreezing algorithm, we suggest
validating simulated refreezing on a point-scale forced with
meteorological observations. Refreezing can be measured with
multiple temperature measurements at different depths in the
snowpack to obtain temperature profiles (Wright and others,
2007; Stigter and others, 2021), or with time-domain reflectom-
etry probes, which measure snow water content (Samimi and
Marshall, 2017) or by measuring ice layers within a snow pit.

The refreezing estimates of this study are comparable or higher
compared to other delays or energy deficits, such as subsurface
flow (Andermann and others, 2012; Pradhananga and others,
2014) and wind transport (Bernhardt and others, 2012), and
loss terms such as sublimation (Stigter and others, 2018). This
indicates that refreezing is a significant component of the water
balance and that is important to include when simulating snow-
pack persistence and snowmelt runoff timing in Himalayan catch-
ments. Including refreezing may therefore be especially important
for flood forecasting, and reservoir and hydropower operations
optimization.

5. Conclusion

In this study, we simulated refreezing with the seNorge (v2.0)
snow model, which has an analytical refreezing algorithm, for
the Langtang catchment in the Nepalese Himalaya covering a
5-year period. Thereby, the aim was to improve our understand-
ing about how refreezing varies in space and time. To optimize
the model performance, the meteorological forcing data were
derived from a unique elaborate network of meteorological sta-
tions and high-resolution WRF simulations. The frequent diurnal
temperature fluctuations around the freezing point suggest that
the conditions are favorable for refreezing. In general, the

simulations show a reasonable agreement with in situ snow obser-
vations and remotely sensed snow cover data, indicating a good
model performance.

The catchment average refreezing of 122 mmw.e. a−1 (21% of
the total melt) shows that significant amounts of meltwater
refreeze in the catchment. We found that the magnitudes of
refreezing and the refreezing melt ratio vary substantially in
space, with a strong relation with elevation, related to diurnal tem-
perature fluctuations around the freezing point and snow depth.
Refreezing also has a spatial pattern related to aspect, caused by
differences in incoming shortwave radiation. The average refreez-
ing anomaly on north-facing slopes below 5250 m a.s.l. is 14%
and the average refreezing anomaly on south-facing slopes
above 5250 m a.s.l. is 8%. This shows that it is important to
account for incoming shortwave radiation when quantifying
refreezing. In addition, there is a strong seasonal altitudinal vari-
ability related to temperature fluctuations around the freezing
point and snow depth, with most refreezing during the non-
monsoon seasons (38% of the melt). Most refreezing occurs dur-
ing the pre-monsoon season, with a maximum of 40 mmw.e.
month−1 (40% of the melt) in the 5250–5500 m a.s.l. elevation
band. During the monsoon season there is negligible refreezing,
with only 3% of the melt that refreezes (2 mm w.e.), as the tem-
peratures are constant throughout the day.

We also found a substantial intra-annual variability, which
mainly results from fluctuations in post-monsoon and winter
snowfall, highlighting the importance of using multi-year time
series in refreezing assessments. Daily refreezing simulations
decreased by 84% (to a catchment average of 19 mmw.e. a−1)
compared to hourly simulations, emphasizing the importance of
using sub-daily time steps to capture diurnal melt–refreeze cycles.
The meteorological forcing and albedo sensitivity analysis shows
that our estimates for refreezing and the refreezing melt ratio
are robust, as the resulting std dev.s are 8.5 and 9.2%, respectively.
Climate sensitivity experiments revealed that refreezing is highly
sensitive to changes in air temperature and thereby snowfall, as
a temperature increase of 2°C leads to a refreezing decrease of
35%. We conclude that including distributed refreezing with a
sub-daily temporal resolution is highly relevant for understanding
snow dynamics in the current and future climate of the Himalaya.
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Appendix A: MODIS validation
See Fig. 14.

Appendix B: Sensitivity analysis

In order to complement our sensitivity analysis to input and parameter uncer-
tainty, we performed two additional runs for each of the seven variables. We
adjusted the values by subtracting and adding the std dev.s (values described in
Section 2.6), which resulted in 14 additional runs. The refreezing and refreez-
ing melt ratio sensitivities are listed in Table 4, and the corresponding eleva-
tion profiles are shown in Fig. 15. The ensemble means of the Monte Carlo
analysis have also been included in Table 4 and Fig. 15. The results show
that refreezing is most sensitive to the albedo, lapse rate and precipitation
uncertainties, and the refreezing melt ratio is most sensitive to albedo and
incoming shortwave radiation uncertainties. However, none of the sensitivities
are high. Figure 15 reveals that the model is almost exclusively sensitive above
5500m a.s.l., which covers 16% of the catchment area (Fig. 1c). These results
confirm that are estimates for refreezing and refreezing melt ratio are robust
and support the conclusions drawn in this study.

Fig. 14. (a) Simulated and observed (MODIS) 8-d maximum snow cover extent for the non-monsoon seasons. (b) Spatial pattern of difference between total simu-
lated and observed (MODIS) 8-d maximum snow cover extent for the period July 2012–June 2014, July 2016–June 2019 for the non-monsoon seasons.

Table 4. Overview of annual catchment average refreezing and the refreezing
melt ratio with adjusted inputs and parameters

Run
−/+ std dev.

Refreezing
mmw.e.

Sensitivity
mmw.e.

Refreezing
melt ratio Sensitivity

Reference run 122 – 0.210 –
Albedo − 113 −9 0.190 −0.020
Albedo + 124 +2 0.227 +0.017
ISWR − 124 +2 0.223 +0.013
ISWR + 119 −3 0.195 −0.015
Lapse rate − 128 +6 0.218 +0.008
Lapse rate + 115 −7 0.204 −0.006
Precipitation − 115 −7 0.216 +0.006
Precipitation + 128 +6 0.205 −0.005
Ft − 123 +1 0.213 +0.003
Ft + 120 −2 0.208 −0.002
Fsr − 124 +2 0.217 +0.007
Fsr + 119 −3 0.204 −0.006
Tm − 120 −2 0.207 −0.003
Tm + 123 +1 0.213 +0.003
Mean 114 −8 0.18 −0.03

The inputs and parameters are adjusted by subtracting and adding the std dev.s, which are
described in Section 2.6.

Fig. 15. Elevation profiles of refreezing (top row) and refreezing melt ratio (bottom
row) with independently adjusted (a, c) meteorological forcing and albedo and (e,
f) melt parameters, averaged over 10-m elevation bins and over the periods July
2012–June 2014 and July 2016–June 2019. The inputs and parameters are changed
by subtracting (−) and adding (+) the std dev.s (which are described in Section 2.6). A
indicates albedo, I incoming shortwave radiation, L lapse rate, P precipitation, Ft tem-
perature melt factor, Fsr radiative melt factor, Tm threshold for melt onset and Mean
the ensemble means of the Monte Carlo analysis. The left panel of each subplot
shows the simulated refreezing and refreezing melt ratio and the right panel of
each subplot shows the difference between the perturbated run and the reference
run (the sensitivity).

Journal of Glaciology 389

https://doi.org/10.1017/jog.2021.101 Published online by Cambridge University Press

https://doi.org/10.1017/jog.2021.101

	Spatial and temporal patterns of snowmelt refreezing in a Himalayan catchment
	Introduction
	Materials and methods
	Study area
	Observational data
	In situ observations
	MODIS

	Meteorological model forcing
	Air temperature
	Precipitation
	Incoming shortwave radiation

	The seNorge snow model (v.2)
	Accumulation, melt, refreezing and runoff
	Albedo decay and compaction

	Model setup, parameter estimation and model validation
	Sensitivity analysis

	Results
	Meteorological model forcing
	Air temperature
	Precipitation
	Incoming shortwave radiation

	Melt parameter estimation
	Model validation
	Spatial-refreezing patterns
	Temporal refreezing patterns
	Sensitivity analysis

	Discussion
	Model performance
	Refreezing patterns
	Sensitivity analysis
	Model limitations and recommendations for future research

	Conclusion
	Acknowledgements
	References
	Appendix A: MODIS validation
	Appendix B: Sensitivity analysis



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


