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Abstract

In this paper we deal with generalized fractional kinetic equations driven by a Gaussian
noise, white in time and correlated in space, and where the diffusion operator is the
composition of the Bessel and Riesz potentials for any fractional parameters. We give
results on the existence and uniqueness of solutions by means of a weak formulation
and study the Hölder continuity. Moreover, we prove the existence of a smooth density
associated to the solution process and study the asymptotics of this density. Finally, when
the diffusion coefficient is constant, we look for its Gaussian index.
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1. Introduction

In this paper we deal with the following kind of equations:

∂t c(t, x)+ (I −�)α/2(−�)γ/2c(t, x) = f (c(t, x))ε̇(t, x), (1.1)

where t ∈ R+, x ∈ R
d , c(0, x) = 0, α ≥ 0, γ > 0, f is a measurable function, and ε̇

is a Gaussian noise. We will specify later the required conditions on the function f and the
Gaussian noise ε̇. In (1.1), I and � are the identity and Laplacian operators, respectively, and
the operators (I −�)α/2 and (−�)γ/2 have to be interpreted as the inverses of the Bessel and
Riesz potentials, respectively. These operators are widely dealt with, for instance, in the books
of Samko et al. [19] and Stein [21], and more specifically in the paper by Anh et al. [6].

This type of generalized fractional kinetic equation (known also as the fractional diffusion
equation or the fractional heat equation) was introduced to model some physical phenomena,
such as diffusion in porous media with fractal geometry, kinematics in viscoelastic media,
propagation of seismic waves, turbulence, etc. For more information and details about these
modelings, we refer the reader to the long list of references in [4]. Nowadays, we can find
a lot of applications of these equations in turbulence, ecology, hydrology, geophysics, image
analysis, neurophysiology, economics and finance, etc. (see [3] and the references therein).
Moreover, there are many examples of equations of the form (1.1), including, for instance, the
classical heat stochastic equation for α = 0 and γ = 2, and the generalized heat equation for
α = 0 and γ > 0.

Recently, several authors have studied this sort of equation and other similar equations
from a mathematical point of view. First of all we would like to mention a nice article by

Received 19 September 2007; revision received 22 April 2009.
∗ Postal address: Departament de Probabilitat, Lògica i Estadística, Facultat de Matemàtiques, Universitat de Barcelona,
Gran Via 585, 08007-Barcelona, Spain. Email address: davidmarquez@ub.edu
Partially supported by the grant MTM 2006-01351.

893

https://doi.org/10.1239/aap/1253281068 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1253281068


894 D. MÁRQUEZ-CARRERAS

Angulo et al. [3]. In [3] the authors considered (1.1) with f = 1, ε̇ a Gaussian space–time
white noise, and bounded and unbounded spatial domains. They connected it with the Eulerian
theory of turbulence dispersion by means of the advection-diffusion equation

∂t c + ∇ · (uc) = κ�c, t ∈ R+, x ∈ R
d ,

where c(t, x) is the concentration field, ∇ is the gradient vector, u(t, x) is the velocity vector
field, and κ is the molecular diffusivity (they also gave a very interesting connection with
the Lagrangian theory). The paper was devoted to the study of some sample path properties
of (1.1). In the unbounded case (x ∈ R

d ), the authors obtained a solution in terms of the Fourier
transform of the associated Green function; they checked that at each time t ∈ R+ the solution
is a homogeneous random field, calculated its spatial spectral density, and obtained a bound for
the variance of the increments; they also observed that the solution is asymptotically stationary
in time.

We would also like to mention the papers [2], [4]–[6], [10], and [18]. Anh and Leonenko [5]
and Ruiz-Medina et al. [18] studied the following version of the fractional kinetic equation:

∂t c(t, x)+ τ(I −�)α/2(−�)γ/2c(t, x) = 0, τ > 0. (1.2)

Anh and Leonenko [5] considered a measurable random field as an initial condition of (1.2)
and presented a renormalization and homogenization theory for this type of equation and more
general versions. However, in [18] the initial condition considered was an exponential function
of the fractional Riesz–Bessel motion. The papers ofAngulo et al. [2] andAnh and Leonenko [4]
dealt with a more general type of equation, replacing ∂t by ∂βt in (1.1) and (1.2), respectively.
Finally, Márquez-Carreras and Florit [10] carried out a detailed study of

∂t c(t, x)+ (−�)γ/2c(t, x) = f (c(t, x))ε̇(t, x)+ g(c(t, x)).

On the one hand, this equation is more particular than (1.1) because only α = 0 is considered,
but, on the other hand, it is more general than (1.1) because the term g is added.

In this paper, regarding the structure of (1.1) and comparing with the papers of Angulo,
Anh, Leonenko, and others, our study has essentially two different aspects: the function f
and the characteristics of our Gaussian noise ε̇. Firstly, we generalize some of the results
of Angulo et al. [3] to the nonlinear case. Moreover, we study some new properties for the
solution of this class of stochastic partial differential equations (1.1), including, for instance,
the Hölder continuity in time and in space and the existence of a smooth density. Secondly, our
class of stochastic partial differential equations is driven by a Gaussian noise, white in time and
correlated in space (specified in the following section); thanks to this fact, most of the results
and properties of this paper do not depend on the dimension d and are true for any positive α
and γ .

The paper is organized as follows. In Section 2 we introduce the Gaussian process and
describe via a weak formulation what we mean by a solution of (1.1). We also prove results on
the existence and uniqueness of the solution. In Section 3, assuming that f = 1, we check that
spatially the solution of (1.1) is a Gaussian field with zero mean, stationary increments, and a
continuous covariance function. We also find its index (see Definition 3.1). Moreover, we also
show that the solution is not stationary in time but tends to a stationary process. Assuming again
that the function f is not a constant, Section 4 will be devoted to the study of some different
properties of the solution of (1.1), such as the Hölder continuity (in time and in space) and
the existence of a smooth density. Finally, in Section 5 we study the asymptotic behavior of
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the density in a particular but important point. More specifically, we analyze in this point the
asymptotic behavior of the density when we perturb the noise and this perturbation tends to 0.

As usual, all constants will be denoted by C, independently of its value.

2. A solution by means of a weak formulation

First of all, we introduce our Gaussian noise. Let D(Rd+1) be the space of Schwartz test
functions (see, for instance, [20]); then, on a probability space (	,F ,P), the noise

ε = {ε(φ), φ ∈ D(Rd+1)}
is an L2(	,F ,P)-valued centered Gaussian process with covariance functional

�(φ,ψ) =
∫

R+
ds

∫
Rd


(dx)(φ(s, ·) ∗ ψ̃(s, ·))(x),

where ψ̃(s, x) = ψ(s,−x), and 
 is a nonnegative, nonnegative definite, tempered measure,
and is therefore symmetric. Denote byµ the spectral measure of 
, which is also a nonnegative
tempered measure. Then,

�(φ,ψ) =
∫

R+
ds

∫
Rd

µ(dξ) F φ(s, ·)(ξ) F ψ(s, ·)(ξ),

where F denotes the Fourier transform and z̄ denotes the complex conjugate of z. Since the
spectral measure µ is a nontrivial tempered measure, we can ensure that there exist positive
constants k1, k2, and K such that

k1 <

∫
{|ξ |≤K}

µ(dξ) < k2. (2.1)

As usual, the Gaussian process ε can be extended to a worthy martingale measure, in the sense
given by Walsh [22],

η = {ηt (A), t ∈ R+, A ∈ Bb(R
d)},

where Bb(R
d) are the bounded Borel subsets of R

d .
Dalang [7] presented an extension of Walsh’s stochastic integral that requires the following

integrability condition in terms of the Fourier transform of 
:

∫ T

0
dt

∫
Rd

µ(dξ)|FG(t, ·)(ξ)|2 < ∞, (2.2)

where G is the fundamental solution of (1.1), that is, the solution of

∂tG(t, x)+ (I −�)α/2(−�)γ/2G(t, x) = 0. (2.3)

Provided that (2.2) is satisfied and assuming conditions on f that will be described later, we
will understand a solution of (1.1) to be a jointly measurable adapted process {c(t, x), (t, x) ∈
R+ × R

d} satisfying the integral form

c(t, x) =
∫ t

0

∫
Rd

G(t − s, x − y)f (c(s, y))η(ds, dy), (2.4)
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where the stochastic integral in (2.4) is defined with respect to the Ft -martingale measure ηt .
For more details, we refer the reader to [7] and [8].

In order to apply these ideas, we need the expression of the Fourier transform of G. Anh
and Leonenko [4], for example, showed that (2.3) is equivalent to the problem

∂tFG(t, ·)(ξ)+ |ξ |α(1 + |ξ |2)γ /2FG(t, ·)(ξ) = 0. (2.5)

Using the arguments described in [4] and [9], (2.5) has a unique solution given by

FG(t, ·)(ξ) = exp{−t |ξ |α(1 + |ξ |2)γ /2}. (2.6)

So, the fundamental solution of (2.3) can be written as

G(t, x) = 1

(2π)n

∫
Rd

ei〈x,ξ〉 exp{−t |ξ |α(1 + |ξ |2)γ /2} dξ.

We now prove (2.2), assuming an integrability condition on the spectral measure.

Lemma 2.1. Assume that the spectral measure µ associated to ε satisfies∫
Rd

µ(dξ)

(1 + |ξ |2)(α+γ )/2 < ∞. (2.7)

Then condition (2.2) is satisfied.

Proof. Fix K > 0. We have∫ T

0
dt

∫
Rd

µ(dξ)|FG(t, ·)(ξ)|2 =: A1 + A2, (2.8)

where

A1 =
∫ T

0
dt

∫
{|ξ |≤K}

µ(dξ)|FG(t, ·)(ξ)|2,

A2 =
∫ T

0
dt

∫
{|ξ |>K}

µ(dξ)|FG(t, ·)(ξ)|2.

On the one hand, as |FG(t, ·)(ξ)| ≤ 1, the upper bound in (2.1) implies that

A1 ≤ T k2 < +∞. (2.9)

On the other hand, taking into account (2.6), Fubini’s theorem yields

A2 =
∫

{|ξ |>K}
1 − exp{−T |ξ |α(1 + |ξ |2)γ /2}

|ξ |α(1 + |ξ |2)γ /2 µ(dξ).

Since |ξ | > K , we have

1

|ξ |α(1 + |ξ |2)γ /2 ≤ 1

|ξ |α+γ ≤
(

1 +K2

K2

)(α+γ )/2 1

(1 + |ξ |2)(α+γ )/2 .

Then, as e−x ≤ 1 for all x ≥ 0, thanks to (2.7), we obtain

A2 < +∞. (2.10)

We finish the proof of this lemma by putting together (2.8), (2.9), and (2.10).
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Generalized fractional kinetic equations 897

In the following proposition we show the existence and uniqueness of the solution in the
sense given by (2.4).

Proposition 2.1. Assume that the spectral measure µ satisfies (2.7) and that the function f
is globally Lipschitz. Then, (2.4) has a unique adapted solution and, for any T > 0 and
p ∈ [1,+∞),

sup
(t,x)∈[0,T ]×Rd

E[|c(t, x)|p] < ∞.

Moreover, this unique solution is mean-square continuous.

Proof. The result can be proved using the standard argument based on Picard’s iterations.
We give a sketch of the proof. Define

c0(t, x) = 0,

cn(t, x) =
∫ t

0

∫
Rd

G(t − s, x − y)f (cn−1(s, y))η(ds, dy), n ≥ 1.

Let I dt = [0, t] × R
d . First we easily prove that cn(t, x) is well defined and then, using

Burkholder’s inequality, we can show that, for any n ≥ 0 and t ∈ [0, T ],
sup

(s,x)∈Idt
E[|cn(s, x)|2] < ∞, (2.11)

and, by means of an extension of Gronwall’s lemma (see Lemma 15 of [7]), that

sup
n≥0

sup
(t,x)∈IdT

E[|cn(t, x)|2] < ∞. (2.12)

The same kind of argument allows us to check (2.11) and (2.12), changing the power 2 forp > 2.
Moreover, we can also prove that {cn(t, x), n ≥ 0} converges uniformly in Lp, denoting this
limit by c(t, x). We can check that c(t, x) satisfies (2.4). Then it is adapted and

sup
(t,x)∈IdT

E[|c(t, x)|p] < ∞.

The uniqueness can be accomplished by a similar argument.
The key to the continuity is to show that these Picard iterations are mean-square continuous.

Then, it can be easily extended to c(t, x). In order to show the most important ideas of the
mean-square continuity, we give some steps of the proof for {cn(t, x), n ≥ 0}.

As for the time increments, we have, for any (t, x) ∈ I dT and u > 0 (satisfying t + u < T ),

E[|cn(t + u, x)− cn(t, x)|2]

≤ E

[∣∣∣∣
∫ t

0

∫
Rd

[G(t + u− s, x − y)−G(t − s, x − y)]f (cn−1(s, y))η(ds, dy)

∣∣∣∣
2]

+ E

[∣∣∣∣
∫ t+u

t

∫
Rd

G(t + u− s, x − y)f (cn−1(s, y))η(ds, dy)

∣∣∣∣
2]
. (2.13)

Using the Lipschitz condition on f and (2.11), we can bound the first term of (2.13) by

C

∫ t

0
ds

∫
Rd

µ(dξ)|FG(t + u− s, ·)(ξ)− FG(t − s, ·)(ξ)|2.
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Then, since

|FG(t + u− s, ·)(ξ)− FG(t − s, ·)(ξ)|2 ≤ exp{−2(t − s)|ξ |α (1 + |ξ |2)γ /2},
Lemma 2.1 and the dominated convergence theorem imply that the first term of the right-hand
side of (2.13) converges to 0 as u ↘ 0. The second term is easier. This proves the right
continuity; the left continuity is proved in the same way.

Concerning the spatial increment, we have, for any (t, x), (t, z) ∈ I dT ,

E[|cn(t, x)− cn(t, z)|2]
≤ C

∫ t

0
ds

∫
Rd

µ(dξ)|FG(t − s, x − ·)(ξ)− FG(t − s, z− ·)(ξ)|2

≤ C

∫ t

0
ds

∫
Rd

µ(dξ)|ei〈x−z,ξ〉 − 1|2|FG(s, z− ·)(ξ)|2.

Then, thanks to the dominated convergence theorem, we can prove that the right-hand side of
the above equation converges to 0 as |x − z| → 0.

3. Index-λ Gaussian field

In this section we check that spatially the solution of (2.4) with f = 1 satisfies the following
property defined and studied widely, for instance, in [1].

Definition 3.1. Let X(ρ) be a Gaussian field that has zero mean, stationary increments, and
a continuous covariance function. Set σ 2(θ) = E[|X(ρ + θ) − X(ρ)|2]. Then, if there exists
λ ∈ (0, 1] such that

λ = sup{λ̂ : σ(θ) = o(‖θ‖λ̂), ‖θ‖ ↓ 0},
we call X an index-λ Gaussian field.

We will also observe that the solution is not stationary in time but converges to a stationary
process as the time tends to ∞. In this section we essentially show that our solution (driven
by the Gaussian noise defined in Section 2) has some similar properties to the solution studied
in [3].

Theorem 3.1. Assume that f = 1 and that the spectral measure µ associated to ε satisfies∫
Rd

µ(dξ)

(1 + |ξ |2)(α+γ )q/2 < ∞ (3.1)

for some q ∈ (0, 1). Then, for a fixed time t ∈ R+, the spatial covariance function of the
solution of (2.4) with f = 1 is

Rt(x − z) =
∫

Rd

e−i〈x−z,ξ〉 1 − exp{−2t |ξ |α(1 + |ξ |2)γ /2}
2|ξ |α(1 + |ξ |2)γ /2 µ(dξ).

Moreover, at each fixed time t ∈ R+,

• if α + γ ≥ 2 then c(t, ·) is an index-(1 − q) Gaussian field;

• if α + γ < 2 then c(t, ·) is an index-(1 − q)(α + γ )/2 Gaussian field.
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Proof. We first calculate the spatial covariance for a fixed time t ∈ R+. By means of the
definition of a Fourier transform, a variable change, and Fubini’s theorem, we obtain, for any
x, z ∈ R

d ,

E[c(t, x) c(t, z)] =
∫ t

0
ds

∫
Rd

µ(dξ)FG(t − s, x − ·)(ξ)FG(t − s, z− ·)(ξ)

=
∫ t

0
ds

∫
Rd

µ(dξ)e−i〈x−z,ξ〉|FG(t − s, ·)(ξ)|2

=
∫ t

0
ds

∫
Rd

µ(dξ)e−i〈x−z,ξ〉 exp{−2(t − s)|ξ |α(1 + |ξ |2)γ /2}

=
∫

Rd

e−i〈x−z,ξ〉 1 − exp{−2t |ξ |α(1 + |ξ |2)γ /2}
2|ξ |α(1 + |ξ |2)γ /2 µ(dξ)

= Rt(x − z).

Moreover, for a fixed time t ∈ R+, the process c(t, x) is a Gaussian field that has zero mean,
stationary increments, and a continuous covariance function.

We now study the index. For t ∈ R+, x ∈ R
d , and small θ ∈ R

d , we have

σ 2(θ) = E[|c(t, x + θ)− c(t, x)|2]

= E

[∣∣∣∣
∫ t

0

∫
Rd

(G(t − s, x + θ − y)−G(t − s, x − y)) η(ds, dy)

∣∣∣∣
2]

=
∫ t

0
ds

∫
Rd

µ(dξ)|FG(t − s, x + θ − ·)(ξ)− FG(t − s, x − ·)(ξ)|2

=: B1 + B2,

where

B1 =
∫ t

0
ds

∫
{|ξ |<K}

µ(dξ)|FG(t − s, x + θ − ·)(ξ)− FG(t − s, x − ·)(ξ)|2,

B2 =
∫ t

0
ds

∫
{|ξ |≥K}

µ(dξ)|FG(t − s, x + θ − ·)(ξ)− FG(t − s, x − ·)(ξ)|2.

The first term is easy and can be dealt with in the same way for any value of α + γ . Indeed,
the fact that the Fourier transform ofG is bounded by 1, the mean value theorem, and property
(2.1) imply that

B1 =
∫ t

0
ds

∫
{|ξ |<K}

µ(dξ)|e−i〈x+θ,ξ〉 − e−i〈x,ξ〉|2|FG(t − s, ·)(ξ)|2

≤ C

∫ t

0
ds

∫
{|ξ |<K}

µ(dξ)|〈θ, ξ〉|2

≤ C|θ |2.

The other term is more difficult. Let h ∈ (0, 1 − q). We distinguish two cases depending on
the value of α+γ . We first study when α+γ ≥ 2. Applying the mean value theorem, Fubini’s
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theorem, the fact that 1 − e−x ≤ 1 for all x > 0, and hypothesis (3.1), we have

B2 =
∫ t

0
ds

∫
{|ξ |≥K}

µ(dξ)|e−i〈x+θ,ξ〉 − e−i〈x,ξ〉|2|FG(t − s, ·)(ξ)|2

≤ 4
∫ t

0
ds

∫
{|ξ |≥K}

µ(dξ)

∣∣∣∣1

2
(e−i〈x+θ,ξ〉 − e−i〈x,ξ〉)

∣∣∣∣
2h

|FG(t − s, ·)(ξ)|2

≤ C

∫ t

0
ds

∫
{|ξ |≥K}

µ(dξ)|θ |2h|ξ |2h exp{−2(t − s)|ξ |α(1 + |ξ |2)γ /2}

≤ C|θ |2h
∫

{|ξ |≥K}
|ξ |2h

|ξ |α(1 + |ξ |2)γ /2µ(dξ)

≤ C|θ |2h
∫

{|ξ |≥K}
1

(1 + |ξ |2)(α+γ−2h)/2
µ(dξ)

≤ C|θ |2h
∫

{|ξ |≥K}
1

(1 + |ξ |2)(1−h)(α+γ )/2µ(dξ)

≤ C|θ |2h.

We now assume that α + γ < 2. Then, similar arguments yield

B2 =
∫ t

0
ds

∫
{|ξ |≥K}

µ(dξ)|e−i〈x+θ,ξ〉 − e−i〈x,ξ〉|2 |FG(t − s, ·)(ξ)|2

≤ 4
∫ t

0
ds

∫
{|ξ |≥K}

µ(dξ)

∣∣∣∣1

2
(e−i〈x+θ,ξ〉 − e−i〈x,ξ〉)

∣∣∣∣
h(α+γ )

|FG(t − s, ·)(ξ)|2

≤ C|θ |h(α+γ )
∫

{|ξ |≥K}
|ξ |h(α+γ )

|ξ |α (1 + |ξ |2)γ /2µ(dξ)

≤ C|θ |h(α+γ )
∫

{|ξ |≥K}
1

(1 + |ξ |2)(1−h)(α+γ )/2µ(dξ)

≤ C|θ |h(α+γ ).

As in [3], process (2.4) with f = 1 is not stationary in time but, as t tends to ∞, it converges
to a stationary process. This means that the limiting-time process is stationary in time and
space.

Proposition 3.1. Assume that f = 1 and that the spectral measure µ associated to ε satisfies
(3.1) for some q ∈ (0, 1). Then, for t ∈ R+, τ ∈ R such that t + τ ∈ R+, and x, z ∈ R

d , the
asymptotic homogeneous spatio-temporal covariance function of c(t + τ, x) and c(t, z) is

R(τ, x − z) =
∫

Rd

e−i〈x−z,ξ〉 exp{−|τ ||ξ |α(1 + |ξ |2)γ /2}
2|ξ |α(1 + |ξ |2)γ /2 µ(dξ).

Moreover, c(·, x) is asymptotically in time an index-(1 − q)/2 Gaussian field.
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Proof. For t, τ ∈ R+ (for τ ∈ R− such that t+τ ∈ R+, we argue similarly), and x, z ∈ R
d ,

we have

E[c(t + τ, x)c(t, z)] =
∫ t

0
ds

∫
Rd

µ(dξ)FG(t + τ − s, x − ·)(ξ)FG(t − s, z− ·)(ξ)

=
∫ t

0
ds

∫
Rd

µ(dξ)e−i〈x−z,ξ〉FG(t + τ − s, ·)(ξ)FG(t − s, ·)(ξ)

=
∫ t

0
ds

∫
Rd

µ(dξ)e−i〈x−z,ξ〉 exp{−[2(t − s)+ τ ]|ξ |α(1 + |ξ |2)γ /2}

=
∫

Rd

e−i〈x−z,ξ〉 exp{−τ |ξ |α(1 + |ξ |2)γ /2}
2|ξ |α(1 + |ξ |2)γ /2 µ(dξ)

+
∫

Rd

e−i〈x−z,ξ〉 exp{−(2t + τ)|ξ |α(1 + |ξ |2)γ /2}
2|ξ |α(1 + |ξ |2)γ /2 µ(dξ)

= Rt(τ, x − z).

Moreover, as t → +∞, we obtain

R(τ, x − z) = lim
t→+∞Rt(τ, x − z) =

∫
Rd

e−i〈x−z,ξ〉 exp{−|τ ||ξ |α(1 + |ξ |2)γ /2}
2|ξ |α(1 + |ξ |2)γ /2 µ(dξ).

We now tackle the second part of this proposition. We assume that x ∈ R
d , t ∈ R+ and

τ ∈ R+ are small (the negative case is similar). Then, we have

E[|c(t + τ, x)− c(t, x)|2] ≤ K(H1 +H2), (3.2)

where

H1 = E

[∣∣∣∣
∫ t+τ

t

∫
Rd

G(t + τ − s, x − y)η(ds, dy)

∣∣∣∣
2]

=
∫ t+τ

t

ds
∫

Rd

µ(dξ)|FG(t + τ − s, ·)(ξ)|2

=: H1,1 +H1,2, (3.3)

H2 = E

[∣∣∣∣
∫ t

0

∫
Rd

(G(t + τ − s, x − y)−G(t − s, x − y))η(ds, dy)

∣∣∣∣
2]

=
∫ t

0
ds

∫
Rd

µ(dξ)|FG(t + τ − s, ·)(ξ)− FG(t − s, ·)(ξ)|2

=: H2,1 +H2,2, (3.4)

and

H1,1 =
∫ t+τ

t

ds
∫

{|ξ |<K}
µ(dξ) exp{−2(t + τ − s)|ξ |α(1 + |ξ |2)γ /2},

H1,2 =
∫ t+τ

t

ds
∫

{|ξ |≥K}
µ(dξ) exp{−2(t + τ − s)|ξ |α(1 + |ξ |2)γ /2},

H2,1 =
∫ t

0
ds

∫
{|ξ |<K}

µ(dξ) exp{−2(t − s)|ξ |α(1 + |ξ |2)γ /2}

× (1 − exp{−τ |ξ |α(1 + |ξ |2)γ /2})2,
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H2,2 =
∫ t

0
ds

∫
{|ξ |≥K}

µ(dξ) exp{−2(t − s)|ξ |α(1 + |ξ |2)γ /2}

× (1 − exp{−τ |ξ |α(1 + |ξ |2)γ /2})2.
By means of (2.1) we can easily prove that

H1,1 +H2,1 ≤ C(|τ | + |τ |2). (3.5)

Let h ∈ (0, (1−q)/2). ForH1,2, Fubini’s theorem, the facts that 1− e−x ≤ 1 and 1− e−x ≤ x

for all x > 0, and hypothesis (3.1) imply that

H1,2 ≤ C

∫
{|ξ |≥K}

1 − exp{−2τ |ξ |α(1 + |ξ |2)γ /2}
|ξ |α(1 + |ξ |2)γ /2 µ(dξ)

≤ C

∫
{|ξ |≥K}

(1 − exp{−2τ |ξ |α(1 + |ξ |2)γ /2})2h
|ξ |α(1 + |ξ |2)γ /2 µ(dξ)

≤ C|τ |2h
∫

{|ξ |≥K}
µ(dξ)

(1 + |ξ |2)(1−2h)(α+γ )/2

≤ C|τ |2h. (3.6)

Similarly, we obtain

H2,2 ≤ C

∫
{|ξ |≥K}

(1 − exp{−τ |ξ |α(1 + |ξ |2)γ /2})2h
|ξ |α(1 + |ξ |2)γ /2 µ(dξ) ≤ C|τ |2h. (3.7)

We complete the proof of this second part by putting together (3.2)–(3.7).

4. Some properties of the solution

In this section, assuming again that f is a general function, we will prove two properties
about c(t, x), the solution to (2.4): the Hölder continuity and the existence of a smooth density.

First of all we state that the solution c(t, x) is Hölder continuous in time and in space, given
the Hölder coefficients.

Proposition 4.1. Assume that the spectral measure µ associated to ε satisfies (3.1) for some
q ∈ (0, 1) and that f is globally Lipschitz. Then, for every s, t ∈ [0, T ], T > 0, x, z ∈ R

d ,
p ≥ 2, β1 ∈ (0, (1 − q)/2), and β2 ∈ (0, 1 − q), we have

E[|c(t, x)− c(s, x)|p] ≤ C|t − s|β1p,

E[|c(t, z)− c(t, x)|p] ≤
{
C|z− x|β2p if α + γ ≥ 2,

C|z− x|β2p(α+γ )/2 if α + γ < 2.

Proof. We omit it since the steps of this proof are similar to the arguments given in Theo-
rem 3.1 and Proposition 3.1.

We now tackle the existence of a smooth density.

Theorem 4.1. Assume that f is C∞ with bounded derivatives of any order and that there exists
f0 > 0 such that |f (y)| ≥ f0 for any y ∈ R. We also assume that the spectral measure µ
associated to ε satisfies (3.1) for some q ∈ (0, 1

2 ). Then the law of c(t, x), the solution to (2.4),
is absolutely continuous with respect to Lebesgue’s measure on R and its density is infinitely
differentiable.
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Proof. In order to prove this theorem we need to check that, for fixed t > 0 and x ∈ R
d ,

there exist ρ1, ρ2 > 0 such that ρ2 < ρ1 < 2ρ2, positive constants C1 and C2, and r0 ∈ [0, T ]
such that, for all r ∈ [0, r0],

C1r
ρ1 ≤ �(r) :=

∫ r

0
dt

∫
Rd

µ(dξ)|FG(s, ·)(ξ)|2 ≤ C2r
ρ2 . (4.1)

This result was proved in [15].
We first deal with the lower bound. Using the fact that

1

x
(1 − e−x) ≥ 1

1 + x
for all x > 0,

and the property of the spectral measure (2.1), we find that there exists a K > 0 such that

�(r) =
∫ r

0
dt

∫
Rd

µ(dξ) exp{−2s|ξ |α(1 + |ξ |2)γ /2}

≥
∫

Rd

1 − exp{−2r|ξ |α(1 + |ξ |2)γ /2}
2|ξ |α(1 + |ξ |2)γ /2 µ(dξ)

≥ r

∫
Rd

1

1 + 2r|ξ |α(1 + |ξ |2)γ /2µ(dξ)

≥ r

∫
{|ξ |<K}

1

1 + 2r|ξ |α(1 + |ξ |2)γ /2µ(dξ)

≥ r

1 + 2r0Kα(1 +K2)γ /2

∫
{|ξ |<K}

µ(dξ)

≥ C1 r. (4.2)

For the proof of the upper bound, we decompose �(r) in (4.1) as follows:

�(r) = �1(r)+�2(r), (4.3)

where

�1(r) =
∫ r

0
dt

∫
{|ξ |<K}

µ(dξ) exp{−2s|ξ |α(1 + |ξ |2)γ /2},

�2(r) =
∫ r

0
dt

∫
{|ξ |≥K}

µ(dξ) exp{−2s|ξ |α(1 + |ξ |2)γ /2}.

Since e−x ≤ 1 for all x > 0, it is obvious that

�1(r) ≤ Cr. (4.4)

On the other hand, using the facts that 1 − e−x ≤ 1 and 1 − e−x ≤ x for all x > 0, and
hypothesis (3.1), we obtain, for h = 1 − q,

�2(r) ≤
∫

{|ξ |≥K}
(1 − exp{−2r|ξ |α(1 + |ξ |2)γ /2})h

2|ξ |α(1 + |ξ |2)γ /2 µ(dξ)

≤ Crh
∫

{|ξ |≥K}
µ(dξ)

(1 + |ξ |2)(1−h)(α+γ )/2

≤ Crh. (4.5)

So, (4.2)–(4.5) imply (4.1).
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5. Asymptotics of the density

Consider the evolution integral equation

c�(t, x) = �

∫ t

0

∫
Rd

G(t − s, x − y)f (c�(s, y))η(ds, dy), (5.1)

with � > 0, under the same considerations as in (2.4). In the sequel we assume that f is C∞
with bounded derivatives of any order and that there exists an f0 > 0 such that |f (y)| ≥ f0
for any y ∈ R. We also suppose that the spectral measure µ associated to ε satisfies (3.1) for
some q ∈ (0, 1

2 ). The main theorem of this section will need these assumptions; however, some
previous and technical results of this section can be proved with weaker hypotheses.

As a consequence of Theorem 4.1, for t ∈ (0, T ], x ∈ R
d , and � > 0, we can ensure

the existence of a smooth density associated to c�(t, x), which will be denoted by p�t,x(y). As
� → 0, owing to the convergence of the solution of (5.1) to 0, we expect that the density p�t,x(y)
explodes and tends to a degenerate density with all mass in the point y = 0. In this section we
study the Taylor expansion of p�t,x(y) at � = 0 for y = 0.

In order to find this Taylor expansion, we will need to check that the process c�(t, x) is
smooth with respect to � and differentiable in the Malliavin sense, and that the Malliavin
matrix is invertible.

5.1. Regularity with respect to �

The process {c�(t, x), � ∈ (0, 1)} has a C∞ version with respect to � and the derivatives
∂
j
�c
�(t, x), denoted by c�j (t, x), satisfy

c
�

1 (t, x) =
∫ t

0

∫
Rd

G(t − s, x − y)[f (c�(s, y))+ �f ′(c�(s, y))c�1 (s, y)]η(ds, dy), (5.2)

and, for j ≥ 2,

c
�

j (t, x) = �
�

j−1(t, x)+ �

∫ t

0

∫
Rd

G(t − s, x − y)f ′(c�(s, y))c�j (s, y)η(ds, dy), (5.3)

where, if we use the shorthand
∑(i,�) for

∑�
k=i

∑
β1+···+βk=�,β1,...,βk≥1,

�
�

j−1(t, x) =
∫ t

0

∫
Rd

G(t − s, x − y)

[(1,j−1)∑
k
j−1
β1,...,βk

f (k)(c�(s, y))

k∏
n=1

c
�
βn
(s, y)η(ds, dy)

+ �

(2,j)∑
K
j
β1,...,βk

f (k)(c�(s, y))

k∏
n=1

c
�
βn
(s, y)η(ds, dy)

]
,

and kjβ1,...,βk
and Kj

β1,...,βk
can be computed by induction. We remark that the derivatives of

c�(s, y) that appear in ��j−1(t, x) are of order βn < j .
Moreover, for j ≥ 1,

lim
�↘0

c
�

j (t, x) = c0
j (t, x) almost surely (a.s.),

where c0
j (t, x) are the solutions of (5.2) and (5.3) replacing � by 0. In particular,

c0
1(t, x) = f (0)

∫ t

0

∫
Rd

G(t − s, x − y)η(ds, dy). (5.4)
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In the sequel we give some ideas of the proof of this regularity. This result is based on the idea
of the derivative and the steps given in [11].

For � ∈ [0, 1] and δ such that � + δ ∈ [0, 1], we have

c�+δ(t, x)− c�(t, x) = δ�
�,δ

1 (t, x)+ ��
�,δ

2 (t, x),

where

�
�,δ

1 (t, x) =
∫ t

0

∫
Rd

G(t − s, x − y)f (c�+δ(s, y))η(ds, dy),

�
�,δ

2 (t, x) =
∫ t

0

∫
Rd

G(t − s, x − y)[f (c�+δ(s, y))− f (c�(s, y))]η(ds, dy).

Burkholder’s inequality, Hölder’s inequality, and Gronwall’s lemma easily yield

sup
0≤t≤T

sup
x∈Rd

E[|c�+δ(t, x)− c�(t, x)|p] ≤ C|δ|p, p ≥ 1, (5.5)

and Kolmogorov’s theorem implies the existence of a continuous version of {c�(t, x),
� ∈ [0, 1]} with lim�↓0 c

�(t, x) = 0 a.s.
We now show some steps of the differentiability of order j = 1. We can generalize all

the following results by induction on j . For any � ∈ [0, 1] and δ ∈ R − {0} such that
0 ≤ � + δ ≤ 1, set

��,δ(t, x) = c�+δ(t, x)− c�(t, x)

δ
.

The mean value theorem gives

��,δ(t, x) = �
�,δ

1 (t, x)+�
∫ t

0

∫
Rd

G(t−s, x−y)
(∫ 1

0
f ′(Uλ�,δ(s, y)) dλ

)
��,δ(s, y)η(ds, dy),

where Uλ�,δ(s, y) = c�(s, y)+ λ(c�+δ(s, y)− c�(s, y)).
Using the same arguments as in (5.5), we obtain, for any p ∈ [1,∞) and some positive

constant C,
sup
�,δ

sup
(t,x)∈[0,T ]×Rd

E[|��,δ(t, x)|p] ≤ C,

where the first supremum is over � ∈ [0, 1], δ �= 0, 0 ≤ � + δ ≤ 1, and

sup
0≤t≤T

sup
x∈Rd

E[|��,δ(t, x)−��′,δ′(t, x)|p] ≤ C(|� − �′|p + |δ − δ′|p).

Kolmogorov’s theorem again implies that c�(t, x) has a differentiable version. We can easily
check that

lim
δ↓0

E[|��,δ(t, x)− c
�

1 (t, x)|2] = 0

and ∂�c�(t, x) = c
�

1 (t, x) a.s. We can argue as before to show that {c�1 (t, x), � ∈ [0, 1]} has a
continuous version and lim�↓0 c

�

1 (t, x) = c0
1(t, x) a.s.

Finally, we have

ĉ�(t, x) := c�(t, x)

�
= 1

j + 1

(
c0
j+1(t, x)+ �

∫ 1

0
(1 − τ j+1)c

�τ

j+2(t, x) dτ

)
, 0 < � ≤ 1,

(5.6)
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where ∂j� ĉ�(t, x) = ĉ
�

j (t, x). The second equality can be proved following the steps of [13].
Then, for any j ≥ 1,

ĉ0
j (t, x) := lim

�↓0
ĉ
�

j (t, x) = 1

j + 1
c0
j+1(t, x) a.s. (5.7)

This new process will play a very important role in the main proof of this section.

5.2. Malliavin’s derivatives

Let E be the space of measurable functions ϕ : R
d → R such that∫

Rd


(dx)[ϕ(·) ∗ ψ̃(·)](x) < ∞,

where ψ̃(x) = ψ(−x). This space is endowed with the inner product

〈ϕ,ψ〉E =
∫

Rd


(dx)[ϕ(·) ∗ ψ̃(·)](x) =
∫

Rd


(dx)
∫

Rd

dyϕ(x − y)ψ(−y).

Let H be the completion of E and HT = L2( [0, T ]; H). This last space is a real separable
Hilbert space isomorphic to the reproducing kernel Hilbert space of the centered Gaussian
noise (i.e. if ϕ,ψ ∈ D([0, T ] × R

d),E[η(ϕ)η(ψ)] = 〈ϕ,ψ〉HT
). This Gaussian noise η can

be identified with a Gaussian process {W(h), h ∈ HT } as follows. Let {ej , j ≥ 0} ⊂ E be a
CONS of the Hilbert space H . Then

Wj(t) =
∫ t

0

∫
Rd

ej (x)η(ds, dx), j ∈ N, t ∈ [0, T ],

is a sequence of independent standard Brownian motions such that

η(ϕ) =
∞∑
j=0

∫ T

0
〈ϕ(s, ·)ej (·)〉H dWj(s), ϕ ∈ D ([0, T ] × R

d),

and, for h ∈ HT ,

W(h) =
∞∑
j=0

∫ T

0
〈h(s, ·), ej (·)〉H dWj(s).

As in [17], the Sobolev spaces D
k,p are defined by means of iterations of the derivative

operator D. For a random variable X,DkX defines a H⊗k
T -valued random variable whenever

it exists. For h ∈ HT , set DhX = 〈DX,h〉HT
and, for r ∈ [0, T ],DrX defines an element of

H , which is denoted by Dr,·X. Then, for any h ∈ HT ,

DhX =
∫ T

0
〈Dr,·X, h(r)〉H dr,

and we write Dr,ϕX = 〈Dr,·X, ϕ〉H for ϕ ∈ H .

It is not difficult to show as in [14] that, for any t ≥ 0, x ∈ R
d , and � ∈ [0, 1], the process

c�(t, x) belongs to D
∞ = ⋂

p≥1
⋂
k≥1 D

k,p(R) and that, for any k ≥ 1 and p ∈ [1,∞),

sup
�∈[0,1]

‖c�(t, x)‖k,p < ∞,
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where ‖ · ‖k,p denotes the norm of the Sobolev space D
k,p. Moreover, for any ϕ ∈ H , the

derivatives satisfy, if r ∈ [0, t],
Dr,ϕc

�(t, x) = �〈G(t − r, x − ·)f (c�(r, ·), ϕ〉H
+ �

∫ t

r

∫
Rd

G(t − r, x − y)Dr,ϕc
�(s, y)f ′(c�(s, y))η(ds, dy),

and Dr,ϕc�(t, x) = 0, if r > t .
In order to study the Malliavin derivatives, we use the notation of [12]. Let k ∈ N, Ak =

{σi = (ri, ϕi) ∈ R+ × H , i = 1, . . . , k}, ∨
i ri = r1 ∨ · · · ∨ rk , σ = (σ1, . . . , σk), and

σ̂i = (σ1, . . . , σi−1, σi+1, . . . , σk). Let Pm be the set of m disjoint subsets p1, . . . , pm, m =
1, . . . , k, which are partitions of Ak , and denote by |pi | the cardinal of pi .

For X belonging to D
k,p, k ≥ 1, p ≥ 2, and a smooth function g, the rules of Malliavin’s

derivatives yield

Dkσg(X) =
k∑

m=1

∑
Pm

cmg
(m)(X)

m∏
i=1

D
|pi |
pi X

with positive coefficients cm, m ≥ 2, and c1 = 1. Then,

Dkσ c
�(t, x) =

k∑
i=1

〈G(t − ri, x − ·)Dk−1
σ̂i

f (c�(ri, ·)), ϕi〉H

+
∫ t

∨
i ri

∫
Rd

G(t − r, x − y)�σ (f, c
�(s, y))η(ds, dy)

+
∫ t

∨
i ri

∫
Rd

G(t − r, x − y)Dkσ c
�(s, y)f ′(c�(s, y))η(ds, dy),

where �σ (g,X) = Dkσg(X)− g′(X)DkσX.
Now, following similar arguments to the proof of Lemma 3.2 of [12], we can prove that, for

any j ≥ 1, k ∈ N, and p ∈ [1,∞),

sup
0≤�≤1

sup
0≤t≤T

sup
x∈Rd

‖c�j (t, x)‖k,p ≤ C.

Then, this bound together with (5.6) and (5.7) implies that

sup
0≤�≤1

sup
0≤t≤T

sup
x∈Rd

‖ĉ�j (t, x)‖k,p ≤ C. (5.8)

Finally, as in [14], we can check that, for any t > 0 and x ∈ R
d , there exists a finite and positive

constant C such that

‖|〈Dc�(t, x),Dc�(t, x)〉−1
HT

‖p ≤ C�−2 for all p > 1, � ∈ [0, 1]. (5.9)

This bound yields, for some positive constant C,

sup
0<�≤1

E[|〈Dĉ�(t, x),Dĉ�(t, x)〉−1|p] ≤ C for all p > 1. (5.10)

Using the same arguments as in (5.9), we can show that the centered Gaussian variable c0
1(t, x)

satisfies E[|c0
1(t, x)|2] > 0.
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5.3. Taylor expansion of the density

Before giving the main result of this section we briefly present some important notions on
Malliavin calculus given in [12], [16], and [17]. Let X : 	 → R be a Wiener functional and
denote its Malliavin matrix by ϒX. The random variable X is said to be nondegenerate if
X ∈ D

∞ and ϒ−1
X ∈ ⋂

p≥1 L
p(	). Consider nondegenerate variables X, Y ∈ D

∞ and a
smooth function g. For any j ≥ 1, we have the following integral by parts formula:

E[g(j)(X)Y ] = E[g(X)Hj (X, Y )], (5.11)

where Hj(X, Y ) is a random variable belonging to D
∞ defined recursively as

H1(X, Y ) = D∗(Xϒ−1
X DY),

Hj (X, Y ) = H1(X,Hj−1(X, Y )), j ≥ 2,

with D∗ denoting the Skorokhod integral.
For any p > 1 and k, j ∈ N, there exist a positive constant C(p, k, j) and positive real

numbers k2, k3, q1, q2, q3, l1, l2, and l3, depending on p, k, and j , such that

‖Hj(X, Y )‖k,p ≤ C(p, k, j)‖ϒ−1
X ‖l1q1

‖X‖l2k2,q2
‖Y‖l3k3,q3

. (5.12)

Finally, the Radon measure defined by g → E[g(X)Y ] has a bounded C∞ density

p(y)E[1{X>y}H1(X, Y )]. (5.13)

Now we can enunciate and prove the main theorem.

Theorem 5.1. Assume that f is C∞ with bounded derivatives of any order and that there exists
an f0 > 0 such that |f (y)| ≥ f0 for any y ∈ R. We also suppose that the spectral measure µ
associated to ε satisfies∫

Rd

µ(dξ)

(1 + |ξ |2)(α+γ )q/2 < ∞ for some q ∈ (
0, 1

2

)
.

Let p�t,x(y) be the density of the law of the process c�(t, x). Then, for (t, x) ∈ (0, T ] × R
d

and � > 0,

p
�
t,x(0) = 1

�

[
1√

2π E[|c0
1(t, x)|2]

+m1� + · · · +mn�
n + �n+1Rn+1(�)

]
,

where c0
1(t, x) is defined in (5.4). Here the odd coefficients are null and, for even � ≥ 2, we

have

m� = 1

�! E[1{c0
1(t,x)>0}M�],

where

M� =
(1,�)∑

K�
ς1,...,ςk

Hk+1

(
c0

1(t, x),

k∏
j=1

1

ςj + 1
c0
ςj+1(t, x)

)
. (5.14)

Moreover,
sup

0<�≤1
|Rn+1(�)| < +∞.
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Proof. Let g be a C∞ function with bounded support included in R. The regularity with
respect to � implies that the mapping

� ∈ (0, 1) → g(ĉ�(t, x)) ∈ R

is C∞ a.s. Then Taylor’s expansion and Leibniz’s formula together with (5.6) and (5.7) yield

g(ĉ�(t, x)) = g(c0
1(t, x))+

n∑
�=1

��

�!
∂�

∂��
[g(ĉ�(t, x))]

∣∣∣∣
�=0

+ �n+1
∫ 1

0

(1 − τ)n

n!
∂n+1

∂τ̃ n+1 [ĉτ̃ (t, x))]
∣∣∣∣
τ̃=�τ

dτ

= g(c0
1(t, x))+

n∑
�=1

��

�!
(1,�)∑

K�
β1,...,βk

g(k)(c0
1(t, x))

k∏
s=1

c0
βs+1(t, x)

βs + 1

+ �n+1
∫ 1

0

(1 − τ)n

n!
(1,n+1)∑

Kn+1
β1,...,βk

g(k)(ĉτ�(t, x))

k∏
s=1

ĉ
τ�
βs
(t, x) dτ.

Taking expectations and using (5.11) we have

E[g(ĉ�(t, x))] = E[g(c0
1(t, x))]

+
n∑
�=1

��

�!
(1,�)∑

K�
β1,...,βk

E

[
g(c0

1(t, x))Hk

(
c0

1(t, x),

k∏
s=1

c0
βs+1(t, x)

βs + 1

)]

+ �n+1
∫ 1

0

(1 − τ)n

n!
(1,n+1)∑

Kn+1
β1,...,βk

× E

[
g(ĉτ�(t, x))Hk

(
ĉτ�(t, x),

k∏
s=1

ĉ
τ�
βs
(t, x)

)]
dτ.

The Radon measure defined by these expectations have C∞ bounded densities since the random
variables c0

1(t, x) and ĉτ�(t, x) are nondegenerate and belong to D
∞ (see (5.8) and (5.10)). Now,

using (5.13), we obtain

p̂
�
t,x(y) = p

0,1
t,x (y)+

n∑
�=1

E[1{c0
1(t,x)>y}M(�)]

�! �� + �n+1Rn+1(y, �),

where p̂�t,x(y) and p0,1
t,x (y) are the densities of ĉ�(t, x) and c0

1(t, x), respectively,M(�) is given
in (5.14) and the remainder Rn+1(y, �) is

∫ 1

0

(1 − τ)n

n! E

[
1{ĉτ�(t,x)>y}Hk+1

(
ĉτ�(t, x),

(1,n+1)∑
Kn+1
β1,...,βk

k∏
s=1

ĉ
τ�
βs
(t, x)

)]
dτ.

With (5.12) in mind, this remainder can be bounded by means of (5.8) and (5.10). Taking
account of the facts that

c0
1(t, x) ∼ N (0,E[(c0

1(t, x))
2]) and p

�
t,x(0) = 1

�
p̂
�
t,x(0),

we can conclude the proof of the theorem.
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