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Abstract
This paper studies the role of stochastic volatility in a setting where housing serves as an important propagation mechanism. After showing time-varying volatility in US house prices, we estimate a dynamic stochastic general equilibrium model with housing, financial frictions, and stochastic volatility using a nonlinear approximation and Bayesian econometric techniques. Incorporating stochastic volatility into the model greatly improves model fit and accounts for approximately half of the increased volatility in house prices observed during the Great Recession. Increased stochastic volatility escalates uncertainty which has significant effects on macroeconomic variables. While uncertainty in most sectors has negative effects on the economy, uncertainty on collateral constraints has the largest role. Unlike other uncertainty shocks, the housing demand uncertainty creates positive spillovers in the economy. Credit conditions, adjustment costs of capital and housing, and monetary policy are important transmission mechanisms for the stochastic volatility shocks.
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1. Introduction
The housing market played an important role in creating and magnifying the effects of the Great Recession. A growing body of theoretical models highlights the effects of the housing market, particularly those of house prices (for instance Iacoviello (2005), Liu et al. (2013), Favilukis et al. (2013), Iacoviello (2015), Huo and Rios-Rull (2016), Favilukis et al. (2017), and Guerrieri and Iacoviello (2017a), among others). Despite the attention of the literature on the housing market, time-varying volatility in house prices is largely left unexplored. However, house prices have shown significant volatility in the data. In fact, house prices increased by 84% from the early 2000s to 2006. Following the peak in 2006, house prices decreased by about 37% from 2006 to 2012 then increased again by 53% from 2012 to 2018.1 Our paper fills this gap in the literature by studying stochastic volatility and its role in the economy, in particular on house price volatility, in a dynamic stochastic general equilibrium (DSGE) setting.

We first show the existence of substantial time-varying volatility in house prices using rolling standard deviations and estimating a reduced form stochastic volatility model. Next, we construct a DSGE model with a housing market and stochastic volatility. In our model, households and entrepreneurs purchase housing while using it as collateral. The model has seven first-order (level) shocks and seven stochastic volatility shocks. In particular, the economy is affected by housing demand, total factor productivity (TFP), collateral constraint, intertemporal preference, intratemporal preference, monetary policy, and investment-specific technology shocks. Each of these shocks has stochastic volatility, which introduces time-varying uncertainty and volatility by allowing the standard deviation of shock innovations to drift over time. While it is common in the literature to solve DSGE models using linear approximations, the nonlinear features of our...
model require a nonlinear approximation. The model is then estimated using a particle filter and Metropolis–Hastings algorithm.

Our results reinforce the importance of stochastic volatility in macroeconomic models. In particular, including stochastic volatility substantially improves model fit. The underlying states show clear time variation in the volatility of the exogenous shocks throughout our sample period of 1984:Q1–2017:Q1. There are large increases in volatilities for housing demand and intertemporal preference shocks as well as a smaller increase in the volatility of the collateral constraint shock. We also find that stochastic volatility shocks were major drivers of the time-varying volatility of house prices during the Great Recession. In fact, they generated about half of the observed house price volatility from 2007 to 2009.

Since stochastic volatility plays an important role in the model, we examine how changes in stochastic volatility affect the economy. Changes in stochastic volatility lead to larger variation of economic shocks which increases uncertainty. The three most important uncertainty shocks are the ones affecting collateral constraints, intertemporal preferences, and housing demand. The collateral constraint and intertemporal preference uncertainty shocks lower economic activity since they trigger precautionary savings, reducing housing demand and prices. As lower prices tighten collateral constraints, adverse credit conditions create a negative feedback loop that further suppresses economic activity. While the effects of the uncertainty shocks are lower than most level shocks, they are of economic importance and larger than the effects observed in similar studies without housing, such as Born and Pfeifer (2014) and Fernández-Villaverde et al. (2015b).

Interestingly, housing demand uncertainty boosts economic activity due to positive spillovers from higher house prices, unlike other uncertainty shocks. Entrepreneurs are not directly exposed to this uncertainty since they do not receive utility from housing, therefore house price uncertainty actually creates positive conditions for them. In particular, if house prices are higher in the future, then the collateral constraint would be more relaxed. Conversely, if the house prices are lower, then real estate would become cheaper and make housing investment more attractive. Our results support several micro-level studies that find similar positive effects of house price uncertainty on the economy despite not studying the general equilibrium effects as is done in this paper.

We also analyze the transmission mechanisms of these uncertainty shocks to the economy. We find that tightness of collateral constraints, adjustment costs to housing and capital, and the stance of monetary policy matter in generating responses of macroeconomic aggregates to these shocks. For instance, while lax credit conditions pronounce the effects of collateral constraint uncertainty on output because of leverage that borrowers accumulate, having zero adjustment costs for capital or housing mutes the effects of this uncertainty.

Our paper complements the literature that focuses on the effects of uncertainty on economic activity by introducing time-varying volatility in house prices into a general equilibrium framework. While some studies focus on the effects of uncertainty of productivity (for instance, Bloom et al. (2018)) and fiscal policy (for instance, Fernández-Villaverde et al. (2015b) and Davig and Foerster (2018)), others study multiple types of uncertainty in business cycle models (such as Fernández-Villaverde et al. (2015a) and Justiniano and Primiceri (2008)). These papers, however, ignore the role of financial frictions, which we show to be an important factor for magnifying and transmitting uncertainty shocks, alongside others such as Christiano et al. (2014), Caldara et al. (2016), and Higgins (2023). Our paper differs from these studies by including a housing sector and by modeling financial frictions in the style of Kiyotaki and Moore (1997), instead of Bernanke et al. (1999). This paper also relates to Noh (2020) and Dorofeenko et al. (2014) that study the role of risk shocks in a model with housing. While Noh (2020) focuses on the origins of housing demand uncertainty, our paper studies the role of stochastic volatility in the economy. Our paper also differs from Dorofeenko et al. (2014) by introducing collateral constraints and time-varying volatility into a nonlinear model, which is then estimated using Bayesian techniques.

While this paper uses a DSGE model framework to identify the effects of uncertainty, it complements the literature that uses primarily empirical tools to understand uncertainty. Three of the
canonical papers in this literature include Jurado et al. (2015), Baker et al. (2016), and Ludvigson et al. (2021). While Jurado et al. (2015) use an aggregate uncertainty measure that is derived from the common variation in the unforecastable components of macroeconomic variables, Ludvigson et al. (2021) separate macro uncertainty from financial uncertainty. On the other hand, Baker et al. (2016) derive an index of economic policy uncertainty based on newspaper coverage frequency. While reduced-form empirical studies allow researchers to study wider range of data and identification techniques, we choose to use a more theoretical approach with a DSGE model for four main reasons. First, disentangling financial shocks and uncertainty shocks can be empirically difficult due to the strong correlation and theoretical link between them. In particular, tighter credit markets are highly correlated with elevated uncertainty, while higher uncertainty also tightens the credit conditions, as is highlighted by Caldara et al. (2016) who use a penalty function approach to separately identify uncertainty and financial shocks. We use the theoretical construct of the DSGE model to identify the shocks. Second, the identifying assumptions used in a structural vector autoregression can have a profound impact on the results for changes in uncertainty that the DSGE models do not suffer from (Ludvigson et al. (2021), Bernstein et al. (2022)). Third, we choose a DSGE model so we can better understand the shocks that the uncertainty is related to. We show in the paper that uncertainty originating from different shocks has different effects on the economy and also has different transmission mechanisms. Therefore, it is important to understand the exact source and the mechanism that increases uncertainty in the economy. Lastly, the DSGE model allows for clean counterfactual and propagation mechanism analyses.

The rest of the paper is organized as follows. Section 2 lays out the empirical motivation of this paper by documenting the time-varying volatility in US house prices for the period of 1984:Q1–2017:Q1. Drawing on this empirical finding, Section 3 introduces a DSGE model with a housing market, collateral constraints, and stochastic volatility. Sections 4 and 5 estimate the model to US data for the same time period. Section 6 discusses the implications of our model, and Section 7 concludes the paper.

2. Empirical motivation

While the effects of stock market volatility and uncertainty, as measured by the VIX, have been widely studied (for instance, Lamoureux and Lastrapes (1990), Bollerslev et al. (2009), Bekaert et al. (2013), Bekaert and Hoerova (2014), among many others), less attention has been paid to house price volatility and its impact on the economy. Using a local analysis, Cunningham (2006) finds that a standard deviation increase in the house price uncertainty raises vacant land prices by 1.6%. As Han (2010) shows, an increase in house price uncertainty affects housing demand through increasing the financial risk associated with future housing returns and through the ability to use an early purchase to hedge against future housing consumption risk. In a more comprehensive study, Han (2013) finds that there is an overall negative relationship between risk and return in the US housing market. Similarly, Banks et al. (2016) show that high house price risk incentivizes households to become homeowners early in life or move up the housing ladder.

House price volatility is particularly important since housing constitutes about 80% of the median homeowner’s wealth. In this section, we analyze whether house prices show time-varying volatility in three ways: (1) plotting rolling standard deviations of house price growth, (2) estimating a reduced form stochastic volatility model, and (3) analyzing the underlying states of the stochastic volatility shock to house prices.

Figure 1 shows the 4-year and 6-year rolling standard deviations of the house price growth for the period of 1984:Q1–2017:Q1. There are dramatic changes in the volatility of house prices over time. The large jump in volatility during the 2005–2015 period is not surprising given the housing bubble and the burst in that period, but there are also significant increases during the early 1990s and 2000s.
To study time-varying volatility of house prices more rigorously, we estimate a reduced-form model with stochastic volatility. Similar to our theoretical model, this approach allows the standard deviation of house prices to drift over time. The reduced form model is defined as

\[ p_h^t = \rho p_h^{t-1} + \sigma \exp(\sigma_t) \varepsilon_t \]  

\[ \log \sigma_t = \rho \sigma \log \sigma_{t-1} + (1 - \rho^2) \frac{1}{2} \eta u_t \]

where \( p_h^t \) represents the growth rate of house prices, \( \sigma \) represents the steady state standard deviation of the innovation, and \( \sigma_t \) represents the time-varying component of the standard deviation. As equations (1) and (2) show, both the growth rate, \( p_h^t \), and the standard deviation of shock innovations, \( \sigma_t \), follow AR(1) processes.

The reduced form model is estimated using flat priors and house price growth data for 1984:Q1–2017:Q1 that are the same as the data used to estimate the DSGE model. As Table 1 shows, house prices exhibit persistent time-varying volatility. In particular, the standard deviation of the stochastic volatility shock follows an AR(1) process with a persistence, \( \rho_s \), of 0.95 and a standard deviation, \( \eta_s \), of 0.4 at the posterior mode.

In order to see the time-varying nature of house price volatility, it is helpful to analyze the underlying states for the stochastic volatility shock, which are calculated using a particle filter. As can be seen in Figure 2, the standard deviation shows two distinct increases, with one occurring in the early 1990s and the other occurring between 2005 and 2015. These changes in the standard deviation provide further evidence that there is in fact time-varying volatility in house prices.

The inclusion of stochastic volatility in the reduced form model greatly improves the model fit. Table 2 shows that the log marginal data density (MDD) for the model with stochastic volatility is much larger than the model without stochastic volatility, supporting the inclusion of stochastic volatility in the analysis.

While stochastic volatility has a direct link to uncertainty, they are not entirely identical. Here, we calculate a measure of uncertainty for house price growth following the methodology outlined by Jurado et al. (2015). Based on this methodology, we calculate uncertainty as the 3-month
Table 1. Prior and posterior distribution: reduced form estimate

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior dist.</th>
<th>Posterior mode</th>
<th>95% credible set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>U(-1,1)</td>
<td>0.937</td>
<td>[0.87, 0.99]</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>U(0,4)</td>
<td>0.004</td>
<td>[0.002, 0.009]</td>
</tr>
<tr>
<td>$\rho\sigma$</td>
<td>U(-1,1)</td>
<td>0.947</td>
<td>[0.81, 0.999]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>U(0,4)</td>
<td>0.402</td>
<td>[0.29, 2.04]</td>
</tr>
</tbody>
</table>

Note: U(a,b) represents the uniform distribution with lower bound a and upper bound b. The credible set is calculated around the median of the distribution.

Figure 2. Underlying states: reduced form estimation.

Note: Smoothed underlying states are calculated at the posterior mode and are transformed to show the standard deviation of the innovation to the level shock. The median filtered states are shown along with the 5th and 95th percentiles.

ahead conditional volatility of the purely unforecastable component of house price growth which can be written as follows.\footnote{12}

$$U_t^h(3) \equiv \sqrt{E \left[ \left( p_{t+3}^h - E \left[ p_{t+3}^h | I_t \right] \right)^2 \right] | I_t}. \tag{3}$$

We need a large data set to help create an appropriate information set, $I_t$, that allows us to strip away the forecasted future values of house price growth, $E[p_{t+3}^h | I_t]$. Therefore, we use monthly data from January 1984 to December 2917 from McCracken and Ng (2016) to supplement the house price growth data. As can be seen in Figure 3, there are significant swings in uncertainty about house price growth, with notable increases occurring around the start of 1990s and 2000s, and also during the house price boom and bust cycle of the Great Recession. While more volatile than the underlying states of the stochastic volatility estimate shown in Figure 2, the two series follow broadly similar paths.

The stochastic volatility in house prices is our main contribution, and therefore we highlight it more in this section. However, as shown in the literature (for instance, Justiniano and Primiceri (2008), Christiano et al. (2014), Fernández-Villaverde et al. (2015a), Caldara et al. (2016), Bloom et al. (2018), and Davig and Foerster (2018), among others), other macroeconomic variables also exhibit stochastic volatility. Table 3 reports the results for some of the most important
Table 2. Model fit: reduced form estimate

<table>
<thead>
<tr>
<th>Model</th>
<th>log MDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stochastic volatility</td>
<td>502</td>
</tr>
<tr>
<td>No stochastic volatility</td>
<td>−768</td>
</tr>
</tbody>
</table>

Figure 3. House price uncertainty.

Note: Uncertainty of house price growth measured using the methodology of Jurado et al. (2015) for the period of January 1984:Q1 to December 2017. The 3-month ahead uncertainty is presented.

Table 3. Prior and posterior distribution: reduced form estimates

<table>
<thead>
<tr>
<th></th>
<th>ρ</th>
<th>σ</th>
<th>ρₓ</th>
<th>η</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>0.29</td>
<td>0.0046</td>
<td>0.53</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>[0.11,0.45]</td>
<td>[0.004,0.006]</td>
<td>[0.0,0.97]</td>
<td>[0.24,0.97]</td>
</tr>
<tr>
<td>C</td>
<td>0.48</td>
<td>0.0031</td>
<td>0.71</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>[0.33,0.66]</td>
<td>[0.002,0.004]</td>
<td>[0.15,0.95]</td>
<td>[0.27,0.81]</td>
</tr>
<tr>
<td>I</td>
<td>0.15</td>
<td>0.0258</td>
<td>0.84</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>[−0.02,0.37]</td>
<td>[0.02,0.1]</td>
<td>[0.1,0.99]</td>
<td>[0.17,1.4]</td>
</tr>
<tr>
<td>R</td>
<td>0.997</td>
<td>0.0004</td>
<td>0.82</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>[0.996,1]</td>
<td>[0.0003,0.016]</td>
<td>[0.71,0.98]</td>
<td>[1.1,3.7]</td>
</tr>
<tr>
<td>Hours</td>
<td>0.98</td>
<td>0.0052</td>
<td>0.82</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>[0.97,0.99]</td>
<td>[0.003,0.009]</td>
<td>[0.62,0.97]</td>
<td>[0.39,1.2]</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.63</td>
<td>0.0016</td>
<td>0.63</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>[0.47,0.75]</td>
<td>[0.001,0.002]</td>
<td>[−0.14,0.96]</td>
<td>[0.22,0.83]</td>
</tr>
</tbody>
</table>

Note: 95% credible set centered around the median is quoted underneath the posterior mode.
Table 4. Model fit: reduced form estimate

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>488</td>
<td>−776</td>
</tr>
<tr>
<td>C</td>
<td>540</td>
<td>−724</td>
</tr>
<tr>
<td>I</td>
<td>267</td>
<td>−994</td>
</tr>
<tr>
<td>R</td>
<td>748</td>
<td>−572</td>
</tr>
<tr>
<td>Hours</td>
<td>471</td>
<td>−808</td>
</tr>
<tr>
<td>Inflation</td>
<td>622</td>
<td>−640</td>
</tr>
</tbody>
</table>

Figure 4. Underlying states: reduced form estimation.

Note: Smoothed underlying states are calculated at the posterior mode and are transformed to show the standard deviation of the innovation to the level shock. The median filtered states are shown along with the 5th and 95th percentiles.

macroeconomic series using the same approach as in equations (1) and (2). As can be seen in this table, output, consumption, investment, interest rates, labor hours, and inflation display time-varying volatility as well. Moreover, the inclusion of stochastic volatility improves the model fit for all these variables (Table 4).

The underlying states for output, consumption, investment, interest rates, labor hours, and inflation can be seen in Figure 4. While there is clear evidence of time-varying volatility, the pattern for each series looks different than the time-varying volatility for house prices. None of these series have a sustained increase in volatility in the 2000s that starts as early as house prices, which sees an increase in volatility starting at the start of the decade.

3. Model

The empirical section serves as a motivation where we show the existence of stochastic volatility in house prices, complementing other empirical studies. In addition to house price growth, many other economic indicators exhibit time-varying volatility, which are often correlated. These correlations can make identification very difficult in empirical models. Using a theoretical framework helps solve this problem. In particular, while the shocks are uncorrelated, such correlations in macroeconomic variables help to identify the parameters in our theoretical model. Moreover, our theoretical framework also helps disentangle the changes in financial frictions from elevated uncertainty which are highly correlated (Caldara et al. (2016)). To achieve all of these goals and to
better understand the economic importance of time-varying volatility in house prices, we introduce stochastic volatility into a standard DSGE model with housing and collateralized borrowing as in Iacoviello (2005), Liu et al. (2013), and Sapci (2017). While many theoretical papers have focused on the effects of stochastic volatility, the literature has largely omitted the housing sector as a channel that can create and amplify the effects of such volatility (for instance, Justiniano and Primiceri (2008), Christiano et al. (2014), Fernández-Villaverde et al. (2015a), Caldara et al. (2016), Bloom et al. (2018), and Davig and Foerster (2018), among others).

The economy in the model is populated by five types of agents: unconstrained households, constrained households, entrepreneurs, retailers, and a central bank. Both households and entrepreneurs are infinitely lived with a measure of one, and there is a continuum of retailers of mass 1. Unconstrained households are assumed to own the retailers.\textsuperscript{13}

### 3.1 Entrepreneurs

Entrepreneurs produce a homogeneous intermediate good, $Y_t$, with a wholesale price of $P^w$ using the technology in equation (4) where $K$ is the capital stock, $h$ is the real estate input, and $L_u$ and $L_c$ are unconstrained and constrained household labor supply, respectively. They sell their intermediate goods to retailers who transform them into final goods of price $P_t$.

$$Y_t = A_t K_{t-1}^{\mu} h_{t-1}^{\nu} L_u^{(1-\mu-\nu)} L_c^{(1-\alpha)(1-\mu-\nu)}$$ \hfill (4)

$\mu \geq 0$ and $\nu \geq 0$ denote the shares of capital and commercial real estates in production, respectively. $\alpha$ measures the relative size of unconstrained households to constrained households. $A_t$ is the TFP that follows the process in equation (5).

$$\log A_t = \tilde{a} + \log A_{t-1} + \sigma_a \varepsilon_{a,t}$$ \hfill (5)

The standard deviation of the TFP follows:

$$\log \sigma_{A,t} = \nu_A \log \sigma_{A,t-1} + (1 - \nu_A^2)^{\frac{1}{2}} \eta_A \varepsilon_{A,t}.$$ \hfill (6)

Entrepreneurs maximize their consumption, $c_t$, subject to equations (4)–(17) where $\zeta$ governs the degree of habit formation in consumption and $\gamma$ is the discount rate.

$$\max_{B_t, I_t, K_t, h_t, L_u, L_c} \sum_{t=0}^{\infty} \gamma^t \log (c_t - \zeta c_{t-1})$$

$$\frac{Y_t}{X_t} + b_t = c_t + q_t (h_t - h_{t-1}) + \frac{R_{t-1}}{\pi_t} b_{t-1} + w_u^t L_u^t + w_c^t L_c^t + \frac{I_t}{\chi_t} + \xi_{h,t} + \xi_{k,t}$$ \hfill (7)

In the entrepreneur’s flow of funds above, $b_t$ denotes the entrepreneurial borrowing and $R_{t-1}$ is the nominal interest rate on loans between $t-1$ and $t$. Consumption and investment goods are priced at $P_t$ and house price is $Q_t$. Therefore, the real house price is $q_t = \frac{Q_t}{P_t}$, and the relative price is $\frac{1}{X_t} = \frac{P^w}{P_t}$ where $X_t$ is the markup of final goods over intermediate goods. The real wage is $w_{it} = \frac{w_{it}}{P_t}$ where $i = u, c$ and $\pi_t = \frac{P_t}{P_{t-1}}$ is the gross inflation rate. The adjustment costs of capital and housing are

$$\xi_{K,t} = \frac{\psi_K}{2} \left( \frac{I_t}{I_{t-1}} - \frac{\chi_{t}}{\chi_{t-1}} \right)^2 I_t$$ \hfill (8)

$$\xi_{h,t} = \frac{\psi_H q_t}{2} \left( \frac{h_t - h_{t-1}}{h_{t-1}} \right)^2 h_{t-1}.$$ \hfill (9)
Similar to constrained borrowers, entrepreneurs can only borrow up to the expected future value of their total assets, which includes their physical capital as well as their commercial real estate. Following Liu et al. (2013), the borrowing constraint of the entrepreneurs is given by

\[ R_t b_t \leq m_t E_t \left\{ (q_{t+1} h_t + u_t + K_t) \pi_{t+1} \right\} \]  

(10)

where \( u_t \) is the shadow price of capital in consumption units. Given the assumption that \( \beta_u > \gamma \), entrepreneurs’ borrowing constraint always binds. There is a collateral constraint shock, \( m_t \), that allows for exogenous time variation in credit conditions. The shock is defined by the following process

\[ \log m_t = \bar{m} + \log m_{t-1} + \sigma_m \sigma_m \epsilon_{m,t} \]  

(11)

As with other shocks in the model, the inclusion of stochastic volatility allows the standard deviation of the exogenous shock to drift over time. The process for the stochastic volatility of the shock is defined by

\[ \log \sigma_{m,t} = \nu_m \log \sigma_{m,t-1} + \left(1 - \nu_m^2\right)^{\frac{1}{2}} \eta_m u_{m,t} \]  

(12)

The law of motion for capital is described in equation (13), where \( \chi_t \) is an investment-specific technology shock which is given in equation (14) with stochastic volatility shown in equation (15).

\[ \left(1 - \frac{\psi_K}{2} \left( \frac{I_t}{I_{t-1}} - \bar{\chi} \right)^2 \right) I_t = K_t - (1 - \delta)K_{t-1} \]  

(13)

\[ \log \chi_t = \bar{\chi} + \log \chi_{t-1} + \sigma_\chi \sigma_\chi \epsilon_{\chi,t} \]  

(14)

\[ \log \sigma_{\chi,t} = \nu_\chi \log \sigma_{\chi,t-1} + \left(1 - \nu_\chi^2\right)^{\frac{1}{2}} \eta_\chi u_{\chi,t} \]  

(15)

The growth of the economy is defined as

\[ z_t = A_t^{\frac{1}{1-\mu}} \chi^{\frac{\mu}{1-\mu}} \]  

(16)

where the growth rate is equal to

\[ \bar{z} = \bar{a} + \mu \bar{\chi} \]  

(17)

3.2 Unconstrained households

There is a continuum of unconstrained households indexed by subscript \( u \), who maximize their consumption \( c_{u,t} \), housing services \( h_{u,t} \), leisure \( 1 - L_{u,t} \), and money holdings \( M_{u,t} \) subject to their budget constraint in equation (24).

\[ \max_{c_{u,t}, h_{u,t}, L_{u,t}, M_{u,t}} \lim_{P_t \to 0} E_0 \sum_{t=0}^{\infty} \beta_t \beta_t \left\{ \log (c_{u,t} - \xi c_{u,t-1}) + j_{u,t} \log h_{u,t} - \varphi_t \left( \frac{L_{u,t}}{\eta_u} \right) + \chi_u \ln \left( \frac{M_{u,t}}{P_t} \right) \right\} \]  

Here \( \beta_u \) denotes the discount factor of unconstrained households. The households face an intertemporal preference shock, \( \varphi_t \), an intratemporal preference shock (intratemporal aggregate
labor supply shock, $\varphi_t$, and a housing demand shock, $j_{u,t}$, all of which follow the AR(1) processes as shown in equations (18), (19), and (20), respectively.

$$
\log \varrho_t = \rho_{\varrho} \log \varrho_{t-1} + \sigma_{\varrho} \epsilon_{\varrho,t}
$$

(18)

and

$$
\log j_t = \rho_j \log j_{t-1} + \sigma_j \epsilon_{j,t}
$$

(19)

and

$$
\log \varphi_t = \rho_{\varphi} \log \varphi_{t-1} + \sigma_{\varphi} \epsilon_{\varphi,t}
$$

(20)

The standard deviation of the innovations follow:

$$
\log \sigma_{\varrho,t} = \upsilon_{\varrho} \log \sigma_{\varrho,t-1} + (1 - \upsilon_{\varrho}^2)^{1/2} \epsilon_{\varrho,u,t}
$$

(21)

and

$$
\log \sigma_{j,t} = \upsilon_j \log \sigma_{j,t-1} + (1 - \upsilon_j^2)^{1/2} \epsilon_{j,u,t}
$$

(22)

and

$$
\log \sigma_{\varphi,t} = \upsilon_{\varphi} \log \sigma_{\varphi,t-1} + (1 - \upsilon_{\varphi}^2)^{1/2} \epsilon_{\varphi,u,t}
$$

(23)

The budget constraint is

$$
c_{u,t} + q_t (h_{u,t} - h_{u,t-1}) + \frac{R_{t-1}}{\pi_t} b_{u,t-1} + \xi_{c,t} = b_{u,t} + w_{u,t} L_{u,t} + F_t + T_{u,t} - \frac{M_{u,t} - M_{u,t-1}}{P_t}. \tag{24}
$$

where $F_t$ is the dividends received from retailers, $\xi_{c,t}$ is the sum of adjustment costs, and $\frac{M_{u,t} - M_{u,t-1}}{P_t}$ is the real money balances. $T_{u,t} = \frac{M_{u,t} - M_{u,t-1}}{P_t}$ denotes the net transfers from the central bank financed by printing money. Since the paper focuses on monetary rules that target interest rates, the quantity of money has no implications for the rest of the model, given that the utility is separable in money balances.

### 3.3 Constrained households

Similar to unconstrained households, constrained households also choose their optimal consumption, $c_{c,t}$, and leisure, $1 - L_{c,t}$, subject to their budget constraint given in equation (25). They invest in the housing market, where they receive utility from housing services. Differently from unconstrained households, they are subject to the borrowing constraint in equation (26) and do not value the future as much. In particular, $\beta_u > \beta_c$.\(^{15}\)

$$
\max_{c_{c,t}, b_{c,t}, \eta_{c,t}, L_{c,t}} \frac{M_{c,t}}{P_t} E_0 \sum_{t=0}^{\infty} q_t \beta_c^t \left( \log(c_{c,t} - \xi c_{c,t-1}) + j_{c,t} \log h_{c,t} - \varphi_t \left( \frac{L_{c,t}}{\eta_c} \right)^{\eta_c} + \chi_c \ln \frac{M_{c,t}}{P_t} \right)
$$

The constrained households also face an intertemporal preference shock, $\varphi_t$, an intratemporal preference shock (intratemporal aggregate labor supply shock), $\varphi_t$, and a housing shock $j_{c,t}$ which follow the same processes as in the case for the unconstrained households. Constrained households pay for their consumption, housing investment, and debt payment from previous period using their labor income and borrowings from the current period, as shown in equation (25).

$$
c_{c,t} + q_t (h_{c,t} - h_{c,t-1}) + \frac{R_{t-1}}{\pi_t} b_{c,t-1} + \xi_{c,t} = b_{c,t} + w_{c,t} L_{c,t} - \frac{M_{c,t} - M_{c,t-1}}{P_t} + T_{c,t} \tag{25}
$$

The constrained households need some of their assets to be collateralized to purchase housing, which restrains the amount of available credit to the borrowers. The borrowing constraint in
equation (26) shows that the repayment of the household’s debt cannot exceed the expected future value of the real estate bought at time $t$.

$$R_t b_{c,t} \leq m_{c,t} E_t \{ q_{t+1} h_{c,t} \pi_{t+1} \}$$  \hspace{1cm} (26)

### 3.4 Retailers

Following Bernanke et al. (1999) and Iacoviello (2005), retailers transform the intermediate goods into a composite final good, $Y_t$, where $Y^f_t = \left( \frac{1}{\int Y_t(z) \frac{dz}{z}} \right)^{1/\epsilon}$ and sell it at the price $P_t(z)$ where

$$P_t = \left( \frac{1}{\int P_t(z)^{1-\epsilon} \frac{dz}{z}} \right)^{1/(1-\epsilon)}.$$  

Each retailer faces the following individual demand curve:

$$Y_t(z) = \left( \frac{P_t(z)}{P_t^*} \right)^{-\epsilon} Y^f_t.$$  

The sale price, $P_t(z)$, can be changed in every period with a probability of $1 - \theta$. The optimal price $P_t^*(z)$ solves

$$\sum_{k=0}^{\infty} \theta^k E_t \left\{ \Lambda_{t,k} \left( \frac{P_t^*(z)}{P_{t+k}^*} - \frac{1}{X_{t+k}} \right) Y^*_t(z) \right\} = 0.$$  

where $\Lambda_{t,k} = \beta_u \lambda_{u,t+k} / \lambda_{u,t}$ is the patient households’ relevant discount factor and $X_t$ is the markup. The evolution of prices are as follows:

$$P_t^{1-\epsilon} = \theta P_{t-1}^{1-\epsilon} + (1 - \theta) P_t^{1-\epsilon}.$$  \hspace{1cm} (27)

### 3.5 Central bank

The central bank adjusts the nominal interest rate using the following Taylor rule.

$$\frac{R_t}{R} = \left( \frac{R_{t-1}}{R} \right)^{\psi_R} \left[ \left( \frac{\pi_t}{\pi_{ss}} \right)^{\psi_\pi} \left( \frac{y_t}{y_{t-1}} \right)^{\psi_y} \left( \frac{\psi_y}{\psi_{y-1}} \right) \right]^{1-\psi_R} \omega_t$$  \hspace{1cm} (28)

where $\omega_t$ represents the monetary policy shock which can be shown as

$$\log \omega_t = \sigma_{o,t} \varepsilon_{o,t}$$  \hspace{1cm} (29)

where $\sigma_{o,t}$ follows

$$\log \sigma_{o,t} = \varphi_{o,t} \log \sigma_{o,t-1} + \left( 1 - \psi_{o,t}^2 \right)^{1/2} \eta_{o,t} \varepsilon_{o,t}.$$  \hspace{1cm} (30)

### 3.6 Market equilibrium

The resource constraint is shown in equation (31).

$$Y_t = c_t + u_t + c_{c,t} + \frac{I_t}{\chi} + \xi_{c,t}$$  \hspace{1cm} (31)
Additionally, labor and loans markets clear when supply is equal to demand in respective markets.

\[ b_t + b_{u,t} + b_{c,t} = 0 \quad (32) \]

Finally, land supply is fixed as shown in equation (33).\(^{16}\)

\[ h_t + h_{u,t} + h_{c,t} = 1 \quad (33) \]

### 4. Data and Priors

The data used to estimate the model span from 1984:Q1 to 2017:Q1.\(^{17}\) In particular, we use seven data series: growth rate of real output, growth rate of real per capita investment, growth rate of real per capita consumption, the log of hours worked, inflation (measured as the logged ratio of the price level of the current and previous period), the log of the gross federal funds rate, and the growth rate of house prices.\(^{18}\)

The parameters of the model are divided into estimated and fixed parameters. The priors of the estimated parameters are described in Table 5. These priors are similar to those that are used by Christiano et al. (2014) and Del Negro et al. (2017). As discussed in Fernández-Villaverde et al. (2015a), it is difficult to determine appropriate priors for the stochastic volatility parameters, therefore, we use uninformative priors for them. To avoid potential identification issues and ease the computational burden, we fix some parameters to certain values which are described in Table 6. Among these parameters, capital depreciation, labor share of production, average loan to value (LTV) ratio, and steady-state gross inflation rate are based on US data and are commonly used in the literature as standard parameters. For instance, capital depreciation of 0.025 yields an annual depreciation of 10% as is commonly used in the literature. Labor share of production 67% matches the long-term US data obtained from the U.S. Bureau of Labor Statistics. Average LTV ratios of 79% is obtained from Federal Housing Agency’s Fannie Mae and Freddie Mac Public Dataset. The average LTV ratio is calibrated to many different values in the literature; however, the value we use is between 0.75 used by Liu et al. (2013) and 0.9 used by Guerrieri and Iacoviello (2017b). However, we change the value of the LTV ratio in Section 6.6.1 “The Role of the Credit Channel” to demonstrate the effects of this parameter on the economy. Lastly, steady state gross inflation of 1.005 yields a 2% annual inflation rate which has been a long-term target of the FED.\(^{19}\)

### 5. Estimation

While DSGE models have historically been solved using linear approximations, the nonlinear features of the model require a nonlinear approximation. A second-order approximation allows for clean identification of the parameters governing stochastic volatility and the shocks to stochastic volatility, without the need for measurement error as shown by Fernández-Villaverde et al. (2015a). While a third-order approximation has advantages over a second-order approximation, third-order approximation would require the addition of measurement errors. Measurement errors can have detrimental effects when estimating DSGE models (Canova et al. (2014)) and can make identification of the stochastic volatility shocks difficult or impossible.\(^{20}\) Additionally, using a third-order approximation or global approximation is not computationally feasible for a model this size.\(^{21}\) The approximation of the model is then estimated using a particle filter and Metropolis–Hastings algorithm.

The estimation follows Fernández-Villaverde et al. (2015a), who show that many dynamic equilibrium models can be written as

\[ \mathbb{E}_t f (\gamma_{t+1}, \gamma_t, S_{t+1}, S_t, Z_{t+1}, Z_t; \gamma) = 0 \quad (34) \]
where $\mathbb{E}_t$ represents the conditional expectation operator at time $t$, $\mathcal{Y}_t$ represents the $k \times 1$ vector of observables at time $t$, $\mathcal{S}_t$ represents the $n \times 1$ vector of endogenous states at time $t$, $\mathcal{Z}_t$ represents the $m \times 1$ vector of structural shocks at time $t$, $\gamma$ represents the vector of parameters in the model, and $f$ maps $\mathbb{R}^{2(k+n+m)}$ into $\mathbb{R}^{k+n+m}$. In this model, the endogenous state is defined as

$$\mathcal{S}_t = (\log R_{t-1}, \log \tilde{t}_{t-1}, \log \bar{Z}_{t-1}, \log \tilde{Z}'_{t-1}, \log \tilde{Z}''_{t-1}, \log \bar{Z}'_{t-1}, \log \bar{Z}''_{t-1}, \log \bar{k}_{t-1}, \log \bar{q}_{t-1}, \log \Pi_{t-1})'.$$

The observables are defined as

$$\mathcal{Y}_t = (\Delta \log \tilde{y}_t, \Delta \log \tilde{t}_t, \Delta \log \tilde{y}'_t, \Delta \log \tilde{y}''_t, \Delta \log \bar{w}_t, \Delta \log \bar{q}_t, \Pi_t, R_t)' .$$

---

**Table 5. Prior distributions**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Mean</th>
<th>SD</th>
<th>Parameter</th>
<th>Type</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\sigma}$</td>
<td>G</td>
<td>0.005</td>
<td>0.003</td>
<td>$\sigma_\rho$</td>
<td>er</td>
<td>0.002</td>
<td>0.0033</td>
</tr>
<tr>
<td>$\tilde{\sigma}$</td>
<td>G</td>
<td>0.005</td>
<td>0.003</td>
<td>$\sigma_A$</td>
<td>IG</td>
<td>0.002</td>
<td>0.0033</td>
</tr>
<tr>
<td>$\nu$</td>
<td>G</td>
<td>0.03</td>
<td>0.01</td>
<td>$\sigma_\chi$</td>
<td>IG</td>
<td>0.002</td>
<td>0.0033</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>B</td>
<td>0.75</td>
<td>0.05</td>
<td>$\sigma_w$</td>
<td>IG</td>
<td>0.002</td>
<td>0.0033</td>
</tr>
<tr>
<td>$\psi$</td>
<td>G</td>
<td>0.005</td>
<td>0.003</td>
<td>$\nu_\psi$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>B</td>
<td>0.7</td>
<td>0.1</td>
<td>$\nu_m$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
</tr>
<tr>
<td>$\psi_h$</td>
<td>G</td>
<td>0.3</td>
<td>0.3</td>
<td>$\nu_j$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
</tr>
<tr>
<td>$\psi_k$</td>
<td>G</td>
<td>0.8</td>
<td>2</td>
<td>$\nu_\psi$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
</tr>
<tr>
<td>$\theta$</td>
<td>B</td>
<td>0.7</td>
<td>0.05</td>
<td>$\nu_A$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
</tr>
<tr>
<td>$\psi_R$</td>
<td>B</td>
<td>0.750</td>
<td>0.100</td>
<td>$\nu_X$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
</tr>
<tr>
<td>$\psi_y$</td>
<td>G</td>
<td>0.3</td>
<td>0.11</td>
<td>$\nu_\omega$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
</tr>
<tr>
<td>$\psi_\pi$</td>
<td>n</td>
<td>1.5</td>
<td>0.25</td>
<td>$\eta_\phi$</td>
<td>IG</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\rho_\phi$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
<td>$\eta_m$</td>
<td>IG</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\rho_m$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
<td>$\eta_j$</td>
<td>IG</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
<td>$\eta_\psi$</td>
<td>IG</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\rho_\psi$</td>
<td>B</td>
<td>0.5</td>
<td>0.20</td>
<td>$\eta_A$</td>
<td>IG</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\sigma_q$</td>
<td>IG</td>
<td>0.002</td>
<td>0.0033</td>
<td>$\eta_\chi$</td>
<td>IG</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>IG</td>
<td>0.002</td>
<td>0.0033</td>
<td>$\eta_w$</td>
<td>IG</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\sigma_f$</td>
<td>IG</td>
<td>0.002</td>
<td>0.0033</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6. Calibration**

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameters</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discount factor of entrepreneurs</td>
<td>$\gamma = 0.98$</td>
<td>Iacoviello (2005)</td>
</tr>
<tr>
<td>Discount factor of unconstrained hhs</td>
<td>$\beta_u = 0.99$</td>
<td>Iacoviello (2005)</td>
</tr>
<tr>
<td>Discount factor of constrained hhs</td>
<td>$\beta_c = 0.95$</td>
<td>Iacoviello (2005)</td>
</tr>
<tr>
<td>Capital depreciation</td>
<td>$\delta = 0.025$</td>
<td>Standard parameter</td>
</tr>
<tr>
<td>Labor’s share of production</td>
<td>$1 - \mu - \nu = 0.67$</td>
<td>Standard parameter</td>
</tr>
<tr>
<td>Weight of labor in utility</td>
<td>$\eta_c = \eta_u = 2.17$</td>
<td>Fernández-Villaverde et al. (2015a)</td>
</tr>
<tr>
<td>Average loan-to-value ratio</td>
<td>$\bar{m} = 0.79$</td>
<td>Federal housing finance agency</td>
</tr>
<tr>
<td>Monopoly power</td>
<td>$\epsilon = 21$</td>
<td>Iacoviello (2005)</td>
</tr>
<tr>
<td>Steady-state gross inflation</td>
<td>$\pi_{ss} = 1.005$</td>
<td>2% annual inflation</td>
</tr>
</tbody>
</table>

2015}
The structural shocks are defined as

$$Z_t = (\log \tilde{X}_t, \log j_t, \log m_t, \log \bar{A}_t, \log \omega, t, \log \delta_t, \log \varphi_t)' .$$

The structural shocks are assumed to follow the process below.

$$Z_{it+1} = \rho_1 Z_{it} + \Lambda \sigma_1 \epsilon_{it+1}$$  \hspace{1cm} (36)

for all $i \in 1, \ldots, m$ where $\sigma_{it+1}$ denotes the stochastic volatility shock and $\Lambda$ represents the perturbation parameter.\(^{22}\) The stochastic volatility shocks evolve as

$$\log \sigma_{it+1} = \rho_{\sigma_1} \log \sigma_{it} + \Lambda (1 - \rho_{\sigma_1}^2)^{\frac{1}{2}} \eta_{it+1} .$$  \hspace{1cm} (37)

Since there are an equal number of stochastic volatility shocks and observables, the particle filter described in Fernández-Villaverde et al. (2015a) can be applied directly to calculate the likelihood. In our analysis, we used 15,000 particles. As described in Herbst and Schorfheide (2015), the particle filter is modified to include a mutation resample-move step. The likelihood is combined with the prior in order to calculate the posterior needed for the Metropolis–Hastings algorithm which is run for 170,000 draws with the first 30,000 dropped as a burn-in sample.\(^{23}\) Every 40th draw is kept; the remaining 3500 draws are used to calculate the posterior distribution and the model fit.\(^{24}\)

### 6. Results

#### 6.1 Posterior distribution

Table 7 presents the posterior mode and standard deviations for each parameter.\(^{25}\) One interesting result is the adjustment cost parameter for capital, $\psi_K$, which is 4.403 at the posterior mode. Larger values associate with higher cost of adjusting investment, which might cause firms to reduce investment when they are less certain about future. Most of our estimates are at or near standard values, but the response of policy to output and inflation, $\psi_Y$ and $\psi_\pi$, are higher than typical, but are similar to the values found by Plante et al. (2017).

The third set of columns in Table 7 show the posteriors for the persistence, $\psi$, and standard deviations, $\eta$, of the stochastic volatility processes.\(^{26}\) All the values of the posterior modes are far from

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mode</th>
<th>SD</th>
<th>Parameter</th>
<th>Mode</th>
<th>SD</th>
<th>Parameter</th>
<th>Mode</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\alpha}$</td>
<td>0.002</td>
<td>(0.001)</td>
<td>$\rho_\varphi$</td>
<td>0.950</td>
<td>(0.006)</td>
<td>$\nu_\varphi$</td>
<td>0.447</td>
<td>(0.041)</td>
</tr>
<tr>
<td>$\bar{\kappa}$</td>
<td>0.002</td>
<td>(0.001)</td>
<td>$\rho_m$</td>
<td>0.414</td>
<td>(0.030)</td>
<td>$\nu_m$</td>
<td>0.599</td>
<td>(0.036)</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.100</td>
<td>(0.002)</td>
<td>$\rho_j$</td>
<td>0.233</td>
<td>(0.008)</td>
<td>$\nu_j$</td>
<td>0.373</td>
<td>(0.040)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.589</td>
<td>(0.006)</td>
<td>$\rho_\psi$</td>
<td>0.916</td>
<td>(0.009)</td>
<td>$\nu_\psi$</td>
<td>0.470</td>
<td>(0.030)</td>
</tr>
<tr>
<td>$\tilde{j}$</td>
<td>0.081</td>
<td>(0.009)</td>
<td>$\sigma_\psi$</td>
<td>0.020</td>
<td>(0.005)</td>
<td>$\nu_\psi$</td>
<td>0.784</td>
<td>(0.012)</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>0.144</td>
<td>(0.010)</td>
<td>$\sigma_m$</td>
<td>0.033</td>
<td>(0.001)</td>
<td>$\nu_m$</td>
<td>0.127</td>
<td>(0.025)</td>
</tr>
<tr>
<td>$\psi_h$</td>
<td>0.096</td>
<td>(0.005)</td>
<td>$\sigma_j$</td>
<td>0.361</td>
<td>(0.007)</td>
<td>$\nu_\omega$</td>
<td>0.533</td>
<td>(0.015)</td>
</tr>
<tr>
<td>$\psi_k$</td>
<td>4.403</td>
<td>(0.019)</td>
<td>$\sigma_\psi$</td>
<td>0.025</td>
<td>(0.005)</td>
<td>$\eta_\theta$</td>
<td>2.317</td>
<td>(0.054)</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.612</td>
<td>(0.013)</td>
<td>$\sigma_A$</td>
<td>0.040</td>
<td>(0.002)</td>
<td>$\eta_m$</td>
<td>1.414</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$\psi_R$</td>
<td>0.162</td>
<td>(0.033)</td>
<td>$\sigma_\chi$</td>
<td>0.046</td>
<td>(0.003)</td>
<td>$\eta_j$</td>
<td>2.157</td>
<td>(0.062)</td>
</tr>
<tr>
<td>$\psi_Y$</td>
<td>0.707</td>
<td>(0.041)</td>
<td>$\sigma_\omega$</td>
<td>0.015</td>
<td>(0.004)</td>
<td>$\eta_\psi$</td>
<td>1.203</td>
<td>(0.040)</td>
</tr>
<tr>
<td>$\psi_\pi$</td>
<td>4.450</td>
<td>(0.019)</td>
<td>$\eta_A$</td>
<td>0.615</td>
<td>(0.014)</td>
<td>$\eta_j$</td>
<td>0.926</td>
<td>(0.013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Posterior distribution
zero and are tightly identified, which suggests that stochastic volatility plays an important role in fitting the data. The standard deviations of the stochastic volatility shocks for the intertemporal preference shock $\eta_\varrho$, the housing demand shock $\eta_j$, and the collateral shock $\eta_m$ are the three largest of the stochastic volatility shocks. This finding is not surprising, because these shocks affect the demand for housing more directly than the rest (housing demand being the most direct driver) which can be helpful in explaining the observed time-varying volatility of house prices.

### 6.2 Model fit

We calculate the log marginal data densities (log MDD) of the model with and without stochastic volatility to compare the model fit. Model comparison is difficult when comparing models with and without stochastic volatility. One concern is that the alternative models need to assume there are measurement errors for all observables, while the model with stochastic volatility has no measurement error. To assuage concerns about measurement error, we calculate the model fit for the full model with and without measurement error. As in Gust et al. (2017), the measurement error is assumed to be i.i.d. with a mean of zero and a normal distribution with a standard deviation set to 20% of the standard deviation of the actual data. As can be seen in Table 8, the baseline model with stochastic volatility fits the data far better than the model without stochastic volatility. The difference between the values gives a log Bayes factor of 304 when comparing the model without measurement error and 156 when comparing the model with measurement error. This finding provides decisive evidence that including stochastic volatility allows the model to fit the data substantially better.

### 6.3 Underlying states

To better understand how the shocks of the model evolve over time, we measure the filtered states of the model. Figure 5 shows the filtered underlying states of the traditional shocks in log deviation from the mean form. All the shocks, except technology shocks, show dramatic fluctuations during the Great Recession. In particular, the collateral constraint shock, $m$, increases pre-recession, indicating the lax credit conditions during the housing boom and starts to decrease in early 2007 as credit conditions tightened during the financial crisis. The housing demand shock, $j$, steadily increases until the third quarter of 2006 when it begins to fall, reaching a trough in the first quarter of 2008, representing the bust in the housing market. Another shock with dramatic fluctuations is the intertemporal preference shock, $\varrho$, which fell during the first part of the 2000s before hitting a trough in the fourth quarter of 2006 and increasing significantly in the following quarters. This is important for explaining the increase in lending and housing demand during the early 2000s when the intertemporal preference shock was low. The increase in the intertemporal preference shock in later periods, however, causes a decline in lending and house prices. We can also observe loose monetary policy during the early 2000s as the housing bubble formed, since the monetary policy shock, $\omega$, was negative for multiple quarters in a row.

Similarly, Figure 6 presents the smoothed underlying states of the stochastic volatility shocks in log deviation from the mean. Of particular interest are the large increases in the volatility of

<table>
<thead>
<tr>
<th>Model</th>
<th>log MDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full model</td>
<td>2189</td>
</tr>
<tr>
<td>Full model with measurement error</td>
<td>2041</td>
</tr>
<tr>
<td>No stochastic volatility</td>
<td>1885</td>
</tr>
</tbody>
</table>
the housing demand, $j$, and intertemporal preference, $\varphi$, shocks. The volatility of housing demand peaks in the fourth quarter of 2007, while intertemporal preference shock volatility has twin peaks in the first and fourth quarter of 2008, at the height of the financial crisis. Both shocks affect house prices more directly, therefore elevated volatility of these shocks would increase house price volatility. Interestingly, the volatility of the collateral constraint shock, $m$, increases slightly starting in 2007 before falling dramatically in 2009, which suggests that financial sector risk management measures were effective during that time period. The other shocks do not show much evidence of increased volatility during the Great Recession time period, with the volatility of the monetary policy shock, $\omega$, actually falling in 2007.

### 6.4 House price volatility

As the empirical analysis in Section 2 shows, there is a large increase in the volatility of house prices that began in 2008. We conduct a counterfactual study to better understand whether stochastic volatility shocks can explain the observed increase in house price volatility during the Great Recession. Therefore, the model is simulated with all the underlying states except the stochastic volatility shocks, which are all set to zero from the start of 2007 to the end of 2010. If the stochastic volatility shocks are not important for explaining the increase in house price volatility during this time, we should observe a negligible difference between the data and the counterfactual study.

Figure 7 shows how volatile house prices would have been during the Great Recession period if there were no stochastic volatility shocks from 2007 to 2010. As the comparison of the data and counterfactual study indicate, without stochastic volatility, house prices would have been much less volatile during this time. This analysis shows that stochastic volatility shocks played an important role in explaining the house price volatility during the Great Recession.
6.5 Impulse responses

As shown in the above results, stochastic volatility is particularly important in fitting the model to data and largely contributes to the increase in house price volatility observed during the Great Recession. A natural question follows: how do these stochastic volatility shocks affect the economy? To answer this question, we obtain the generalized impulse response functions (GIRFs)
using a third-order approximation as detailed in Andreasen et al. (2017) and calculate them using the posterior mode described in Section 6.1.

In this section, we first present the responses to level shocks to shed some light on the role the housing market plays as a propagation mechanism. We then answer the question about the impact of stochastic volatility on the economy.

6.5.1 Level shocks
To better understand the features of the model and the role of housing as a propagation mechanism, it is helpful to first look at the GIRFs for the level shocks in the model. Figure 8 presents the GIRFs of output, investment, house prices, and total loans to a one standard deviation increase in the innovations of the housing demand \( j \), collateral constraint \( m \), intertemporal preference \( \varphi \), and monetary policy \( \omega \) shocks. The GIRFs for all other shocks can be seen in Figure A1 in Appendix A.5.

A positive housing demand shock \( j \) causes households to receive higher utility from housing services, which in turn increases their demand and prices. Given that housing is used as collateral, higher prices increase the collateral value, creating more lax credit conditions for everyone. Better credit conditions allow borrowers to obtain more loans which helps increase their demand for housing, positively affecting prices further. The lax credit conditions also help entrepreneurs, who can now borrow more, and therefore, afford more capital goods. Overall, the positive effects coming from high house prices spill over to the real economy, increasing investment and output.

With a positive collateral constraint shock \( m \), borrowers can obtain loans using a larger portion of their house value (or lower down payment). Better credit conditions increase the demand for houses, and therefore, their prices. The higher demand for borrowing, however, increases the real interest rates which affects capital investment negatively. Given that housing is also used in production, the positive effects outweigh the negative ones and output increases.

A shock that causes an increase in intertemporal preferences \( \varphi \) leads to a tradeoff between consumption and housing. While households increase their consumption demand, they save less, decreasing the available credit in the economy. The credit channel force households to lower their housing demand, affecting house prices, and therefore, the collateral value negatively. Tighter credit conditions lead to a decrease in capital investment and finally a decrease in output.

Lastly, as expected, an adverse monetary policy shock \( \omega \) that increases the interest rates affects the economy negatively. Since both households and entrepreneurs lower their demand for borrowing, house prices and capital investment decrease. Overall, the economy experiences deflation and a decrease in output.

6.5.2 Uncertainty shocks
We have already established the importance of stochastic volatility in the earlier sections. Now we turn to the effects of stochastic volatility shocks on the economy. Since stochastic volatility changes the standard deviations of exogenous shocks, we will consider the impulse response functions in this section to be due to changes in uncertainty, which is commonly done in the literature as explained by Fernández-Villaverde and Guerrón-Quintana (2020).

Figure 9 presents the GIRFs of output, investment, house prices, and total loans to a positive, one standard deviation shock to the stochastic volatility of the housing demand \( j \), collateral constraint \( m \), and intratemporal \( \varphi \) uncertainty shocks. Due to the large number of shocks, we only include the uncertainty shocks that have important changes during the 2007–2010 time period, as shown in Section 6.3. All other GIRFs can be seen in Figure A2 in Appendix A.5.

Almost all uncertainty shocks have negative effects on the output, house prices, and capital investment, showing the unfavorable economic conditions that high uncertainty creates. We investigate the transmission mechanisms of these shocks in more detail in Section 6.6, however,
in general increases in uncertainty triggers precautionary savings, which reduces demand for consumption and housing. The precautionary saving motive also leads to an increase in labor supply but the positive effects of this increase are almost always outweighed by the negative impact of the precautionary savings. The economy particularly reacts to uncertainty in the financial sector.
through collateral constraints, while uncertainty about intertemporal preferences and housing demand have smaller but important effects on the economy.

A positive uncertainty shock for housing demand is an exception among the uncertainty shocks since it actually has a positive effect on output, as shown in Figure 9a. The housing demand uncertainty directly affects the utility that households receive from housing services. When there is housing demand uncertainty, households do not know if they will receive higher or lower utility from housing services, therefore the precautionary saving motive is not triggered. In particular, households would not decrease their consumption today to save more if they have low utility from housing services. If they have high utility, they would buy more housing now which would increase house prices, starting a positive spillover due to the collateral channel. Moreover, entrepreneurs do not face a similar uncertainty since they do not receive utility from housing services. If the households have high utility, then house prices would increase which would increase their collateral value as well. But if the households have lower utility, then house prices would decrease which would be a good time to invest in housing for entrepreneurs as it is used in

Figure 9. Responses of macroeconomic variables to uncertainty shocks.
Note: The figure plots the generalized impulse responses of selected variables to a one standard deviation increase in innovation of correspondent shocks. The responses are calculated at the unconditional mean of the states. All responses are normalized so that the units of the vertical axis are percentage deviations from the steady-state.
production. Overall, entrepreneurs buy more housing regardless of the outcome of the housing uncertainty shock, which increases the house prices, creating the positive spillover in the economy.

On the other hand, an increase in uncertainty about collateral constraints raises concerns about how much households will be able to borrow in the future. As a result, households decrease their consumption due to a precautionary saving motive, as can be seen in Figure 9b. Lower credit availability combined with the direct effects of collateral uncertainty leads to a reduction in borrowing, and therefore, a reduction in demand for and the price of housing. Low house prices decrease the collateral value, which lowers investment by entrepreneurs. All of these changes result in a decrease in output.

An intertemporal preference uncertainty shock, as shown in Figure 9c, creates uncertainty about future consumption, which leads to precautionary savings. As households save more instead of investing in housing, house prices decrease. Lower consumption and house prices along with lack of credit availability lead to a decrease in output, loans, and investment.

6.6 Transmission mechanisms of uncertainty shocks
In this section, we investigate the transmission mechanisms of uncertainty shocks in more detail. In particular, we compare impulse responses to uncertainty shocks under different calibrations for the credit channel, adjustment costs, and monetary policy.

6.6.1 The role of the credit channel
The first set of alternative GIRFs shown in Figure 10 helps us understand the role of the credit channel in transmitting uncertainty shocks to the economy. Responses are calibrated with lax collateral constraints, where we set the LTV ratio higher than the benchmark model. In particular, the blue line shows the responses of output, investment, house prices, and total loans, when the LTV ratio is 0.79 (benchmark) and the black dashed line represents the case in which LTV is equal to 0.9 (lax credit conditions). Higher LTV ratios result in better access to credit because borrowers can use a larger fraction of their house value as collateral.

As Figure 10a shows, when there are lax credit conditions, the effects of housing demand uncertainty decrease for investment, house prices, and loans while increasing the response of output. The output response increases under lax credit conditions because of an increase in consumption. When borrowers have better credit access, they do not need to worry as much about the uncertainty or take strict precautionary actions. They can cope with the negative effects by borrowing in the future as they have better access to credit, which leads to an increase in their consumption. Although there are significant increases in the consumption of entrepreneurs and constrained households, there is not much change in the consumption of unconstrained households, as they are not subject to borrowing constraints. Lax credit conditions also mute the effects of the changes in the collateral value, which decreases the responses in other macroeconomic aggregates. For instance, the high LTV ratio makes the gains from increases in house prices smaller and offsets the negative effects from a decrease in house prices.

Figure 10b shows that the responses to uncertainty about the tightness of the collateral constraints have a more pronounced effect on output when access to credit is better. Under good credit access, constrained households become highly levered and more susceptible to the tightness of the collateral constraint. Therefore, uncertainty about collateral constraints leads to bigger decreases in consumption and housing services purchased by constrained households due to the precautionary saving motive. As the housing demand decreases, so do house prices and output, leading to larger changes compared to normal credit conditions. While entrepreneurs are also affected by the uncertainty, the differing levels of LTV do not significantly change the path of investment.
As can be seen in Figure 10c, increasing the LTV level dampens the effects of the intertemporal preference uncertainty shock. This result is due to the looser credit conditions reducing the need to worry about precautionary savings. Therefore, the demand reduces less, which results in smaller changes to all variables of interest.

6.6.2 The role of adjustment costs
The counterfactuals in this section aim to show the role of adjustment costs in promoting the effects of uncertainty in the economy. In particular, the GIRFs are calibrated with no housing adjustment costs in Figure 11 and with no capital adjustment costs in Figure 12.

Figure 11 compares the case in which it is costless for households and entrepreneurs to change their housing stock ($\psi_h = 0$) to the benchmark case ($\psi_h = 0.096$), which is calibrated at the posterior mode. As Figure 11b shows, the removal of the housing adjustment cost particularly dampens the effects of the collateral constraint uncertainty shock. An increase in collateral constraint
uncertainty increases the risk entrepreneurs face of not being able to borrow as much as they would like the next period, which can lead to changes in their housing stock. However, when the housing adjustment costs are zero, it becomes less of a concern as changing the housing stock to cope with the negative effects of uncertainty is costless. The removal of the housing adjustment cost has a negligible effect on the responses to the housing demand uncertainty, however, it magnifies the effects of intertemporal preference uncertainty. This amplification arises from the larger decrease in investment. Since there are still capital adjustment costs, housing becomes less risky for entrepreneurs. Therefore, they substitute away from capital to housing, which reduces investment. However, the increase of the housing demand by entrepreneurs is offset by the decrease in housing demand by the households, which leads to an overall decrease in house prices at the end. Depressed house prices combined with low investment results in a decrease in output in the economy.

The next alternative GIRFs in Figure 12 are calibrated with no capital adjustment costs, $\psi_k = 0$, making it costless for entrepreneurs to change their level of capital investment. The absence of
capital adjustment costs allows entrepreneurs to quickly adjust their capital stock in response to an uncertainty shock. This ability leads to a large increase in investment after a housing demand uncertainty shock, as entrepreneurs substitute away from housing to capital. As can be seen in Figure 12a, the housing uncertainty shock still has a positive effect on house prices, as described in Section 6.5.2 even when the capital adjustment costs are removed. However, compared to the benchmark case, such positive effects are much smaller. Overall, the increases in both investment and house prices lead to an expansion in output.

The absence of capital adjustment costs results in smaller changes to output for the uncertainty shock to collateral constraints, as can be seen in Figure 12b. Entrepreneurial demand for housing and capital declines in response to these uncertainty shocks. In the counterfactual GIRF, it is costless for them to adjust their capital stock but costly to adjust housing. Therefore, their demand for housing stays stable while they greatly reduce their investment. Stable house prices allow constrained households to still borrow since their collateral value has not changed significantly. Because they can continue to borrow, uncertainty shocks have a smaller affect on consumption, which also results in a smaller decline in output.

Figure 12. Responses of macroeconomic variables to uncertainty shocks without capital adjustment costs. 
Note: The figure plots the generalized impulse responses of selected variables to a one standard deviation increase in innovation of correspondent shocks. The black, dashed line is calculated with $\psi_k = 0$ and the blue line shows the benchmark case where $\psi_k = 4.403$. The responses are calculated at the unconditional mean of the states. All responses are normalized so that the units of the vertical axis are percentage deviations from the steady-state.
The intertemporal preference uncertainty shock causes larger declines in output and investment when there are no capital adjustment shocks, as can be seen in Figure 12c. Similar to the collateral constraint uncertainty shock, the intertemporal preference uncertainty shock reduces entrepreneurial demand for housing and capital. Since entrepreneurs can freely adjust their capital holdings, they change their housing demand less, stabilizing house prices. However, uncertainty about intertemporal preferences also directly affects demand for households, as they are not sure about their future consumption decisions. Therefore, the smaller decline in house prices is not enough to stabilize consumption and offset the bigger decline in investment, which results in a bigger decrease in output.

6.6.3 The role of monetary policy

In this section, we try to understand the role of monetary policy in the transmission mechanism of uncertainty shocks by comparing a more passive monetary policy to our benchmark model. This counterfactual gives a glimpse into the potential effects of reaching the zero lower bound.
The GIRFs in Figure 13 are calibrated so that in the passive monetary policy the reaction to inflation is 2.2 and to output is 0.35 (black dashed line) which are then compared to the benchmark (blue line) where the inflation reaction is 4.45 and output reaction is 0.71 following the posterior modes of our estimation.

Monetary policy does not have a significant effect on the GIRFs for the housing demand uncertainty shock; however, it amplifies all the macroeconomic responses to the collateral and intertemporal preference uncertainty shocks. As expected, a passive monetary policy cannot guard the economy against negative impacts of uncertainty shocks effectively, decreasing output and inflation. Given that the interest rates do not fall by as much, output and investment decrease even further. These negative effects spill over to the housing and financial sector simultaneously, causing a credit crunch and low house prices, and therefore, deepening the recession.

7. Conclusion

This paper analyzes the importance of stochastic volatility and its role in the economy in a setting that allows for time-varying volatility in house prices. We first show that house prices have significant time-varying volatility by using rolling standard deviations of house prices, estimating a stochastic volatility reduced form model, and analyzing the underlying states of the stochastic volatility shock to house prices. We then estimate a DSGE model with housing, financial frictions, and stochastic volatility using a nonlinear approximation and Bayesian econometric techniques.

Our results confirm the importance of the housing market in generating and amplifying the economic activity. In particular, any level or uncertainty shock that causes an increase in the house prices generates a positive spillover to the economy through the financial sector. On the other hand, uncertainty, regardless of which market it comes from, provokes recessions in general. The results also highlight the importance of financial frictions in amplifying uncertainty shocks. We find that uncertainty about financial conditions has economically important effects. These findings complement the empirical research that has stressed the importance of financial uncertainty (Caldara et al. (2016), Ludvigson et al. (2021)) and the theoretical literature considering other types of financial frictions (Christiano et al. (2014), Higgins (2023)).

We also show that stochastic volatility shocks improve model fit and contribute to generating house price volatility. In fact, stochastic volatility shocks create almost half of the house price volatility during the Great Recession. The three most important uncertainty shocks that affect the economy are the stochastic volatility shocks to collateral constraints, housing demand, and intertemporal preferences. For instance, collateral constraint uncertainty raises concerns about how much households will be able to borrow in the future which triggers precautionary savings. A decrease in the demand, in return, lowers house prices, making collateral constraints tighter for everyone. Adverse credit conditions cause a negative feedback loop in the economy, which decreases output. These negative effects on macroeconomic variables range between 1 and 6%.

Moreover, we find that credit conditions, adjustment costs of capital and housing, and monetary policy seem to be important transmission mechanisms for the uncertainty shocks.

Supplementary material. To view supplementary material for this article, please visit https://doi.org/10.1017/S136510052300010X.
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Notes
1 The values are calculated using S&P/Case Shiller U.S. National Home Price Index obtained from FRED, Federal Reserve Bank of St. Louis.
2 The stochastic volatility changes are commonly interpreted as uncertainty in the literature. See Born and Pfeifer (2014) and Fernández-Villaverde et al. (2015b) for examples.
3 Some examples include Banks et al. (2004), Sinai and Souleles (2005), Cunningham (2006), Han (2010, 2013), and Banks et al. (2016).
4 For a general overview of the literature on uncertainty see Bloom (2014).
5 Some other papers in the empirical uncertainty literature include Bachmann et al. (2013), Rossi and Sekhposyan (2015), and Caldara and Iacoviello (2022).
6 The data are obtained from Survey of Consumer Finances.
7 We also estimate a GARCH model in Appendix A.1 which yields similar conclusions, as can be seen in Table A1. However, stochastic volatility reduced form model is closer to the general equilibrium model in this paper than the GARCH approach.
8 The data in Figure 1 match the data used in the model. However, Figure A1 shows the period without the Great Recession. Removing this high uncertainty period makes it easier to see the time-variation in the standard deviation for the earlier periods.
9 Stochastic volatility models are commonly used in the literature to analyze time series with time-varying volatility. For more information, see Shephard (2008).
10 The results are robust to controlling for higher volatility during the Great Recession. Please see the Appendix A.2 where we study the role of the Great Recession in depth.
11 Jurado et al. (2015) use an aggregate uncertainty measure where they focus on whether the economy has become more or less predictable. Their paper extends beyond measuring uncertainty as they use the measure in an 11-variable monthly macro VAR. They find that the uncertainty is highly countercyclical, persistent, and as important as monetary policy shocks. While Jurado et al. (2015) focus primarily on aggregate uncertainty, we use their methodology to focus on uncertainty for an individual variable, house price growth.
12 We choose the three-month horizon to be able to closely connect this analysis with the rest of the paper, which uses quarterly data.
13 For the full details of the model, please refer to Appendix A.3.
14 Please see the Online Appendix for a detailed discussion on borrowing constraints.
15 This assumption guarantees that constrained household’s borrowing constraint always binds. Please see the Online Appendix for details.
16 Please refer to the Online Appendix for the calculations of the stationary equilibrium and the steady state.
17 In order to include data from the financial crisis, we had to use data from a period where policy was at the zero lower bound. The estimation strategy is already computationally taxing and time-consuming which does not allow us to adjust for this. In Section 6.6.3, we explore the effects of more passive monetary policy which gives some idea of the consequences of reaching to the zero lower bound.
18 Since the housing is separate from capital in the model, we also separate them in data. For more details on how the data are calculated, please see Appendix A.4.
19 In the Online Appendix, we explore the effects of changing the rest of the calibrated parameters. They are the discount factors, the weight of labor in utility, and the monopoly power. The main results of the paper persist both quantitatively and qualitatively under different specifications for those parameters.
20 Since the shocks of the model are not observable, we cannot estimate the stochastic volatility processes separately as in Born and Pfeifer (2014).
21 The estimation procedure for the second-order approximation takes 1922 h (80 days) while using a node of a computing cluster with a 32-core processor. A rough calculation shows the estimation of the third-order approximation would take at least seven times as long (about 560 days).
22 Aruoba et al., (2006) and Caldara et al. (2012) show that perturbation methods are both fast and accurate for models featuring stochastic volatility.
23 After an extensive grid search, 15,000 draws of a random walk Metropolis-Hastings algorithm are completed. The results of these draws are used to determine the variance-covariance matrix for the algorithm used in the estimation process.
24 Please see the Online Appendix for more details about the estimation procedure.
25 Please refer to the Online Appendix for prior and posterior distribution comparisons and for the running mean plots.
26 It is important to note that the true standard deviation is adjusted for the persistence as described above and formulated by Fernández-Villaverde et al. (2015a).
27 The small standard deviations for the posteriors of ν are similar to the results found by Fernández-Villaverde et al. (2015a).
28 The log MDDs are calculated using the method described by Chib and Jeliazkov (2001). This methodology is less sensitive to outlier values of likelihoods that are possible with the particle filter.
29 See Higgins (2017) for more discussion.
It should be noted that the inclusion of measurement error greatly reduces model fit. This is not surprising since measurement errors greatly hinder the identification of stochastic volatility.

These values are calculated at the posterior mode using 500,000 particles, which is repeated 600 times. Figures 5 and 6 show the median values from these exercises. The 20th and 80th percentiles can be seen in the Online Appendix.

Uncertainty about the monetary policy shock is not included since the GIRFs do not show any economically important impact of monetary policy uncertainty.
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### A. Appendix

#### A.1 GARCH estimation

In this section, we estimate an AR(1)/GARCH(1,1) model using the house price growth data. GARCH(1,1) model is commonly used in the literature to analyze high volatility time series data (for instance, Cunningham (2006), Han (2010, 2013), among others). The model allows the conditional variance of house prices to depend on the past realizations of the error process while modeling the time dependent mean and variance.

The results are presented in Table A1 showing that the AR(1) process is heteroskedastic. The estimated coefficients of ARCH and GARCH terms are significant, suggesting that the volatility of house prices change over time. Moreover, the sum of these two terms are close to one which
indicates covariance stationary model with a high degree of persistence and long memory of conditional variance. The GARCH term is greater than the ARCH term which shows that the old information on house price changes are very important for the current and future house prices which is consistent from the evidence of Case and Shiller (1988). The AR(1)/GARCH(1,1) was picked by both Akaike (AIC) and Bayesian (BIC) information criteria over several competing models. These values can be seen in Table A2.

### A.2 The role of the Great Recession on house price volatility

The Great Recession, which was caused by a housing bust, was a significant source of house price volatility. Therefore, it is important to understand whether time-varying volatility that we observe in data is driven by that period. To study the role of this period and show the existence of the house

---

**Table A1. AR(1)/GARCH(1,1) house price growth**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coef.</th>
<th>Std. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AR(1) model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.0012***</td>
<td>0.00037</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.91***</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Conditional Variance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>1.3E-06</td>
<td>2.1E-06</td>
</tr>
<tr>
<td>GARCH(1)</td>
<td>0.76***</td>
<td>0.10</td>
</tr>
<tr>
<td>ARCH(1)</td>
<td>0.20**</td>
<td>0.097</td>
</tr>
</tbody>
</table>

*,-90th, **,-95th, ***,-99th pctile

**Note:** The optimal lags are chosen by the Akaike and Bayesian information criteria.

**Table A2. GARCH estimation: information criteria**

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1)</td>
<td>-1012</td>
<td>-1004</td>
</tr>
<tr>
<td>AR(2)</td>
<td>-904</td>
<td>-895</td>
</tr>
<tr>
<td>AR(3)</td>
<td>-853</td>
<td>-844</td>
</tr>
<tr>
<td>AR(4)</td>
<td>-816</td>
<td>-807</td>
</tr>
<tr>
<td>AR(0)/ARCH(1)</td>
<td>-1012</td>
<td>-1004</td>
</tr>
<tr>
<td>AR(1)/ARCH(1)</td>
<td>-1020</td>
<td>-1009</td>
</tr>
<tr>
<td>AR(2)/ARCH(1)</td>
<td>-965</td>
<td>-954</td>
</tr>
<tr>
<td>AR(3)/ARCH(1)</td>
<td>-936</td>
<td>-924</td>
</tr>
<tr>
<td>AR(4)/ARCH(1)</td>
<td>-870</td>
<td>-861</td>
</tr>
<tr>
<td>AR(0)/GARCH(1,1)</td>
<td>-1020</td>
<td>-1009</td>
</tr>
<tr>
<td>AR(1)/GARCH(1,1)</td>
<td>-1038</td>
<td>-1024</td>
</tr>
<tr>
<td>AR(2)/GARCH(1,1)</td>
<td>-965</td>
<td>-951</td>
</tr>
<tr>
<td>AR(3)/GARCH(1,1)</td>
<td>-937</td>
<td>-923</td>
</tr>
<tr>
<td>AR(4)/GARCH(1,1)</td>
<td>-870</td>
<td>-861</td>
</tr>
</tbody>
</table>

---
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price volatility in other time periods, we first exclude the Great Recession in Figure 1. Removing the high uncertainty period due to the Great Recession makes it easier to see the time-variation in the standard deviation for the earlier periods. As can bee seen from Figure A1, there is still a significant variation in the volatility of house prices even when the Great Recession is excluded. Despite being lower in magnitude than the Great Recession, early and late 90s still exhibit sharp increases in house price volatility.

To understand whether time-varying volatility is driven by the Great Recession more formally, we consider three specifications. First, we run the reduced-form regression with the sample ending in 2007Q4, at the start of the Great Recession. Second, we allow for a structural break starting in 2007Q4 in the steady state standard deviation. The final specification allows for the steady state standard deviation to change from 2007Q4 to 2010Q4 (this differs from the previous specification since the model reverts back to the original steady state standard deviation in 2011Q1). If the time-varying volatility only picks up changes in volatility due to the Great Recession, these exercises will greatly reduce the importance of stochastic volatility.

The results from the estimates of the alternative specifications are presented in two tables. The posterior mode under different specifications can be seen in Table A3. The results are similar both quantitatively and qualitatively to the results from the baseline estimation of the paper. Table A4 shows the log marginal data density (MDD) of the reduced form estimates. The inclusion of stochastic volatility greatly improves model fit in all specifications.

The underlying state of the time-varying standard deviation from the reduced form estimates can be seen in Figure A2. Each specification shows very similar results to those from the baseline specification from the paper. Overall, we can conclude that while the Great Recession is an important source of variation in house prices, it is not the only period where prices exhibit time-varying volatility. House price volatility seems to persist even after we control for the Great Recession.
Table A3. Prior and posterior distribution: alternative reduced form estimates

<table>
<thead>
<tr>
<th></th>
<th>$\rho$</th>
<th>$\sigma$</th>
<th>$\rho_\sigma$</th>
<th>$\eta$</th>
<th>$\sigma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample ending 2007Q4</td>
<td>0.9414</td>
<td>0.0039</td>
<td>0.9061</td>
<td>0.3838</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.86,0.996]</td>
<td>[0.003,0.01]</td>
<td>[0.22,0.99]</td>
<td>[0.21,1.36]</td>
<td></td>
</tr>
<tr>
<td>Structural break 2007Q4</td>
<td>0.9429</td>
<td>0.0039</td>
<td>0.97</td>
<td>0.5076</td>
<td>0.0028</td>
</tr>
<tr>
<td></td>
<td>[0.87,0.99]</td>
<td>[0.002,0.011]</td>
<td>[0.83,0.999]</td>
<td>[0.31,3.3]</td>
<td>[0.008,0.01]</td>
</tr>
<tr>
<td>Change from 2007Q4-2010Q4</td>
<td>0.904</td>
<td>0.0038</td>
<td>0.8934</td>
<td>0.295</td>
<td>0.0115</td>
</tr>
<tr>
<td></td>
<td>[0.88,0.99]</td>
<td>[0.002,0.007]</td>
<td>[0.71,0.997]</td>
<td>[0.20,1.59]</td>
<td>[0.006,0.14]</td>
</tr>
</tbody>
</table>

Note: 95% credible set centered around the median is quoted underneath the posterior mode.

Table A4. Model fit: reduced form estimate

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample ending 2007Q4</td>
<td>371</td>
<td>-536</td>
</tr>
<tr>
<td>Structural break 2007Q4</td>
<td>496</td>
<td>-762</td>
</tr>
<tr>
<td>Change from 2007Q4-2010Q4</td>
<td>499</td>
<td>-759</td>
</tr>
</tbody>
</table>

Figure A2. Underlying states: alternative reduced form estimation.

Note: Smoothed underlying states are calculated at the posterior mode and are transformed to show the standard deviation of the innovation to the level shock. The median filtered states are shown along with the 5th and 95th percentiles.

A.3 First order conditions of the model

A.3.1 Entrepreneurs

The optimization problem of entrepreneurs yields the following first order conditions where $g_I$ is the growth rate of investment, $\lambda_t$, $\lambda_{b,t}$, and $\lambda_{k,t}$ are the Lagrangian multipliers for the flow of funds, borrowing constraint, and the law of capital motion, respectively.

$$E_t \left( \frac{1}{c_t - \xi c_{t-1} - \xi c_t} - \frac{\xi \gamma}{c_{t+1} - \xi c_t} \right) = \lambda_t$$  \hspace{1cm} (A1)

$$\lambda_t = \gamma E_t \left( \frac{R_t}{\lambda_{t+1}} \right) + \lambda_{b,t} R_t$$  \hspace{1cm} (A2)

$$\lambda_t \frac{1}{\chi_t} = \lambda_{k,t} \left[ 1 - \frac{\psi_K}{2} \left( \frac{I_t}{I_{t-1}} - g_t \right)^2 - \psi_K \left( \frac{I_t}{I_{t-1}} - g_t \right) \left( \frac{I_t}{I_{t-1}} \right) \right]$$

$$+ \gamma E_t \lambda_{k,t+1} \psi_K \left( \frac{I_{t+1}}{I_t} - g_t \right) \left( \frac{I_{t+1}}{I_t} \right)^2$$  \hspace{1cm} (A3)
The first order conditions to the optimization problem of constrained households are as follows:

\[ E_t \left\{ \lambda_t \gamma \frac{\mu Y_{t+1}}{X_{t+1}K_t} + \lambda_{b,t} m_{t} u_{t+1} \pi_{t+1} - \lambda_{k,t} + \lambda_{k,t+1} \gamma (1 - \delta) \right\} = 0 \]  
(A4)

\[ \lambda_t \left( q_t + \psi_H q_t \left( \frac{h_t - h_{t-1}}{h_{t-1}} \right) \right) = 0 \]

\[ E_t \left\{ \gamma \lambda_{t+1} \left( \frac{\nu Y_{t+1}}{X_{t+1} h_t} + q_{t+1} + \frac{1}{2} \psi_H q_{t+1} \left( \frac{h_{t+1}^2 - h_t^2}{h_t^2} \right) \right) + \lambda_{b,t} m_{t} q_{t+1} \pi_{t+1} \right\} = 0 \]  
(A5)

\[ \alpha (1 - \mu - \nu) Y_t \frac{X_t L_{u,t}}{u_{t,t}} = w_{u,t} \]  
(A6)

\[ (1 - \alpha) (1 - \mu - \nu) Y_t \frac{X_t L_{c,t}}{c_{t,t}} = w_{c,t} \]  
(A7)

### A.3.2 Unconstrained households

The optimization problem for the unconstrained households yields the following first order conditions.

\[ \frac{\varrho_t}{c_t + \varrho c_{t-1}} - E_t \frac{\zeta c_{t+1}}{c_{t+1} - \zeta c_t} = \lambda_{u,t} \]  
(A8)

\[ \lambda_{u,t} - E_t \beta_{u} \lambda_{u,t+1} \frac{R_t}{\pi_{t+1}} = 0 \]  
(A9)

\[ \lambda_{u,t} \left( q_t + \psi_{u,H} q_t \frac{h_{u,t} - h_{u,t-1}}{h_{u,t-1}} \right) = q_t \frac{j_u}{h_{u,t}} + E_t \beta_{u} \lambda_{u,t+1} \left( \frac{\psi_{u,H} q_{t+1}}{2} \left( \frac{h_{u,t+1}^2 - h_{u,t}^2}{h_{u,t}^2} \right) + q_{t+1} \right) \]  
(A10)

\[ \lambda_{u,t} w_{u,t} = q_t \varphi_t \left( L_{u,t} \right)^{\eta-1} \]  
(A11)

where \( \lambda_{u,t} \) is the Lagrangian multiplier of the budget constraint.

### A.3.3 Constrained households

The first order conditions to the optimization problem of constrained households are as follows:

\[ \frac{\varrho_t}{c_{c,t} + \varrho c_{c,t-1}} - E_t \frac{\zeta c_{c,t+1}}{c_{c,t+1} - \zeta c_{c,t}} = \mu_t \]  
(A12)

\[ \mu_t - E_t \beta_{c} \mu_{t+1} \frac{R_t}{\pi_{t+1}} - \lambda_{c,t} R_t = 0 \]  
(A13)

\[ \mu_t \left( q_t + \psi_{c,H} q_t \frac{h_{c,t} - h_{c,t-1}}{h_{c,t-1}} \right) = q_t \frac{j_c}{h_{c,t}} + E_t \left\{ \beta c q_{t+1} \mu_{t+1} \left( \frac{\psi_{c,H}}{2} \left( \frac{h_{c,t+1}^2 - h_{c,t}^2}{h_{c,t}^2} \right) + 1 \right) + \lambda_{c,t} m_{c,t} q_{t+1} \pi_{t+1} \right\} \]  
(A14)
\[ w_{c,t} \mu_t = \varrho_t \varphi_t \left( L_{c,t} \right)^{\eta_c - 1} \]  

(A15)

where \( \lambda_{c,t} \) and \( \mu_t \) are Lagrangian multipliers for the budget constraint and borrowing constraint, respectively.

### A.3.4 Retailers

The optimization problem yields the demand curve in equation (53) as well as equations (54)–(56).

\[ Y_t(z) = \left( \frac{P_t(z)}{P_t} \right)^{-\varepsilon} Y_t^f \]  

(A16)

\[ g_t^1 = \lambda_t' \left( \pi_t^* \right)^{(1-\varepsilon)} Y_t + \beta' \theta E_t \left( \frac{P_t^*}{P_{t+1}^*} \right)^{1-\varepsilon} g_{t+1}^1 \]  

(A17)

\[ g_t^2 = \lambda_t' \left( \pi_t^* \right)^{-\varepsilon} Y_t \frac{X_t}{X_t} + \beta' \theta E_t \left( \frac{P_t^*}{P_{t+1}^*} \right)^{-\varepsilon} g_{t+1}^2 \]  

(A18)

\[ (\varepsilon - 1) g_t^1 = \varepsilon g_t^2 \]  

(A19)

### A.4 Data

Data are obtained from NIPA-BEA, CPS-BLS, the FRED database, and the Flow of Funds accounts from the Federal Reserve Board for the period of 1984:Q1 to 2017:Q1. The following list documents the data used in the paper.

- **Real output**: quarterly real GDP divided by the civilian non-institutional population aged 16 and over from the BLS. It is log differenced from the quarter before.
- **Real investment**: the sum of personal consumption expenditures of durables, gross private domestic investment minus private fixed investment of residential and nonresidential structures deflated by their associated deflators (gross private domestic investment implicit price deflator, private fixed investment of residential implicit price deflator, private fixed investment of nonresidential structures implicit price deflator). It is divided by the civilian non-institutional population aged 16 and over from the BLS and is log differenced from the quarter before.
- **Real consumption**: the sum of personal consumption expenditures of non-durables and services deflated by their associated deflators. It is divided by the civilian non-institutional population aged 16 and over from the BLS and is log differenced from the quarter before.
- **Hours**: hours of all persons from the non-farm business sector divided by the non-institutional population aged 16 and over from the BLS. We take the log and demean the data.
- **Inflation**: the log difference (period \( t \) vs. \( t-1 \)) of the GDP deflator.
- **Federal funds rate**: data are from the FRED database and are converted to quarterly rates using the average rate for each quarter.
- **House prices**: the quarterly average of the monthly Freddie Mac House Price Index which are seasonally adjusted and divided by the GDP deflator. It is log differenced from the quarter before.
A.5 Impulse responses

Figure A3. Responses of macroeconomic variables to other level shocks.

Note: The figure plots the generalized impulse responses of selected variables to a one standard deviation increase in innovation of correspondent shocks. The responses are calculated at the unconditional mean of the states. All responses are normalized so that the units of the vertical axis are percentage deviations from the steady-state. Output and investment are normalized by $A$ and $\chi$, so they show increases when $A$ and $\chi$ are shocked, despite the levels increasing.
Figure A4. Responses of macroeconomic variables to other uncertainty shocks.

Note: The figure plots the generalized impulse responses of selected variables to a one standard deviation increase in innovation of correspondent shocks. The responses are calculated at the unconditional mean of the states. All responses are normalized so that the units of the vertical axis are percentage deviations from the steady-state.
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