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## 1. Introduction

Denote by $f$ a positive measurable function on $\mathbf{R}^{n}$, and by $\lambda$ the distribution function of $f: \lambda(y)=|\{x: f(x)>y\}|$, where $y>0$, and $|\{x: \ldots\}|$ denotes the Lebesgue measure of the set specified. We shall suppose that $\lambda(y)<\infty$ for each $y>0$, and that $\lambda(y) \rightarrow 0$ as $y \rightarrow \infty$. The decreasing rearrangement $f^{*}$ of $f$ is defined on $(0, \infty)$ by

$$
f^{*}(t)=\inf \{y: \lambda(y) \leqq t\}, \quad 0<t<\infty
$$

The class $L^{*}\left(\mathbf{R}^{n}\right)$ comprises those functions $f$ for which $\int_{0}^{1} f^{*}(t) d t<\infty$ and $f^{*}(t) \rightarrow 0$ as $t \rightarrow \infty$ : equivalently $f \in L^{*}\left(\mathbf{R}^{n}\right)$ if and only if for each $c>0$,

$$
f \chi_{(x: f(x)>c\}} \in L^{1}\left(\mathbf{R}^{n}\right)
$$

The averaged rearrangement $f^{* *}$ is defined on $(0, \infty)$ by

$$
f^{* *}(t)=t^{-1} \int_{0}^{t} f^{*}(u) d u
$$

It is continuous on ( $0, \infty$ ), decreasing, and tends to zero as $t \rightarrow \infty$.
For a bounded open set $K \subset \mathbf{R}^{n}$, which we suppose to be convex and symmetric with respect to the origin, the Hardy-Littlewood maximal function ${ }^{7} m f$ is defined at each $x \in \mathbf{R}^{n}$ by

$$
m f(x)=\sup _{\lambda>0}\left(\lambda^{n}|K|\right)^{-1} \int_{x+\lambda K} f
$$

where the integration is with respect to Lebesgue measure. In $\mathbf{R}^{1}, m f(x)$ reduces to $\sup _{\lambda>0}(2 \lambda)^{-1} \int_{x-\lambda}^{x+\lambda} f$.

The object of this paper is to show that the functions $(m f)^{*}$ and $f^{* *}$ are of the same order of magnitude, a typical result being that

$$
2^{-n-1} f^{* *}\left(2^{n} t\right) \leqq(m f)^{*}(t) \leqq f^{* *}\left(2^{-n} t\right)
$$

The special case where $K$ is the unit cube has been considered by C. S. Herz and the author in (2) and (6) where less precise constants are obtained.

If in $L^{*}\left(\mathbf{R}^{1}\right)$ we replace $m f$ by $\theta f=\sup _{\lambda>0} \lambda^{-1} \int_{x-\lambda}^{x} f$, there is the well-known result of F. Riesz (3) that $(\theta f)^{*}(t) \leqq f^{* *}(t)$. However, the corresponding result
(without the intervention of any constant) for $m f$ is not valid, as we show in Section 3.

Estimates for the maximal function are of importance for their applications to the theories of differentiation and singular integrals as appears from (1) and (4).

## 2. Principal results

Theorem. Let $f \in L^{*}\left(\mathbf{R}^{n}\right)$, and $m f, f^{* *}$ be as defined in Section 1.
Then for each $t>0,(m f)^{*}(t) \leqq f^{* *}\left(2^{-n} t\right)$,
and if $A$ is a positive constant,

$$
\begin{equation*}
f^{* *}(A t) \leqq B(m f)^{*}(t), \tag{ii}
\end{equation*}
$$

where $B=2^{n}\left(1+2^{n} / A\right)$ if $A<2^{n}$, and $B=\left(1+\left(2^{n} / A\right)^{1 /(n+1)}\right)^{n+1}$ if $A \geqq 2^{n}$.
The proof of this theorem requires some standard facts about rearrangements which are listed as Lemma 1, and whose proof may be found for instance in (5), page 201, lemma 3.17, and also some simple geometrical results on convex sets which are stated (and proved) as Lemma 2.

Lemma 1. (i) For any measurable set $E \subset \mathbf{R}^{n}$,

$$
\begin{gathered}
\int_{E} f \leqq \int_{0}^{|E|} f^{*} \\
\text { (ii) For any } t>0, f^{* *}(t)=\sup \left\{\frac{1}{|F|} \int_{F} f: t \leqq|F|<\infty\right\} \text {. }
\end{gathered}
$$

Lemma 2. Let $K$ be a bounded open set in $\mathbf{R}^{n}$ which is convex and symmetric about the origin.
(i) If $0<\lambda \leqq 1$, and $K \cap(x+\lambda K) \neq \varnothing$, then $x \in 2 K$.
(ii) If $y \in x+\alpha \lambda K$, where $\alpha, \lambda>0$, then $y+(1+\alpha) \lambda K \supset x+\lambda K$.
(iii) Let $H$ be a bounded subset of $\mathrm{R}^{n}$, and $\Lambda$ a finite subset of $(0, \infty)$. Suppose that for each $x \in H$, we are given a value of $\lambda=\lambda(x) \in \Lambda$. Then we can choose a finite number of points $x_{1}, x_{2}, \ldots, x_{m}$ of $H$ so that the sets $\left(x_{i}+\lambda\left(x_{i}\right) K\right)_{i=1}^{m}$ are disjoint, while the sets $\left(x_{i}+2 \lambda\left(x_{i}\right) K\right)_{i=1}^{m}$ cover $H$.

Proof. (i) Let $z \in K \cap(x+\lambda K)$, where $0<\lambda \leqq 1$.
Then $z=x+\lambda k$ where $k \in K$, and so $-k \in K$ since $K$ is symmetric. It follows that $x=(1+\lambda)\left(\frac{1}{1+\lambda} z+\frac{\lambda}{1+\lambda}(-k)\right) \in(1+\lambda) K \subset 2 K$.

This proves (i) and the proof of (ii) is similar.
(iii) We denote $x_{i}+\lambda\left(x_{i}\right) K$ by $K\left(x_{i}\right)$ and $x_{i}+\alpha \lambda\left(x_{i}\right) K$ by $K_{\alpha}\left(x_{i}\right)$ for a given $\alpha>0$.

Since there are only a finite number of choices possible for $\lambda\left(x_{i}\right)$, we choose as $x_{1}$ a point for which $\lambda\left(x_{i}\right)$ is as large as possible. Having chosen $x_{1} \ldots x_{r}$ say, we choose $x_{r+1}$ from among those points $x$ of $H$ for which $K(x)$ is disjoint from $K\left(x_{1}\right) \cup \ldots \cup K\left(x_{r}\right)$, and $\lambda\left(x_{r+1}\right)$ is as large as possible. The chosen points are separated by a certain minimum distance (determined by the smallest element of $\Lambda$ ) and so the boundedness of $H$ forces the sequence to terminate, say at the point $x_{m}$.

We have shown that the sets $\left(K\left(x_{i}\right)\right)_{i=1}^{m}$ are disjoint, and it remains to show that the sets $\left(K_{2}\left(x_{i}\right)\right)_{i=1}^{m}$ cover $H$. Let $y$ be a point of $H$ which is not in any $K\left(x_{i}\right) i=1,2, \ldots, m . K(y)$ cannot be disjoint from all of $K\left(x_{1}\right), \ldots, K\left(x_{m}\right)$, or else it would be available as a choice for $x_{m+1}$. Let $x_{j}$ be the first point of the sequence $\left(x_{i}\right)_{i=1}^{m}$ for which $K\left(x_{i}\right) \cap K(y) \neq \varnothing$. Then $y$ was available at the $j$ th stage as a possible choice for $x_{j}$, and since it was not chosen, it follows that $\lambda\left(x_{j}\right) \geqq \lambda(y)$.

Part (i) now applies to show that $y \in K_{2}\left(x_{j}\right)$, and (iii) follows.
Proof of the main theorem. Suppose $c>0$ is given, and

$$
E=E(c)=\{x:(m f)(x)>c\} .
$$

The lower semi-continuity of $m f$ makes $E$ an open set, and in particular $E$ is measurable.

Let $H$ be a compact subset of $E$ and $\delta>0$ a positive constant; $H$ and $\delta$ are chosen independently of each other and of $c$.

For each $x \in H \supseteq E$, there will be a value of $\lambda$ for which $\left(\lambda^{n}|K|\right)^{-1} \int_{x+\lambda K} f>c$; furthermore, the easily verified fact that $\left(\lambda^{n}|K|\right)^{-1} \int_{x+\lambda K} f \rightarrow 0$ as $\lambda \rightarrow \infty$ shows that we may assume that $\left((2 \lambda)^{n}|K|\right)^{-1} \int_{x+2 \lambda K} f<c+\delta$. For each $x \in H$, we choose a value of $\lambda$ to satisfy both these properties. The continuity of the integral $\int_{x+\lambda K} f$ as a function of $x$ shows that there will be a neighbourhood $N(x)$ of $x$ such that the same value of $\lambda$ may be used throughout. We now use the compactness of $H$ to cover it by a finite number of neighbourhoods $N(x)$, and thus obtain a finite number of values of $\lambda$.

This brings us to the situation of (iii) of Lemma 2, which may now be applied to give a finite number of points $x_{1}, \ldots, x_{m}$ of $H$ with the properties that $\left(K\left(x_{i}\right)\right)_{i=1}^{m}$ are disjoint, while $\left(K_{2}\left(x_{i}\right)\right)_{i=1}^{m}$ cover $H$.

$$
\begin{aligned}
& \text { It follows that if } S=\bigcup_{i=1}^{m} K\left(x_{i}\right) \\
& \qquad|H| \leqq \sum_{i=1}^{m}\left|K_{2}\left(x_{i}\right)\right|=2^{n} \sum_{i=1}^{m}\left|K\left(x_{i}\right)\right|=2^{n}|S|
\end{aligned}
$$

Also for each $x_{i}, \int_{K\left(x_{i}\right)} f>c\left|K\left(x_{i}\right)\right|$, so that on adding, we have $\int_{S} f>c|S|$. With the aid of Lemma 1 (i), this may be rewritten

$$
0<c<\frac{1}{|S|} \int_{S} f \leqq \frac{1}{|S|} \int_{0}^{|S|} f^{*}=f^{* *}(|S|) \leqq f^{* *}\left(2^{-n}|H|\right) .
$$

The fact that $f^{* *}(t) \rightarrow 0$ as $t \rightarrow \infty$ now shows that $|H|$ is bounded above. But $|E|=\sup \{|H|: H$ compact and $\subset E\}$, and so $\mid E$ is finite, and

$$
\begin{equation*}
0<c \leqq f^{* *}\left(2^{-n}|E|\right) . \tag{iii}
\end{equation*}
$$

A corollary of this is that $\left\lvert\, E\left\|/ 2^{n} \leqq \frac{1}{c} \int_{0}^{I E \| / 2^{n}} f^{*} \leqq \frac{1}{c}\right\| f\right. \|_{1}$ if $f$ is integrable. It follows from this inequality by a standard argument (see for instance (1)) that $\lim _{\lambda \rightarrow 0}\left(\lambda^{n}|K|\right)^{-1} \int_{x+\lambda K} f \rightarrow f(x)$ a.e., and in particular that $f(x) \leqq m f(x)$ a.e.

We may now prove inequality (i) of the theorem as follows.
Let $t_{1}>0$ be given, and let $c$ be any positive number with $0<c<(m f)^{*}\left(t_{1}\right)$.
Then $|E|=|\{x:(m f)(x)>c\}|=\left|\left\{t:(m f)^{*}(t)>c\right\}\right|$

$$
\geqq\left|\left\{t:(m f)^{*}(t) \geqq(m f)^{*}\left(t_{1}\right)\right\}\right| \geqq t_{1},
$$

where the facts that (mf)* is decreasing and equimeasurable with $m f$ have been used.

Inequality (iii) above now shows that $0<c \leqq f^{* *}\left(2^{-n} t_{1}\right)$, and since $c$ was any number less than $(m f)^{*}\left(t_{1}\right)$ we deduce that $(m f)^{*}\left(t_{1}\right) \leqq f^{* *}\left(2^{-n} t_{1}\right)$ as required.

In order to prove inequality (ii) of the theorem we again make use of the fact that the family $\left(K_{2}\left(x_{i}\right)_{i=1}^{m}\right.$ covers $H$. It follows that

$$
\begin{equation*}
\int_{H} f \leqq \sum_{i=1}^{m} \int_{K_{2}\left(x_{1}\right)} f \leqq(c+\delta) \sum_{i=1}^{m}\left|K_{2}\left(x_{i}\right)\right|=\left(\frac{2}{\alpha}\right)^{n}(c+\delta) \sum_{i=1}^{m}\left|K_{\alpha}\left(x_{i}\right)\right| \tag{iv}
\end{equation*}
$$

where $\alpha$ is a constant to be determined later. It will be necessary to restrict $\alpha$ to lie in ( 0,1$]$ in order to ensure the disjointness of the sets $\left(K_{a}\left(x_{i}\right)\right)_{i=1}^{m}$

We now show that each $K_{a}\left(x_{i}\right)$ is contained in $E\left(c(1+\alpha)^{-n}\right)$. For according to (ii) of Lemma 2, if $y \in K_{a}\left(x_{i}\right)$, then $G(y)=y+(1+\alpha) \lambda\left(x_{i}\right) K \supseteq K\left(x_{i}\right)$, and so we have

$$
|G(y)|^{-1} \int_{G(y)} f \geqq\left((1+\alpha)^{n}\left|K\left(x_{i}\right)\right|\right)^{-1} \int_{K\left(x_{i}\right)} f>c(1+\alpha)^{-n}
$$

We can now deduce from inequality (iv) that

$$
\int_{H} f \leqq(2 / \alpha)^{n}(c+\delta)\left|E\left(c(1+\alpha)^{-n}\right)\right|
$$

and from the fact that $H, \delta$ were chosen independently it follows that

$$
\begin{equation*}
\int_{E} f=\int_{E(c)} f \leqq(2 / \alpha)^{n} c\left|E\left(c(1+\alpha)^{-n}\right)\right| . \tag{v}
\end{equation*}
$$

Now let $A$ be any positive constant, and let $F$ be a measurable subset of $\mathbf{R}^{n}$ for which $A\left|E\left(c(1+\alpha)^{-n}\right)\right| \leqq|F|<\infty$.

Then

$$
\begin{aligned}
|F|^{-1} \int_{F} f & \leqq|F|^{-1} \int_{E} f+|F|^{-1} \int_{F \backslash E} f \\
& \leqq\left(\frac{2}{\alpha}\right)^{n} \frac{c}{A}+\frac{|F \backslash E|}{|F|} c \leqq\left(\left(\frac{2}{\alpha}\right)^{n} \frac{1}{A}+1\right) c
\end{aligned}
$$

where we have used (v) and the fact that $f(x) \leqq m f(x) \leqq c$ at almost all points of $F \backslash E$. By (ii) of Lemma 1, it follows that

$$
\begin{equation*}
f^{* *}\left(A\left|E\left(c(1+\alpha)^{-n}\right)\right|\right) \leqq\left(\left(\frac{2}{\alpha}\right)^{n} \frac{1}{A}+1\right) c \tag{vi}
\end{equation*}
$$

The proof of inequality (ii) of the theorem is now completed as follows.
Let $t_{1}>0$ be given, and let $c=(1+\alpha)^{n}(m f)^{*}\left(t_{1}\right)$. Then

$$
\left|E\left(c(1+\alpha)^{-n}\right)\right|=\left|\left\{x:(m f)(x)>(m f)^{*}\left(t_{1}\right)\right\}\right|=\mid\left\{t:(m f)^{*}(t)>(m f)^{*}\left(t_{1}\right) \mid \leqq t_{1} .\right.
$$

It follows that $f^{* *}\left(A t_{1}\right) \leqq f^{* *}\left(A\left|E\left(c(1+\alpha)^{-n}\right)\right|\right)$

$$
\leqq\left(\left(\frac{2}{\alpha}\right)^{n} \frac{1}{A}+1\right) c=\left(\left(\frac{2}{\alpha}\right)^{n} \frac{1}{A}+1\right)(1+\alpha)^{n}(m f)^{*}\left(t_{1}\right) .
$$

Inequality (ii) now follows on making the substitution $\alpha=1$ if $A<2^{n}$, or $\alpha=\left(2^{n} / A\right)^{1 /(n+1)}$ if $A \geqq 2^{n}$, and the proof is complete.

The choice of a particular value for $A$ is to some extent arbitrary: the value $A=2^{n}$ gives $2^{-n-1} f^{* *}\left(2^{n} t\right) \leqq(m f)^{*}(t)$ mentioned in the introduction, while the choice $A=1$ gives $f^{* *}(t) \leqq 2^{n}\left(2^{n}+1\right)(m f)^{*}(t)$ which is the estimate obtained in (2) and (6) when $K=Q_{n}$, the unit cube in $\mathbf{R}^{n}$.

The fact that if $f$ is essentially bounded, $\lim _{t \rightarrow 0}(m f)^{*}(t)=\lim _{t \rightarrow 0} f^{* *}(t)=\|f\|_{\infty}$ (which is also evident from elementary considerations) may be deduced from (i) and (ii) by taking $A$ large.

## 3. Further results

For a given $K$, we denote by $\eta(K)$ the smallest constant for which

$$
(m f)^{*}(t) \leqq f^{* *}(t / \eta(K))
$$

for all $f \in L^{*}\left(\mathbf{R}^{n}\right)$ and ${ }^{-} t>0$.
With this notation, (i) of Section 2 can now be stated simply as

$$
\eta(K) \leqq 2^{n} \text { for allysuitable } K \subset \mathbf{R}^{n}
$$

We denote the unit sphere and unit cube in $\mathbf{R}^{n}$ by $K_{n}$ and $Q_{n}$ respectively. We can now make the following observations concerning the size of $\eta(K)$.
(1) $\eta(K)>1$. For the value of $\eta(K)$ is independent of rotations or dilations of $K$, and so without loss of generality we may assume that $\frac{1}{2} \operatorname{diam}(K)=1$
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and that $e_{1}=(1,0, \ldots, 0)$ is a boundary point of $K$. Consider now a unit mass placed at each of the points $\left(r e_{1}\right)_{r=-N}^{N}$. (Such a mass-distribution is a limit in an obvious sense of a sequence of functions in $L^{*}\left(\mathbf{R}^{n}\right)$ whose supports shrink to the points $r e_{1}$, while their integrals remain constant.) If we take $\varepsilon_{n}=\left(1+2^{1 / n}\right)^{-1}<\frac{1}{2}$, an easy calculation shows that $m f(x) \geqq\left(\varepsilon_{n}^{n}|K|\right)^{-1}$ at all points of $r e_{1}+\varepsilon_{n} K,(r=-N, \ldots, N)$ and also at all points in the "overlap" $\left((r-1) e_{1}+\left(1-\varepsilon_{n}\right) K\right) \cap\left(r e_{1}+\left(1-\varepsilon_{n}\right) K\right)$. Hence if $\mu_{n}$ denotes the measure of this last set, we have $m f(x) \geqq\left(\varepsilon_{n}^{n}|K|\right)^{-1}$ on a set whose measure is at least $(2 N+1) \varepsilon_{n}^{n}|K|+2 N \mu_{n}=\tau$ say. It follows that $(m f)^{*}(\tau) \geqq\left(\varepsilon_{n}^{n}|K|\right)^{-1}$. But $f^{* *}(t)$ is simply $(2 N+1) t^{-1}$ for all $t>0$, and so

$$
1 \geqq \frac{(m f)^{*}(\tau)}{f^{* *}(\tau / \eta(K))} \geqq \frac{\left(\varepsilon_{n}^{n}|K|\right)^{-1}}{2 N+1} \cdot \frac{\tau}{\eta(K)},
$$

or

$$
\eta(K) \geqq 1+\frac{2 N}{2 N+1} \frac{\mu_{n}}{\varepsilon_{n}^{n}|K|} .
$$

But $N$ may be taken arbitrarily large, and so $\eta(K) \geqq 1+\mu_{n}\left(\varepsilon_{n}^{n}|K|\right)^{-1}>1$. In the case $K=K_{n}$ the estimate obtained tends rapidly to 1 for large $n$.
(2) $\eta\left(Q_{1}\right)=\eta\left(K_{1}\right) \geqq \frac{3}{2}$. This is simply the case $n=1$ of the above, when $K=(-1,1), \varepsilon_{n}=\mu_{n}=\frac{1}{3}$. Thus we have a gap, even in the one-dimensional case between the upper estimate $\left(\eta\left(K_{1}\right) \leqq 2^{1}=2\right)$ given by the theorem, and the lower estimate $\eta\left(K_{1}\right) \geqq \frac{3}{2}$.
(3) $\eta\left(Q_{n}\right)$ is an increasing function of $n$. For if $f(x)=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a function on $\mathbf{R}^{n}$, which gives a near approximation to $\eta\left(Q_{n}\right)$, then $f^{\sim}\left(x_{1}, x_{2}, \ldots, x_{n}, x_{n+1}\right)=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ gives the same approximation for $\eta\left(Q_{n+1}\right)$. The details are identical to those in Section 3 of (6).
(4) $\eta\left(K_{2}\right) \geqq \frac{3}{2} \frac{\sqrt{2}+\sqrt{3}}{\pi}>\frac{3}{2}$. This estimate is obtained by considering a hexagonal lattice of unit masses in the plane: we outline the argument briefly.

Consider unit masses at the points of the lattice generated by the points $P_{1}=(1,0)$ and $P_{2}=\left(\frac{1}{2}, \sqrt{3} / 2\right)$. If we restrict attention to a large area $V$ of the plane, there are approximately $2 V / \sqrt{3}$ point masses, and so $f^{* *}(t)=2 V /(\sqrt{3} t)$. Let the point $P$ be determined by

$$
\left(\pi(O P)^{2}\right)^{-1}=2\left(\pi\left(P_{1} P\right)^{2}\right)^{-1}=3\left(\pi\left(P_{2} P\right)^{2}\right)^{-1}=\rho
$$

say. It is easily verified that $P$ is $(1 / \sqrt{6},(\sqrt{3}-\sqrt{2}) / \sqrt{6})$ and that the corresponding value of $\rho$ is $\left(\pi\left(1-\sqrt{\frac{2}{3}}\right)\right)^{-1}$. Then at each point of the triangle $O P_{1} P_{2}$, $m f$ has a value at least as large as $\rho$, and so $m f(x) \geqq \rho$ for all $x \in V$.

Hence $(m f)^{*}(V) \geqq \rho$, and so.

$$
1 \geqq \frac{(m f)^{*}(V)}{f^{* *}\left(V / \eta\left(K_{2}\right)\right)} \geqq \rho / \frac{2}{\sqrt{3}} \eta\left(K_{2}\right) .
$$

Hence

$$
\eta\left(K_{2}\right) \geqq \frac{\sqrt{3 \rho}}{2}=\frac{\sqrt{3}}{2} \frac{1}{\pi\left(1-\sqrt{\frac{3}{2}}\right)}=\frac{3}{2} \frac{1}{\pi(\sqrt{3}-\sqrt{2})}=\frac{3}{2} \frac{\sqrt{3}+\sqrt{2}}{\pi}>\frac{3}{2}
$$

(5) The estimate $(m f)^{*}(t) \leqq f^{* *}(t / \eta(K)) \leqq f^{* *}\left(2^{-n} t\right)$ leads at once via Hardy's inequality (see (5) page 196) to a norm estimate for $m f$ if $f \in L^{p}\left(\mathbf{R}^{n}\right), 1<p<\infty$. Thus

$$
\begin{aligned}
\|m f\|_{p} & =\left\|(m f)^{*}\right\|_{p} \leqq\left\|f^{* *}(. / \eta(K))\right\|_{p} \leqq(\eta(K))^{1 / p}\left\|f^{* *}\right\|_{p} \\
& \leqq(\eta(K))^{1 / p} p /(p-1)\left\|f^{*}\right\|_{p}=(\eta(K))^{1 / p} p /(p-1)\|f\|_{p}
\end{aligned}
$$

In particular $\|m f\|_{p} \leqq 2^{n / p} p /(p-1)\|f\|_{p}$.
The following example gives some information about the constants which appear in inequality (ii) of Section 2.
(6) Let $f(x)=|x|^{-\alpha}$, where $|x|^{2}=x_{1}+x_{2}^{2}+\ldots+x_{n}^{2}$, and $0<\alpha<n$.

Then if $0<\alpha \leqq n-2, f$ is a superharmonic function on $\mathbf{R}^{n}$, so that

$$
A(f, x, \lambda)=\left(\lambda^{n}\left|K_{n}\right|\right)^{-1} \int_{x+\lambda K_{n}}
$$

is a non-increasing function of $\lambda>0$. In particular $(m f)(x)=f(x)=|x|^{-\alpha}$, and so

$$
(m f)^{*}(t)=\left(t /\left|K_{n}\right|\right)^{-\alpha / n}=f^{*}(t)=\frac{n-\alpha}{n} f^{* *}(t)
$$

and when $\alpha=n-2,(m f)^{*}(t) \mid f^{* *}(t)$ has the constant value $2 / n$.
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