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Let k be the kernel of a Watson transformation; that i s 
k(x)/x € L2(0 ,oo) , and if x and y are pos i t ive , 

r « _ 
(1) / k(xu) k(yu) u~2du = min (x,y) . 

Then if g i s the transform of F e L£(0 , co), that i s if 

(2) g(x) = JL J™ F(y) Sfô) dy/y , 

it i s known that g e L<2(0» «>), that 

(3) F(x) = ^ f " g(y) k(xy) dy/y, 

and that 

/

oo r oo 

|g(x) | 2dx= y o |F(X) |
 2 dx . 

F o r these re su l t s see [1; theorem 79] . A l so it fol lows from (4) 
that if F | € L2(0 ,oo) , i = 1 , 2 , and if the transform of F^ i s 
gif then 

(5) J0 El(x> g2<x> <** = J0 F1(x)-F2(x) dx . 

Occas ional ly it happens that it i s difficult to use (1) when 
one wants to t e s t whether a particular function i s a Watson 
kerne l , s ince the integration required in (1) may be very diffi­
cult to per form. An alternative condition to (1) i s known in 
t e r m s of the L2~Mell in transform of k, but this later t r a n s ­
form may be hard to compute. Hence it s e e m s worthwhile to 
find other conditions alternative to (1) . This we shall do here 
in t e r m s of the Laplace transform of k, a transform usually 
much e a s i e r to compute than the Mel l in transform. 

Canad. Math. Bul l . vo l . 3, no. 3 , September I960 

247 

https://doi.org/10.4153/CMB-1960-031-3 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1960-031-3


To this end we define 

(6) K(s) = s Ï °° e~ s tk(t)dt, Re s >0 , 
J o 

and in theorem 1, we shall find necessary and sufficient condi­
t ions , in t e r m s of K, that k be a Watson kernel . Also, we 
shall find necessary and sufficient conditions that K be r e p r e ­
sented in the form (6), with k a Watson kernel; this forms the 
content of theorem 2. 

Two remarks a re in order at this point. The first is that 
in [5] , we used K as defined by (6) to find a number of inver­
sion formulae for Watson t ransformat ions . The second r e m a r k 
is that if k is absolutely continuous on [0,R] for every R > 0 , 
with k(0) = 0, and if e " s x k ' (x) eL(0,co) for each s >0, then 

(?) K(s) = / e " s t k l (t)dt 
J o 

This follows either from (6) on integration by pa r t s , or from 
the operational rules for the Laplace t ransform. 

THEOREM 1. A necessary and sufficient condition that a 
function k, with k(x)/x e L2(0,oo), be a Watson kernel is that 
if K is defined by (6), then for positive u and v, 

/ . 

oo 
(8) / K(ux) K(vx) dx = 

U + V 

Proof of necess i ty . Suppose k is a Watson kerne l . 

Since by [2; chapter 3, § 2 , theorem 1] we can 
differentiate a Laplace integral as often as we like under the 
integral sign, it follows that if x and s a re positive, 

/

" 00 
e - s y / x 

o k(y) dy 

jd_ 
dx 

dx J o 

f oo 

Jo e-sy/x k { y ) d y / y 

/ * e ' s Y % ) dy/y ; 
J o 

that i s , if 

F (x) = e ~ s x , and g (x) = x~X K(s/x) , 
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then g s is the t ransform of F s . But then from (5), if u and 
v a re positive, 

A " K(ux) KCvT) dx = f °° K(u/x) K(v/x) dx /x 2 

= / gu(x) gv(x) dx = Jj°¥j^) Fv(x) dx 

• / . 

00 . 
e-(u+v)x dx . _JL 

Proof of sufficiency. Suppose K is given by (6), where 
k(x)/x6 L2<0,oo), and K satisfies (8). Then from (8), if u 
and v are positive 

(9) J M K(u/x) K(v/x) d x / x 2 = -j-Lj- . 

and in par t icular , setting v = u , 

(10) / ° ° JK(u/x) | 2 d x / x 2 = J - • 
Jo ^ u 

Now if u > 0 , 

(11) K(u/x) = (u/x) / e " a t / x k ( t ) d t = u / °° e-u tk(xt)dt , 
J o J o 

and hence substituting (11) in (9) and dividing by u we obtain 

(12) A00 K(Wx) dx /x 2 f °° e"utk(xt)dt = * 

= / e - ^ t t l - e - ^ J / v î d t . 
*/ o 

But then if we may interchange the order of integrations in (12) 
we obtain for each v > 0 and all u > 0, 

/ e"Ut { / °°K(v/x> k<tx) d x / x 2 " <(X - « " ^ / v ) ] dt = 0 , 

and hence from [2; chapter 2, § 9 , theorem 2 ] , if v and t 
a re positive 
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(13) / K(v/x) k(tx) dx/x 2 = (1 « e -^J /v . 
•/ o 

To justify the interchange of the order of integrat ions, it suffices 
to show that if u > 0, then 

I = J e~a tdt / °° | K(v/x) k(tx) | dx /x 2 <: « . 
Jo Jo 

But from (10) and Schwartz 's inequality, the inner integral in 
I is smal ler than 

[ J °° j K(v/x) | 2 dx /x 2 Y { I k(tx) | 2 dx /x 2 j J 

= (t /2v)i { / | k(x) j 2 dx /x 2 J ^ = Mti , 

and thus 

A0 0 * 1 
I < M / e " u t t^ dt ^ oo , 

and (13) is valid. 

But then if we change u to v in (11) and take conjugates» 
and then substitute this expression for K(v/x) in (13), we obtain 
after dividing by v, if v > 0 

/ k(tx) dx /x 2 / °° e - v s k(xs)ds = (1 - e - v t ) / v 2 

• / . 

(14) 
oo 

e" v s min(s , t )d s , 
o 

and then if we may interchange the order of integrations in (14) 
we deduce that for all v > 0 , 

Jo e ~ V S { / k ( t x ) ^ " ^ cix/x2 - min (s , t ) ] ds = 0 , 

and hence from [2; chapter 2, § 9, theorem 2] , if s and t 
a re posit ive, 

r oo 
(15) / k(tx) k(sx) dx /x 2 = min ( t , s ) . 

' o 

To justify the interchange of the order of integrations in 
(14), it suffices to show that if v and t a re posit ive, then 
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J = A^e-vsds f ^ l ^ t x ) k(sx)| dx/x2 <. « a 

Bat from Schwartz1 s inequality, the inner integral in J is 
smaller than 

If |k(tx)| 2 d x / x 2 ] 1 | A00 |k(sx)J 2 dx/x 2 j* 

= (st)£ / | k(x) j 2 dx/x2 = Ns 2 , 

and thus 

J £ N / e~vs st ds -ceo , é N / 
3 0 i 

and (15) is valid. Bat (15) is jast (1) with x and y replaced 
respectively by t and s. Hence (1) is valid, and k is a 
Watson kernel. 

As an example of the use of (8), suppose 

1 
k(x) = (2/ît) 2 sin x . 

Then since k(x)/x =0 (x"1) as x -» oo , k(x)/x € Lr£ (0* co) • 
From [3; §4.7(1)] , K(s) = (2/ir)i s/(s2 + 1) , and if u and 
v are positive 

/
oo •—— 2 f oo x dx 

K(ux) K(vx)dx = - u v / r } ) , l W ? ? l . , 
O TT ' O ( U ^ X ^ + 1 ) ( V ^ X ^ + 1 ) 

- 1 u v / °° f 1 1 7 
" Ï Ï u2 -v2 / o W^x^ + 1 u2x2 + 1 J 

- uv /I I I . I 
u^ - v2 <• v u J u + v \ 

and k is the kernel of a Watson transformation - the transfor­
mation being the Fourier cosine transformation in this case. 

Now if K is represented in the form (6), then K(s)/s is 
the Laplace transform of a function of the form t ^(t), with 
<p € L«2(0, oo) . Now from [4; theorem 3], a necessary and 
sufficient condition that a function F be the Laplace transform 
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of a function of the form t $(t) with <J> ( L2(0, oo) is that 

/ xdx / | F(x+iy)| 2dy < oo » 
Jo J -co 

Applying this to K(s)/s, we arrive at oar next theorem. 

THEOREM 2. Necessary and sufficient conditions that 
an analytic function K(s), regular for Re s > 0, be represented 
in the form (6), where k is a Watson kernel are that 

(16) / x dx / •— y ' dy < GO , 
i o J . oo x^+y* 

and that (8) hold. 

Theorem 2 can be used to "discover" kernels. For 
example 

JL= f °° e-(*+v)xdx , 
u+v / 

J o 
so that if K(s) = e" s , K satisfies (8). But it also satisfies (16), 
for 

f W
x d x [™ l K ( X + i y ) l ^ d y = f°° x e - X dx f™ dY = TT. 

Jo J -oo (x^ + y2) y y 0 J-co x^ + y2 

Hence e" s /s is the Laplace transform of a Watson kernel k. 

From [3; 5.5(1)], 

k(x) = \ 
CO, 0 < x < 1 

11, x > 1 

and from (2), the transformation is just the so-called "elemen­
tary" Watson transformation 

g(*) = à F ( i . 
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