# ON THE ENDOMORPHISMS OF A POLYNOMIAL RING 

JOHN DAVID

This paper arises in the attempt to solve the following problem related to the Zariski Problem. Let $A$ be a polynomial ring in three variables over a field, $k$. Suppose there is a subring $B$ of $A$ such that $k \subseteq B$ and there is variable $t$ over $B$ such that $B[t]=A$. Then is it true that $B$ is a polynomial ring over $k$ ?

The Zariski Problem was raised in 1949 at the Paris Colloquium on algebra, and is unsolved to this day (see [2] and [4]). The question at hand is still unsolved (see [1] and [3] for much completed work on this question).

For a review of the ideal-adic topology of a ring, and some properties of completion, see [5, p. 49; 6, p. 129].

Main Theorem. Let $R$ be a subring of a polynomial ring $A$, in three variables $x^{\prime}, y^{\prime}, z^{\prime}$ over a field $k \subseteq R$. Let the $k$-transcendence degree of the quotient field of $R$ equal two and $R$ be algebraically closed in $A$.
(1) Suppose that there exists a ring homomorphism $\sigma: A \rightarrow A$ such that $\left.\sigma\right|_{R}=\operatorname{id}_{R}$ and kernel $\sigma=t A \neq(0)$.
(2) Suppose also that $z^{\prime} \notin R$ and there exists an infinite subset $S$ of $N$ such that $p \in S$ implies there exists a ring homomorphism $\tau_{p}: A \rightarrow A$ such that $\tau_{p}(t)=$ $\left(z^{\prime}-c\right)^{p}$ where $c \in k$ equals the constant term of $\sigma\left(z^{\prime}\right)$ and such that $\left.\tau_{p}\right|_{R}=\mathrm{id}_{R}$.

Then $R[t]$ equals $A$.
Remark. All rings are commutative with identity and all maps are ring homomorphisms. In addition, all notation in the statement of the theorem remains constant.

Remark. The proof of this theorem is in two parts. The first shows $A \subseteq$ $R[[t]]^{*}$ where $R[[t]]^{*}$ is the ring of all elements of $k[[x, y, z]]$ that can be written as $\sum_{i=0}^{\infty} c_{i} t^{i}, c_{i} \in R$, for a certain basis $x, y, z$ of $A$. This part uses assumption (1), not (2). The second part shows that any element of $A$ which does not lie in $R[t]$, cannot lie in $R[[t]]^{*}$. This part uses both assumptions.

Lemma 1. If $p$ is prime in $A=k[x, y, z], x, y, z$ any basis of $A$, and $p \mid q \in A$ in $k[[x, y, z]]$, then $p \mid q$ in $A($ Assume $p \in(x, y, z) A)$.

Proof. By [5, 17.9], $\operatorname{pk}[[x, y, z]] \cap A_{(x, y, z)}=p A_{(x, y, z)}$. Thus there exists $q^{\prime} \in A, s \in A \backslash p A$ such that $p q^{\prime}=q s$, as $p A \subseteq(x, y, z) A$. As $p$ is prime and $p \nmid s$ in $A, p \mid q$ in $A$.

[^0]Lemma 2. There exists a basis $x, y, z$ of $A$ such that $t \in(x, y, z) A$ (By a basis, we mean $k[x, y, z]=A$ ).

Proof. As $0=\sigma\left(t\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)=t\left(\sigma\left(x^{\prime}\right), \sigma\left(y^{\prime}\right), \sigma\left(z^{\prime}\right)\right), t(a, b, c)=0$ where $a, b, c \in k$ are the respective constant terms of $\sigma\left(x^{\prime}\right), \sigma\left(y^{\prime}\right)$, and $\sigma\left(z^{\prime}\right)$ in the basis $x^{\prime}, y^{\prime}, z^{\prime}$. Now write $t$ as follows:

$$
t\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=t\left(\left(x^{\prime}-a\right)+a,\left(y^{\prime}-b\right)+b,\left(z^{\prime}-c\right)+c\right)
$$

In terms of this new basis $x^{\prime}-a, y^{\prime}-b, z^{\prime}-c$, therefore, the constant term of $t$ is $t(a, b, c)=0$.

Remark. In view of Lemma 2, there exists a basis $x, y, z$ for $A$ such that $\tau_{p}(t)=z^{p}$ and $t \in(x, y, z) A$. From here on, this will be the only basis we will deal with, and its notation will be preserved.

Definition. Let $T$ be any subring of $A$. Then $T[[t]]^{*}$ is the set of all elements of $k[[x, y, z]]$ that can be expressed as $\sum_{i=0}^{\infty} a_{i} t^{i}$ where $a_{i} \in T$. This limit is taken in the $(x, y, z)$-adic topology.
Lemma 3. Let $T$ be any subring of $A$. Then $T[[t]]^{*}$ is a subring of $k[[x, y, z]]$, with the "natural" addition and multiplication. Furthermore, for any countable sequence $\left\{a_{i}\right\}_{i=0}^{\infty}$ of elements of $T, \sum_{i=0}^{\infty} a_{i} t^{i} \in T[[t]]^{*}$.

Proof. As $t \in(x, y, z),\left\{S_{n}=\sum_{i=0}^{n} a_{i} t^{i}\right\}_{i=0}^{\infty}$ forms a Cauchy sequence in the $(x, y, z)$-adic topology of $A$. That is,
for all $K>0$, there exists $N_{0}>0$ such that $N, M>N_{0}$ implies

$$
S_{N}-S_{M} \in(x, y, z)^{K}
$$

Thus $\sum_{i=0}^{\infty} a_{i} t^{i} \in k[[x, y, z]]$.
Now let $a_{i}, b_{i} \in T$. That $T[[t]]^{*}$ is additively closed follows from $\sum a_{i} t^{i}+$ $\sum b_{i} t^{i}=\sum\left(a_{i}+b_{i}\right) t^{i}$. That $T[[t]]^{*}$ is multiplicatively closed is seen as follows: By 17.3 of [5],

$$
\alpha=\left(\sum a_{i} t^{i}\right)\left(\sum b_{i} t^{i}\right)=\lim _{n}\left(\sum_{i=0}^{n} a_{i} t^{i}\right)\left(\sum_{i=0}^{n} b_{i} t^{i}\right) .
$$

We claim

$$
\sum_{i=0}^{\infty}\left(\sum_{j+r=i} a_{j} b_{r}\right) t^{i}=\alpha
$$

Let $K>0$. Then there exists $N_{0}$ such that $N>N_{0}$ implies

$$
\alpha-\left(\sum_{i=0}^{N} a_{i} t^{i}\right)\left(\sum_{i=0}^{N} b_{i} t^{i}\right) \in(x, y, z)^{K} A .
$$

Let $N_{1}=\max \left(K, N_{0}\right)$. Then for $N>N_{1}+1$

$$
\alpha-\sum_{i=0}^{N}\left(\sum_{j+\tau=i} a_{j} b_{r}\right) t^{i}=\alpha-\left(\sum_{i=0}^{N_{1}+1} a_{i} t^{i}\right)\left(\sum_{i=0}^{N_{1}+1} b_{i} t^{i}\right)-\sum_{i=N_{1}+2}^{N}\left(\sum_{j+r=i} a_{j} b_{r}\right) t^{i}
$$

where $j>N_{1}+1$ or $r>N_{1}+1$. The difference of the first two terms lies in
$(x, y, z)^{K} A$ because $N_{1}+1>N_{0}$. The last term is divisible by $t^{K}$ as $K<N_{1}+$ 1. As $t \in(x, y, z) A$, it is in $(x, y, z)^{K} A$.

Remark. $A$ is considered as a subring of $k[[x, y, z]]$ in the natural way, i.e., all finite sums of forms from $A$, with respect to the basis $x, y, z$.

Lemma 4. $\sigma$ can be extended to $\sigma^{*}: A[[t]]^{*} \rightarrow A$. That is, $\left.\sigma^{*}\right|_{A}=\sigma$.
Proof. Consider any two elements $\sum a_{i} t^{i}=\alpha$ and $\sum b_{i} t^{i}=\beta$ of $A[[t]]^{*}$, where $a_{i}, b_{i} \in A$. Define $\sigma^{*}(\alpha)=\sigma\left(a_{0}\right)$. If $\alpha=\beta$ then $a_{0}-b_{0}=t \sum\left(a_{i}-b_{i}\right) t^{i-1}$. By Lemma 1, there exists $q \in A$ such that $a_{0}-b_{0}=t \cdot q$. Apply $\sigma$ to this difference, remembering $\sigma(t)=0$. Thus $\sigma^{*}(\alpha)=\sigma^{*}(\beta)$ and hence $\sigma^{*}$ is welldefined. That $\sigma^{*}$ is a ring homomorphism is seen from

$$
\begin{aligned}
& \alpha+\beta=a_{0}+b_{0}+\sum\left(a_{i}+b_{i}\right) t^{i} \text { and } \\
& \alpha \cdot \beta=a_{0} b_{0}+\sum_{i=1}^{\infty}\left(\sum_{j+r=i} a_{j} b_{r}\right) t^{i} .
\end{aligned}
$$

That $\sigma^{*}$ agrees with $\sigma$ on $A$ is seen by writing any element $a$ of $A$ as $a+$ $\sum_{i=1}^{\infty} 0 \cdot t^{i}$.

Lemma 5. $t$ is transcendental over $R$.
Proof. Let $r_{n} t^{n}+\ldots+r_{1} t+r_{0}=0$ be an equation of minimal degree for $t$ over $R$. Apply $\sigma$ and deduce that $0=\sigma\left(r_{0}\right)=r_{0}$.

Lemma 6. Image $(\sigma)=R$.
Proof. As Image $(\sigma) \subseteq A$ is an affine ring over a field, containing at least two $k$-transcendentally independent elements from $R$, the Krull dimension of Image $(\sigma)$ is two or three. As $\sigma$ is not an isomorphism, the Krull dimension of Image ( $\sigma$ ) is two. Thus q.f. (Image $\sigma$ ) has $\operatorname{trans}_{\mathrm{k}}$ degree equal to two, thus is algebraic over q.f. ( $R$ ). Thus Image ( $\sigma$ ) is algebraic over $R$, and thus equals $R$ (see [6, p. 193]).

Theorem 1. $A \subseteq R[[t]]^{*}$.
Proof. By Lemma 5, $\operatorname{tr}_{k}$ q.f. $(R[t])=3$. As $\operatorname{tr}_{k}$ q.f. $(A)=3$, q.f. $A$ is algebraic over q.f. $R[t]$. Thus $A$ is algebraic over $R[t]$. Thus $A$ is algebraic over $R[[t]]^{*}$. Let $h_{t} \in A$, and let
(e) $a_{n} X^{n}+a_{n-1} X^{n-1}+\ldots+a_{0}=0$ be a non-zero equation of minimal degree for $h_{t}$ over $R[[t]]^{*}$. Thus $a_{i} \in R[[t]]^{*}$.

We will show this equation has a root $\sum h_{i} t^{i}, h_{i} \in R$, in $R[[t]]^{*}$. As $R[[t]]^{*}$ is a domain, $h_{t} \in R[[t]]^{*}$. Let $a_{j}=\sum_{i} r_{j i} t^{i}, r_{j i} \in R$. If the following equations all hold, for a sequence of $h_{i} \in R, i=0,1, \ldots$, then $\sum h_{i} t^{i}$ is a root of $(e)$.

This is sufficient for $\sum h_{i} i^{i}$ to be a root, as will be seen below.

$$
\begin{aligned}
& \left(t^{0}\right): r_{n, 0} h_{0}{ }^{n}+r_{n-1,0} h_{0}{ }^{n-1}+\ldots+r_{1,0} h_{0}+r_{0,0}=0 . \\
& \left(t^{1}\right): r_{n, 0}\binom{n}{1} h_{0}{ }^{n-1} h_{1}+r_{n, 1} h_{0}{ }^{n}+\ldots+r_{1,0} h_{1}+r_{1,1} h_{0}+r_{0,1}=0 .
\end{aligned}
$$

Let

$$
\begin{aligned}
& w_{2}= r_{n, 0}\binom{n}{2} h_{1}{ }^{2} h_{0}{ }^{n-2}+r_{n-1,0}\binom{n-1}{2} h_{1}{ }^{2} h_{0}{ }^{n-3}+\ldots+r_{2,0} h_{1}{ }^{2} \\
&+r_{n, 1}\binom{n}{1} h_{1} h_{0}{ }^{n-1}+r_{n-1,1}\binom{n-1}{1} h_{1} h_{0}{ }^{n-2}+\ldots+r_{1,1} h_{1} \\
&+r_{n, 2} h_{0}{ }^{n}+\ldots+r_{1,2} h_{0}+r_{0,2} . \\
&\left(t^{2}\right): r_{n, 0} h_{2} h_{0}{ }^{n-1}\binom{n}{1}+r_{n-1,0} h_{2} h_{0}{ }^{n-2}\binom{n-1}{1}+\ldots+r_{1,0} h_{2}+w_{2}=0 .
\end{aligned}
$$

In general, let $w_{K}$ be the canonical $R$-coefficient of $t^{K}$ in the expression

$$
\begin{aligned}
& a_{n}\left(\sum_{i=0}^{K-1} h_{i} t^{i}\right)^{n}+a_{n-1}\left(\sum_{i=0}^{K-1} h_{i} t^{i}\right)^{n-1}+\ldots+a_{0} . \\
& \left(t^{K}\right): r_{n, 0} h_{K} h_{0}{ }^{n-1}\binom{n}{1}+r_{n-1,0} h_{K} h_{0}{ }^{n-2}\binom{n-1}{1}+\ldots+r_{1,0} h_{K}+w_{K}=0 .
\end{aligned}
$$

Remark. The following equalities are all valid in $k[[x, y, z]]$ by Lemma 3.
To find $h_{0}$, we apply $\sigma^{*}$ to the equation $a_{n} h_{t}^{n}+\ldots+a_{0}=0$ to get

$$
r_{n, 0} \sigma\left(h_{t}\right)^{n}+r_{n-1,0} \sigma\left(h_{t}\right)^{n-1}+\ldots+r_{0,0}=0 .
$$

By Lemma 6, $\sigma\left(h_{t}\right) \in R$. Define $h_{0}=\sigma\left(h_{t}\right)$. Thus $h_{0}$ satisfies $\left(t^{0}\right)$.
To find $h_{1}$, we note the following:

$$
a_{n}\left(\left(h_{t}-h_{0}\right)+h_{0}\right)^{n}+\ldots+a_{1}\left(\left(h_{t}-h_{0}\right)+h_{0}\right)+a_{0}=0 .
$$

As $h_{0}$ is a solution of (e), with coefficients $\sigma^{*}\left(a_{i}\right)$, it follows that

$$
\begin{array}{r}
q=a_{n} \cdot \sum_{i=1}^{n}\left(h_{t}-h_{0}\right)^{i} h_{0}{ }^{n-t}\binom{n}{i}+\left(\sum_{i=1}^{\infty} r_{n, t} t^{i}\right) h_{0}^{n}+\ldots+a_{1}\left(h_{t}-h_{0}\right) \\
\\
+\left(\sum_{i=1}^{\infty} r_{1, i} t^{i}\right) h_{0}+\sum_{i=1}^{\infty} r_{0, i} t^{t}=0
\end{array}
$$

As $\sigma\left(h_{t}-h_{0}\right)=0, t \mid h_{t}-h_{0}$ in $A$.
We define $h_{1}=\sigma\left(\left(h_{t}-h_{0}\right) / t\right)$. We now can write $q / t$ as a sum of elements from $A[[t]]^{*}$ :

$$
0=q / t=r_{n, 0} \frac{\left(h_{t}-h_{0}\right)}{t} h_{0}^{n-1}\binom{n}{1}+r_{n, 1} h_{0}^{n}+\ldots+r_{1,0} \frac{\left(h_{t}-h_{0}\right)}{t}
$$

$$
+r_{1,1} h_{0}+r_{0,1}+\left(h_{t}-h_{0}\right) q_{1}+t q_{2}
$$

where $q_{1}, q_{2} \in A[[t]]^{*}$.

Thus $\sigma^{*}(q / t)=0, \sigma^{*}\left(h_{t}-h_{0}\right)=0$ and $\sigma^{*}(t)=0$ implies

$$
r_{n, 0} h_{1} h_{0}{ }^{n-1}\binom{n}{1}+r_{n, 1} h_{0}{ }^{n}+\ldots+r_{1,0} h_{1}+r_{1,1} h_{0}+r_{0,1}=0
$$

So $h_{1}$ satisfies ( $t^{1}$ ). By Lemma 6, $h_{1} \in R$.
As

$$
\sigma\left(\frac{h_{t}-h_{0}}{t}-h_{1}\right)=0, \quad t \left\lvert\, \frac{h_{t}-h_{0}}{t}-h_{1} \quad\right. \text { in } A
$$

Therefore $t^{2} \mid h_{t}-t h_{1}-h_{0}$ in $A$.
Suppose we have found $h_{0}, h_{1}, \ldots, h_{K-1} \in R$ such that they satisfy $\left(t^{i}\right), i=1,2, \ldots K-1, K \geqq 2$, and such that $t^{K} \mid h_{t}-t^{K-1} h_{K-1}-t^{K-2} h_{K-2}-$ $\ldots-t h_{1}-h_{0}$ in $A$. We will now find $h_{K}$. Let

$$
V_{K-1}=t^{K-1} h_{K-1}+t^{K-2} h_{K-2}+\ldots+h_{0}
$$

We can assume $\sigma\left(\left(h_{t}-V_{K-1}\right) / t^{i}\right)=0$ for $i<K$.
We have

$$
a_{n}\left(\left(h_{t}-V_{K-1}\right)+V_{K-1}\right)^{n}+a_{n-1}\left(\left(h_{t}-V_{k-1}\right)+V_{k-1}\right)^{n-1}+\ldots+a_{0}=0
$$

as $h_{t}$ is a root of (e). Thus

$$
\begin{aligned}
& q^{\prime}=a_{n}\left(\sum_{i=1}^{n}\left(h_{t}-V_{K-1}\right)^{i} V_{K-1}^{n-i}\binom{n}{i}\right)+a_{n} V_{K-1}^{n}+\ldots \\
& \\
& \quad+a_{1}\left(h_{t}-V_{K-1}\right)+a_{1} V_{K-1}+a_{0}=0,
\end{aligned}
$$

where

$$
a_{n} V_{K-1}^{n}+\ldots+a_{1} V_{K-1}+a_{0}=w_{K} t^{K}+w_{K+1} t^{K+1}+\ldots
$$

$w_{i} \in R ; w_{i}$ is the canonical $R$-coefficient of $t^{i}$. We define

$$
h_{K}=\sigma\left(\left(h_{t}-V_{K-1}\right) / t^{K}\right) .
$$

By Lemma $6, h_{K} \in R$. Then $q^{\prime} / t^{K}$ can be written as a sum of elements from $A[[t]]^{*}$ :

$$
\begin{aligned}
& \left(\frac{h_{t}-V_{K-1}}{t^{K}}\right)\left(r_{n 0} h_{0}{ }^{n-1}\binom{n}{1}+\ldots+r_{10}\right) \\
& \\
& \quad+w_{K}+t q_{1}+\sum_{i=0}^{K-1}\left(\frac{h_{t}-V_{K-1}}{t^{i}}\right) q_{i}^{\prime}
\end{aligned}
$$

where $q_{1}, q_{i}{ }^{\prime} \in A[[t]]^{*}$. Applying $\sigma^{*}$ to $q^{\prime} / t^{K}$, as $\sigma\left(\left(h_{t}-V_{K-1}\right) / t^{i}\right)=0$, $i<K$ we see

$$
h_{K}\left(r_{n, 0} h_{0}^{n-1}\binom{n}{1}+\ldots+r_{1,0}\right)+w_{K}=0
$$

Thus $h_{K}$ satisfies $\left(t^{K}\right)$. As $\sigma\left(\left(h_{t}-V_{K-1}\right) / t^{K}-h_{K}\right)=0, t \mid\left(h_{t}-V_{K-1}\right) / t^{K}-h_{K}$
in $A$. Thus $t^{K+1} \mid h_{t}-t^{K} h_{t}-V_{K-1}$ in A. Also $\sigma\left(\left(h_{t}-t^{K} h_{K}-V_{K-1}\right) / t^{i}\right)=0$, $i<K+1$. This completes the inductive construction of the $h_{i} \in R$. The expression

$$
\beta=a_{n}\left(\sum h_{i} t^{i}\right)^{n}+a_{n-1}\left(\sum h_{i} t^{i}\right)^{n-1}+\ldots+a_{0}
$$

(by $[5], 17.3$ ) is equal to $\lim _{n} \alpha_{n}$ where

$$
\alpha_{m}=\left(\sum_{i=0}^{m} r_{n, i} t^{i}\right)\left(\sum_{i=0}^{m} h_{i} t^{i}\right)^{n}+\ldots+\sum_{i=0}^{m} r_{0, i} t^{i}
$$

Now let $K>0$. For $m>K-1, t^{K} \mid \alpha_{m}$, because our constructed $h_{i}$ are solutions to $\left(t^{i}\right)$. Thus $\alpha_{m} \in(x, y, z)^{K}$ and hence $\lim \alpha_{m}=0$. Thus $\beta=0$ in $k[[x, y, z]]$ and thus in $R[[t]]^{*}$. This completes the proof of Theorem 1.

We now proceed to the second part of the proof of the main theorem.
Lemma 7. If $\tau: A \rightarrow A$ such that $\left.\tau\right|_{R}=\operatorname{id}_{\mathbf{R}}$ and $\tau(t)=a \notin R$, then for all $\alpha \in A \backslash R[t], \tau(\alpha) \notin R[a]$.

Proof. We first calculate the kernel of $\tau$. This is either of height one or zero, as $\operatorname{trans}_{\mathbf{k}} \operatorname{deg} R=2$ and $R \subseteq$ image $(\tau)$. If kernel $(\tau)=(p) \neq(0)$ where $p$ is prime, then by Theorem $1, t=\sum_{i=0}^{\infty} c_{i} p^{i} \in R[[p]]^{*}, c_{i} \in R$, and where there exists a basis $x_{0}, y_{0}, z_{0}$ of $A$ such that $p \in\left(x_{0}, y_{0}, z_{0}\right) A$, by Lemma 2. Thus $t-c_{0}=p \cdot c^{\prime}$ where $c^{\prime} \in k\left[\left[x_{0}, y_{0}, z_{0}\right]\right]$. By Lemma 1 , there exists $c^{\prime \prime} \in A$ such that $t-c_{0}=p \cdot c^{\prime \prime}$. Hence $\tau(t)-\tau\left(c_{0}\right)=0$, or $\tau(t)=c_{0} \in R$, a contradiction. Thus kernel $(\tau)=(0)$.

Let $\alpha \in A$. Suppose $\tau(\alpha)=r_{n} a^{n}+\ldots+r_{0}, r_{i} \in R$. Then

$$
\tau\left(\alpha-\left(r_{n} t^{n}+\ldots+r_{0}\right)\right)=0
$$

Since kernel $(\tau)=(0), \alpha=r_{n} t^{n}+\ldots+r_{0}$, it follows that $\alpha \in R[t]$.
Lemma 8. If $\tau: A \rightarrow A$ such that $\left.\tau\right|_{R}=\operatorname{id}_{R}$ and $\tau(t) \in(x, y, z) A$, then $\tau(x), \tau(y)$ and $\tau(z) \in(x, y, z) A$.

Proof. We will do the proof for $\tau(x)$ only. By Theorem 1 and Lemma 1, $x=c_{0}+c^{\prime \prime} t, c_{0} \in R$ and $c^{\prime \prime} \in A$. As $t \in(x, y, z) A, c_{0} \in(x, y, z) A$. Apply $\tau: \tau(x)=c_{0}+\tau\left(c^{\prime \prime}\right) \tau(t)$. Since both $c_{0}$ and $\tau(t)$ belong to $(x, y, z) A$, we are done.

Lemma 9. Let $\tau: A \rightarrow A$ be such that $\left.\tau\right|_{R}=\operatorname{id}_{R}$ (and $\tau(t) \in(x, y, z) A$. If $\sum_{\sum} c_{i} t^{i}, c_{i} \in R$, converges to an element $\alpha$ of $A$, in the ( $x, y, z$ )-adic topology, then $\sum c_{i} \tau(t)^{i}$ converges to $\tau(\alpha)$, in the same topology.

Proof. For all $K>0$ there exists $n_{0}$ such that $n>n_{0}$ implies

$$
\alpha-\sum_{i=0}^{n} c_{i} t^{i}=g \in(x, y, z)^{K} A
$$

Apply $\tau$ :

$$
\tau(\alpha)-\sum_{i=0}^{n} c_{i} \tau(t)^{i}=\tau(g) .
$$

By Lemma $8, \tau(g)=g(\tau(x), \tau(y), \tau(z)) \in(x, y, z)^{K} A$.
Lemma 10. Let $\alpha \in A$. Then there exists $q>0, K \geqq 0$, and $l \geqq 0$ such that $p>q$ implies $\operatorname{deg} \tau_{p}(\alpha)<K \cdot p+l\left(\right.$ Assume $\tau_{p}(\alpha) \neq 0$ for all $\left.p\right)$.

Proof. Here $\operatorname{deg} \beta \in A$ is the degree of its non-zero form of highest degree. If $\alpha \in R[t]$, then for $q=\max \left\{\operatorname{deg} c_{i}\right\}_{i=1}^{K}$,

$$
\begin{aligned}
& \operatorname{deg} \tau_{p}(\alpha)=K \cdot p+l \text { for } p>q, l=\operatorname{deg} c_{K}, \text { where } \\
& \qquad \alpha=c_{K} t^{K}+c_{K-1} t^{K-1}+\ldots+c_{0}, c_{i} \in R, c_{K} \neq 0
\end{aligned}
$$

Suppose $\alpha \notin R[t]$. As $A$ is algebraic over $R[t]$, we have:

$$
\text { (ee) } a_{n} \alpha^{n}+a_{n-1} \alpha^{n-1}+\ldots+a_{0}=0, a_{i} \in R[t], \text { not all } a_{i} \neq 0 .
$$

For each $a_{i}$, there exists $q_{i}, K_{i}$, and $l_{i}$ such that if $a_{i} \neq 0$, then

$$
\operatorname{deg} \tau_{p}\left(a_{i}\right)=K_{i} p+l_{i}, p>q_{i} .
$$

Let $q=\max \left\{q_{i}\right\}$, and let $p>q$. Apply $\tau_{p}$ to (ee). Two of the summands must have the same degree; that is, there exists $V_{p} \neq w_{p}$ such that $a_{V_{p}} \neq 0 \neq a_{w_{p}}$ and

$$
\operatorname{deg} \tau_{p}\left(a_{V_{p}} \alpha^{V_{p}}\right)=\operatorname{deg} \tau_{p}\left(a_{w_{p}} \alpha^{w_{p}}\right)
$$

Thus

$$
\operatorname{deg} \tau_{p}\left(a_{V_{p}}\right)+\operatorname{deg} \tau_{p}(\alpha)^{V_{p}}=\operatorname{deg} \tau_{p}\left(a_{w_{p}}\right)+\operatorname{deg} \tau_{p}(\alpha)^{w_{p}} .
$$

We derive

$$
\operatorname{deg} \tau_{p}(\alpha)=\frac{K_{w_{p}}-K_{V_{p}}}{V_{p}-w_{p}} \cdot p+\frac{l_{w_{p}}-l_{V_{p}}}{V_{p}-w_{p}} .
$$

As the differences $K_{i}-K_{j}, l_{i}-l_{j}$, and $i-j$ are finite in number, let

$$
K=\max \left\{\left[\frac{K_{i}-K_{j}}{j-i}\right]^{+}+1\right\}_{i \neq j}
$$

and

$$
l=\max \left\{\left[\frac{l_{i}-l_{j}}{j-i}\right]^{+}+1\right\}_{i \neq j}
$$

where $[w]^{+}$indicates greatest positive integer in $w$, or zero, whichever is greater.

Then $\operatorname{deg} \tau_{p}(\alpha)<K \cdot p+l$, for all $p>q$.

Theorem 2. If $\alpha \in A \backslash R[t]$, then $\alpha$ cannot be expressed in the following form, as an element of $k[[x, y, z]]$ :

$$
\sum_{i=0}^{\infty} c_{i} t^{i}, \quad c_{i} \in R
$$

The limit is taken in the $(x, y, z)$-adic topology.
Proof. Suppose $\alpha=\sum c_{i} t^{i} \in R[[t]]^{*}, c_{i} \in R$. By Lemma 10 , there exists $K \geqq 0, l \geqq 0$, and $q>0$ such that

```
deg}\mp@subsup{\tau}{p}{}(\alpha)\leqqK\cdotp+l,p>q
```

By Lemma 9, $\left\{\sum_{i=0}^{n} c_{i} \tau_{p}(t)^{i}\right\}$ converges to $\tau_{p}(\alpha)$, in the $(x, y, z)$-adic topology. By Lemma 7, $\tau_{p}(\alpha) \neq 0 \notin R\left[z^{p}\right]$. Pick $n$ large enough so that $n>K$. Select $p>q$ so that $\operatorname{deg} c_{i}<p, i \leqq n$, and $l<p$, and $\tau_{p}$ is defined.

As

$$
\operatorname{deg} \tau_{p}(\alpha) \leqq K \cdot p+l<n \cdot p+p
$$

by Lemma 10, in the difference,

$$
\tau_{p}(\alpha)-\left(c_{0}+c_{1} z^{1 \cdot p}+\ldots+c_{n} z^{z \cdot p}+c_{n+1} z^{n p+p}+\ldots+c_{m} z^{m \cdot p}\right)
$$

$m>n+1$, no form in

$$
\Omega=\tau_{p}(\alpha)-\left(c_{0}+c_{1} z^{p}+\ldots+c_{n} z^{n \cdot p}\right)
$$

can cancel with any form of

$$
c_{n+1} z^{n \cdot p+p}+\ldots+c_{m} z^{n \cdot p}
$$

As $\tau_{p}(\alpha)-\sum_{i=0}^{m} c_{i} z^{i \cdot p}$ lies in higher and higher powers of $(x, y, z) A$ for higher values of $m, \Omega=0$. Thus $\tau_{p}(\alpha) \in R\left[z^{p}\right]$. This contradicts Lemma 7 , as $\tau_{p}(t)=$ $z^{p} \notin R ; z \in A \backslash R$ and $R$ is algebraically closed in $A$. This completes the proof of Theorem 2, and thus the proof of the Main Theorem.

## ADDENDUM

We note the following interesting corollary to the main theorem.
Corollary. Let $B=k[a, b, c] \subseteq k[x, y, z]$. Let $\operatorname{dim} B=2$, that is, the $k$ transcendence degree of the quotient field of $B$ equals 2 , and let $t$ be the generator of the kernel of the homomorphism $k[x, y, z] \rightarrow B$ where $x \rightarrow a, y \rightarrow b$, and $z \rightarrow c$. Suppose $t$ is transcendental over $B$ and suppose every homomorphism $B[t] \rightarrow$ $k[x, y, z]$ can be extended to a homomorphism $k[x, y, z] \rightarrow k[x, y, z]$; that is, $B[t]$ satisfies the "extension property". Then $B[t]=k[x, y, z]$. In simpler terms, we have $B[t]=k[x, y, z]$ if and only if $B[t]$ has the extension property. Let $A=$ $k[x, y, z]$, as usual.

Proof. Suppose $B[t]$ has the extension property. By this there exists $g_{0}: A \rightarrow$ $A$, such that $g_{0}(t)=0$ and $\left.g_{0}\right|_{B}=\mathrm{id}_{B}$. Also for all $p \in N$ there exists $g_{p}: A \rightarrow A$ such that $g_{p}(t)=(z-c)^{p},\left.\quad g_{p}\right|_{B}=\mathrm{id}_{B}$, where, without loss of generality, $z \notin B$ and $c=$ constant term of $g_{0}(z)$.

By the main theorem, if $t$ is shown to be prime and thus the generator of the kernel of $g_{0}$, and if $B$ is shown to be algebraically closed in $A$, then we are done. But $t$ is obviously prime, as it is the principal equation of $B$.

To show $B$ is algebraically closed in $A$, we first show $q \in$ image $g_{0}$ implies there exists $j \in N$ such that $g_{0}{ }^{j}(q)=q$. Here, $g_{0}{ }^{j}$ indicates $g_{0}$ composed $j$ times with itself. Now, $B \subseteq$ image $g_{0}, \operatorname{dim} B=2$, and $g_{0}$ not an isomorphism all imply that image $g_{0}$ is algebraic over $B$. Let $q \in$ image $g_{0}$. There exists $a_{i} \in B$ such that

$$
\left.\mathrm{a}_{n} q^{n}+\ldots+a_{0}=0, \text { not all } a_{i}=0 \text { (minimal equation for } q \text { over } B .\right)
$$

Apply $g_{0}{ }^{i}$ to this equation, $i \in N$ :

$$
a_{n}\left(g_{0}{ }^{i}(q)\right)^{n}+\ldots+a_{0}=0
$$

As the equation of $q$ has only finitely many roots, there exists $i \neq j \in N \cup\{0\}$ such that $g_{0}{ }^{i}(q)=g_{0}{ }^{i+j}(q), j \neq 0$. If $i=0$, we are done. If $i>0$, then note that

$$
g_{0}{ }^{i}: \text { image } g_{0} \rightarrow g_{0}{ }^{i} \text { (image } g_{0} \text { ) }
$$

is an isomorphism, as $B$ is contained in each, and thus the dimension on both sides is 2. Also both rings are affine. So $g_{0}{ }^{i}(q)=g_{0}{ }^{i}\left(g_{0}{ }^{j}(q)\right)$ implies $q=g_{0}{ }^{j}(q)$.

We now can show image $g_{0}$ is algebraically closed in $A$. For, if $\alpha \in A \backslash$ image $g_{0}$ and

$$
a_{n} \alpha^{n}+\ldots+a_{0}=0, \text { where } a_{i} \in \text { image } g_{0}, \text { not all } a_{i}=0,
$$

is the minimal equation of $\alpha$ over image $g_{0}$, then applying $g_{0}{ }^{s}$ to this equation, where

$$
s=\Pi j_{a_{n}} \quad \text { and } \quad g_{0}{ }^{j a_{n}}\left(a_{n}\right)=a_{n}, \quad j_{a_{n}} \in N,
$$

gives:

$$
a_{n}\left(g_{0}{ }^{s}(\alpha)\right)^{n}+\ldots+a_{0}=0 .
$$

As $g_{0}{ }^{s}(\alpha) \in$ image $g_{0}, s>0$, one can reduce the equation of $\alpha$, a contradiction.
We have image $g_{0} \simeq A /{ }_{\text {ker } g_{0}}=A /{ }_{i A}$. As $t$ is the principal equation of $B$, $A /{ }_{i A} \simeq B$. So
$B \simeq$ image $g_{0}$, via $\theta$.
By the extension property holding true for $B[t]$, this isomorphism can be extended to a map $\psi: A \rightarrow A$, such that $\psi(t)=t . \psi$ must be an injection, as $\operatorname{dim}$ image $g_{0}[t]=3$. To see this, note $t \notin$ image $g_{0}$, an algebraically closed ring in $A$, as $g_{0}{ }^{j}(t) \neq t$ for all $j \in N$.

Now we get that $B$ must also be algebraically closed in $A$. Let $a_{n} \alpha^{n}+\ldots+$ $a_{0}=0$ be the minimal equation of $\alpha \in A$ over $B$, not all $a_{i}=0$. Apply $\psi$ to
this equation:

$$
\psi\left(a_{n}\right) \psi(\alpha)^{n}+\ldots+\psi\left(a_{0}\right)=0 .
$$

As not all $\psi\left(a_{i}\right)=0$ and $\psi\left(a_{i}\right)=\theta\left(a_{i}\right) \in$ image $g_{0}, \psi(\alpha)$ is algebraic over image $g_{0}$. Thus $\psi(\alpha) \in$ image $g_{0}$. So $\psi^{-1}(\psi(\alpha))=\alpha \in B$ since $\psi$ is an injection, and thus $\psi^{-1}(\psi(\alpha))$ can only be $\alpha$, and $\psi(B)=$ image $g_{0}$. This completes the proof.

Remark. It is not always true that a subring of a polynomial ring in three variables over a field that has the extension property and is of dimension three is indeed the polynomial ring. It is easily shown if $B=k\left[x^{2}, x^{3}, y\right]$ then $B[z]$ has the extension property in $k[x, y, z]$, yet is not equal to it.
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