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Abstract

We consider in this paper the question of when the finite sum of products of two Toeplitz operators is a
finite-rank perturbation of a single Toeplitz operator on the Hardy space over the unit disk. A necessary
condition is found. As a consequence we obtain a necessary and sufficient condition for the product of
three Toeplitz operators to be a finite-rank perturbation of a single Toeplitz operator.
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1. Introduction

Let D be the open unit disk in the complex plane and ∂D the unit circle. Let
dσ(z) be the normalized Lebesgue measure on the unit circle ∂D. Let Lq denote
the Lebesgue q-square integrable functions on the unit circle and let L∞ be the space
of essentially bounded functions on the unit circle. The Hardy space H2 is the Hilbert
space consisting of the analytic functions on the unit disk D that are also in L2. H∞

denotes the set of bounded analytic functions on the unit disk. Let P be the orthogonal
projection from L2 onto H2. For f ∈ L∞, the Toeplitz operator T f and the Hankel
operator H f with symbol f are defined by T f h = P( f h) and H f h = (1− P) ( f h)
for h in H2. A bounded linear operator on the Hilbert space H is said to have finite
rank if the closure of the range of the operator has finite dimension. As is well known,
Hankel and Toeplitz operators are closely related by the following important fact:

T f g − T f Tg = H∗
f̄
Hg.

Studying the Toeplitz algebra has shed light on the theory of Toeplitz operators
[3, 4, 8]. We know that the algebra of finite sums of finite products of Toeplitz
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46 X. Ding [2]

operators is dense in the Toeplitz algebra. Guo and Zheng [7] and Gu [5] have shown
that a finite sum of finite products of Toeplitz operators can be written as a finite sum of
products of two Toeplitz operators. Conditions that characterize when a finite sum of
finite products of a Toeplitz operator is a compact perturbation of a Toeplitz operator
were found by Guo and Zheng [7].

Another motivation is the result of Gu [6], which states that if an operator X
on H2 is such that X − T ∗θ XTθ is of finite rank for every inner function θ , then
X = Tψ + F where ψ ∈ L∞ and F is a finite-rank operator on H2. In particular,
if we set X =

∑n
i=1 H∗

z fi (z)
Hzgi (z)

, then X − T ∗z XTz =
∑n

i=1 fi ⊗ gi is of finite rank.

However, we do not know under what conditions the finite sum of two Hankel operator
is of finite rank for general symbols. It is easy to see that

n∑
i=1

T fi Tgi − T∑n
i=1 fi gi

=

n∑
i=1

H∗
fi

Hgi .

A natural question arises: When is the finite sum of products of two Toeplitz
operators a finite-rank perturbation of a single Toeplitz operator?

In Section 2, we will give a necessary condition for the finite sum of products of
two Toeplitz operators to be a finite-rank perturbation of a Toeplitz operator.

In Section 3, we will give some interesting consequences.

2. Necessary condition

We need to introduce some notation. For x, y ∈ H2, x ⊗ y is the operator of rank
one defined by

x ⊗ y( f )= 〈 f, y〉x,

for every f ∈ H2. It is easy to see that (x ⊗ y)∗ = y ⊗ x .
Let A be a finite-rank operator on H2, where A has rank k. Then there are vectors

x j , y j in H2 with dim{x j } = dim{y j } = k such that A =
∑k

j=1 x j ⊗ y j .
Although our main concern is with bounded Toeplitz operators and Hankel

operators, since a product of m (≥3) Toeplitz operators can be decomposed into the
product of two Toeplitz operators with perhaps unbounded symbols, we will need
to make use of densely defined unbounded Toeplitz operators and Hankel operators.
Given two operators S1 and S2 densely defined on H2, we say that S1 = S2 if
S1 P = S2 P for each analytic polynomial P .

Note that
⋂

1<q<∞ Lq is an algebra, that is, both f g and f + g are in
⋂

1<q<∞ Lq

if f and g are in
⋂

1<q<∞ Lq . In addition, the Hardy projections P and 1− P
are bounded on Lq for 1< q <∞. Naturally, we consider the symbols of Toeplitz
operators in

⋂
1<q<∞ Lq . For f ∈

⋂
1<q<∞ Lq , let f + = P f , the analytic part of

f , and let f − = (1− P) f , the conjugate analytic part of f . It is well known that
Tz̄T f Tz = T f . Our main result is the following theorem.
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THEOREM 2.1. For fi , gi , h in
⋂

1<q<∞ Lq (i = 1, 2, . . . , n), if
∑n

i=1 T fi Tgi − Th
is a finite-rank operator, then there are analytic polynomials Ai (z), Bi (z) with
max{deg Ai (z)} = k and max{deg Bi (z)} = k, not all of which are zero, such that

n∑
i=1

Ai f̄i ∈ H2

or
n∑

i=1

Bi gi ∈ H2.

PROOF. Let K be the rank of
∑n

i=1 T fi Tgi − Th . We prove the result by induction on
the rank K .

Assume that the rank K = 0. Then
n∑

i=1

T fi Tgi = Th .

If one of the f̄i or one of the gi is in H2, then obviously there are constants Ai , Bi
with

∑n
i=1 |Ai |> 0 and

∑n
i=1 |Bi |> 0 such that

n∑
i=1

Ai f̄i ∈ H2

or
n∑

i=1

Bi gi ∈ H2.

If none of the f̄i ∈ H2 and none of the gi ∈ H2, let Kλ(z)= (1/(1− λz)) be the
reproducing kernel at λ ∈ D. Noting that 1− TzTz̄ = 1⊗ 1, it follows that

(Tz̄ f11⊗ Tz̄ ḡ11+ · · · + Tz̄ fn 1⊗ Tz̄ ḡn 1) = Tz̄

n∑
i=1

T fi (1− TzTz̄)Tgi Tz

= Tz̄

n∑
i=1

T fi Tgi Tz −

n∑
i=1

Tz̄T fi TzTz̄Tgi Tz

= Tz̄

n∑
i=1

T fi Tgi Tz −

n∑
i=1

T fi Tgi

= Tz̄Th Tz − Th = 0.

Then
n∑

i=1

Tz̄ ḡi 1(λ)Tz̄ fi 1=
n∑

i=1

Tz̄ fi 1⊗ Tz̄ ḡi 1(Kλ)= 0.
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It is easy to see that Tz̄ ḡi 1= 0 if and only if gi ∈ H2 and Tz̄ fi 1= 0 if and only
if f̄i ∈ H2. Hence there is a λ0 ∈ D such that Ai = Tz̄ ḡi 1(λ0) 6= 0 for all 1≤ i ≤ n.
Thus

n∑
i=1

Āi Tz̄ fi 1= 0

implies that
n∑

i=1

Ai f̄i ∈ H2.

Next we assume that the result is true if the rank k is less than K . We need to show
that the result is true for k = K .

We write
n∑

i=1

T fi Tgi − Th =

k∑
j=1

x j ⊗ y j ,

where x j , y j are in H2 and dim{x j } = dim{y j } = K .
We have

n∑
i=1

Tz̄ fi 1⊗ Tz̄ ḡi 1 = Tz̄

{ n∑
i=1

T fi (1− TzTz)Tgi

}
Tz

= Tz̄

n∑
i=1

T fi Tgi Tz −

n∑
i=1

T fi Tgi

= Tz̄

(
Th +

k∑
j=1

x j ⊗ y j

)
Tz −

(
Th +

k∑
j=1

x j ⊗ y j

)

=

k∑
j=1

Tz̄ x j ⊗ Tz̄ y j −

k∑
j=1

x j ⊗ y j .

That is,

n∑
i=1

Tz̄ fi 1⊗ Tzgi 1=
k∑

j=1

Tz̄ x j ⊗ Tz̄ y j −

k∑
j=1

x j ⊗ y j . (2.1)

If Tz̄ y1, . . . , Tz̄ yk are linearly dependent, without loss of generality, we may
assume that

Tz̄ yk = c1Tz̄ y1 + · · · + ck−1Tz̄ yk−1,

for some constants c1, . . . , ck−1. Then

n∑
i=1

Tz̄ fi Tzgi = Th +

k−1∑
j=1

Tz̄(x j + c̄ j xk)⊗ Tz̄ y j .
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Thus the rank of
∑n

i=1 Tz̄ fi Tzgi − Th is at most K − 1. So, by the induction
hypothesis, there exist analytic polynomials ai (z) and bi (z) with max{deg ai (z)} ≤
K − 1, max{deg bi (z)} ≤ K − 1, and

∑n
i=1 |ai |

∑n
i=1 |bi |> 0 such that

n∑
i=1

ai (z)z f̄i ∈ H2

or
n∑

i=1

bi (z)zgi ∈ H2.

Let l =max{deg ai (z)} or l =max{deg bi (z)}. Then Ai = zk−lai (z) and Bi =

zk−lbi (z) are both analytic polynomials with max{deg Ai } =max{deg Bi } = k,∑n
i=1 |Ai |

∑n
i=1 |Bi | 6= 0 such that

n∑
i=1

Ai f̄i ∈ H2

or
n∑

i=1

Bi gi ∈ H2.

Thus the result is true in this case.
If Tz̄ x1, . . . , Tz̄ xk are linearly dependent, by the same argument as above, we obtain

that the result is true.
To finish the proof, we may assume that Tz̄ y1, . . . , Tz̄ yk are linearly independent

and Tz̄ x1, . . . , Tz̄ xk are linearly independent.
Applying Tz̄ yl to both sides of (2.1) gives that

n∑
i=1

〈Tz̄ yl , Tzgi 1〉Tz̄ fi 1=
k∑

j=1

〈Tz̄ yl , Tz̄ y j 〉Tz̄ x j −

k∑
j=1

〈Tz̄ yl , y j 〉x j ,

for l = 1, 2, . . . , k.
Let al j = 〈Tz̄ yl , Tz̄ y j 〉, bl j = z̄al j − 〈Tz̄ yl , y j 〉, cl j = 〈Tz̄ yl , Tz̄ ḡi 1〉. Since Tz̄ x j =

z̄x j − z̄x j (0),
c11 c12 · · · c1n
c21 c22 · · · c2n
· · · · · · · · · · · ·

ck1 ck2 · · · ckn




Tz̄ f11
Tz̄ f21
...

Tz̄ fn 1



=


b11 b12 · · · b1k
b21 b22 · · · b2k
· · · · · · · · · · · ·

bk1 bk2 · · · bkk




x1
x2
...

xk

−


a11 a12 · · · a1k
a21 a22 · · · a2k
· · · · · · · · · · · ·

ak1 ak2 · · · akk




x1(0)
x2(0)
...

xk(0)

 z.
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50 X. Ding [6]

That is,

CTz̄ f 1= B X − z AX (0),

where C = (cl j ), B = (bl j ), A = (al j ), Tz̄ f 1= (Tz̄ f11, . . . , Tz̄ fk 1)T, X = (x1, . . . , xk)
T,

X (0)= (x1(0), . . . , xk(0))T. The determinant of the matrix B = (bl j )k×k is

D(z)= det(bl j )= azk
+ a1zk−1

+ · · · + ak,

where a = det(al j ) is the Gram determinant of vectors Tz̄ y1, Tz̄ y2, . . . , Tz̄ yk . Since
Tz̄ y1, Tz̄ y2, . . . , Tz̄ yk are linearly independent, a = det(al j ) 6= 0, and ai are constants.
Hence deg D(z)= k, and D(z) is a co-analytic polynomial in z.

The adjoint of the matrix B is

adj B =


B11 B21 · · · Bk1
B12 B22 · · · Bk2
· · · · · · · · · · · ·

B1k B2k · · · Bkk

 ,
where Bl j denotes the cofactor of bl j and it is a co-analytic polynomial in z with degree
at most k − 1.

So

(adj B)CTz̄ f 1= D(z)X − (adj B)AX (0)z.

Let

(Cli (z))= (adj B)C,

where Cli (z) are co-analytic polynomials in z with degree at most k − 1.
Applying the projection P to both sides of the above equation gives that

P[(Cli (z))Tz̄ f 1] = P D(z)X.

That is, Tz̄
∑n

i=1 c1i (z) fi
1

...

Tz̄
∑n

i=1 cki (z) fi
1

=
TD(z)x1

...

TD(z)xk

 .
By the same argument, we also haveTz̄

∑n
i=1 u1i (z)gi

1
...

Tz̄
∑n

i=1 uki (z)gi
1

=
TE(z)y1

...

TE(z)yk

 ,
where uli (z) are co-analytic polynomials in z with degree at most k − 1 and E(z) is a
co-analytic polynomial in z with degree k.
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If Tzg11, Tzg21, . . . , Tzgn 1, y1, y2, . . . , yk are linearly dependent, then there exist
constants ai , bi , not all zero, such that

n∑
i=1

ai Tzgi 1+
k∑

j=1

b j y j = 0.

One of the a1, a2, . . . , an must be nonzero since y1, . . . , yk are linearly independent.
Without loss of generality, assume that

Tzgn 1= a1Tzg11+ · · · + an−1Tzgn−11+ b1 y1 + · · · bk yk .

Then

TE(z)Tzgn 1 = TE(z)zgn 1

=

n−1∑
i=1

ai TzE(z)gi 1+
k∑

j=1

b j TE(z)y j

=

n−1∑
i=1

ai TzE(z)gi 1+
k∑

j=1

b j T∑n
i=1 u j i (z)zgi

1

=

n−1∑
i=1

ai TzE(z)gi 1+
n∑

i=1

T∑k
j=1 b j u j i (z)zgi

1.

Therefore,

Tz

{[
E(z)−

k∑
j=1

b j u jn(z)

]
gn −

n−1∑
i=1

[
ai E(z)+

k∑
j=1

b j u j i (z)

]
gi (z)

}
1= 0.

From this equation, it follows that[
E(z)−

k∑
j=1

b j u jn(z)

]
gn −

n−1∑
i=1

[
ai E(z)+

k∑
j=1

b j u j i (z)

]
gi ∈ H2.

Let

Bn(z)=

[
E(z)−

k∑
j=1

b j u jn(z)

]
,

Bi (z)=−

[
ai E(z)+

k∑
j=1

b j u j i (z)

]
, 1≤ i ≤ n − 1.

Then Bl(z) are analytic polynomials in z with degree Bn(z)= k, deg Bi (z)≤ k,
1≤ i ≤ n − 1, and

∑n
i=1 Bi gi ∈ H2. This is the result as desired.
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By the same argument, if Tz̄ f11, Tz̄ f21, . . . , Tz̄ fn 1, x1, . . . , xn are linearly
dependent, we also have that there exist analytic polynomials Ai (z) with
max{deg Ai (z)} = k such that

n∑
i=1

Ai f̄i ∈ H2.

Next we assume that Tz̄ f11, . . . , Tz̄ fn 1, x1, . . . , xk are linearly independent and
Tzg11, . . . , Tzgn 1, y1, . . . , yk are also linearly independent. We will derive a
contradiction.

First we claim that

dim span{x1, . . . , xk, Tz x1, . . . , Tz xk} ≥ k + n.

In fact, since Tzg11, . . . , Tzgn 1 are linearly independent, there is a vector ξ ∈ H2 such
that 〈ξ, Tzgi 1〉 = 1 and 〈ξ, Tzg j 1〉 = 0 for all j 6= i .

Hence

Tz̄ fi 1=
k∑

j=1

〈ξ, Tz y j 〉Tz̄ x j −

k∑
j=1

〈ξ, y j 〉x j ,

by (2.1). This implies that Tz̄ fi 1 ∈ span{x1, . . . , xk, Tz x1, . . . , Tz xk}.
This gives

span{Tz̄ f11, . . . , Tz̄ fn 1, x1, . . . , xk} ⊆ span{x1, . . . , xk, Tz x1, . . . , Tz xk}.

Thus

dim span{x1, . . . , xk, Tz x1, . . . , Tz xk} ≥ dim span{Tz̄ f11, . . . , Tz̄ fn 1, x1, . . . , xk}

= k + n.

Since

dim span{Tz̄ x1, . . . , Tz̄ xk} = k < k + n,

there is a nonzero vector ξ in span{x1, . . . , xk, Tz x1, . . . , Tz xk} such that

ξ ⊥ {Tz̄ x1, . . . , Tz̄ xk}.

By (2.1),

n∑
i=1

〈ξ, Tz̄ fi 1〉Tzgi 1=−
k∑

j=1

〈ξ, x j 〉y j .

Not all of {〈ξ, x j 〉}
k
j=1 are zero since

ξ ∈ span{x1, . . . , xk, Tz x1, . . . , Tz xk}.
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Otherwise ξ is orthogonal to {x1, . . . , xk, Tz x1, . . . , Tz xk}, which would imply that
ξ = 0. This is a contradiction. Also

n∑
i=1

〈ξ, Tz̄ fi 1〉Tz̄ ḡi 1+
n∑

i=1

〈ξ, x j 〉y j = 0,

where at least one coefficient 〈ξ, x j 〉 is different from zero. Thus, the vectors

Tz̄g11, . . . , Tz̄gn 1, y1, . . . , yk,

are linearly dependent. We have obtained a contradiction to complete the proof. 2

REMARK. Let fi and gi all be in L∞. Then the result of Theorem 2.1 is that
there are no all-zero analytic polynomials Ai (z), Bi (z) with max{deg Ai (z)} = k and
max{deg Bi (z)} = k such that

n∑
i=1

Ai f̄i ∈ H∞

or

n∑
i=1

Bi gi ∈ H∞.

3. Consequences

In this section, we will obtain some necessary and sufficient conditions. For
convenience, we write A = B mod(F) to denote that the operator A − B is a finite-
rank operator. One of the first results about Hankel matrices was Kronecker’s theorem
that describes the Hankel matrices of finite rank. Kronecker’s theorem states that, for
f ∈ L∞, H f is of finite rank if and only if f is the sum of an analytic function h and
a rational function r(z) whose poles are not on the unit circle. The following theorem
is another form [9] of Kronecker’s theorem, which we will use often in this section.

THEOREM 3.1 (Kronecker’s theorem). Suppose that f ∈ L∞. Then H f has finite
rank if and only if there exists a nonzero analytic polynomial p(z) such that p f ∈ H∞.

As is well known, for f, g ∈ L∞, Brown and Halmos [2] have shown that the
product of two Toeplitz operators T f and Tg is also a Toeplitz operator if and only
if f̄ ∈ H∞ or g ∈ H∞. Axler et al. [1] have shown that the product T f Tg is a finite-
rank perturbation of a Toeplitz operator if and only if one of the operators H f̄ or Hg
has finite rank, where f, g both are in L∞. We need the following lemma which may
have been known before.

LEMMA 3.2. Let A be a bounded linear operator on H2. Suppose that p(z) and q(z)
are nonzero analytic polynomials. If TP̄ ATq has finite rank, then A has finite rank.
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PROOF. Factorize q(z) as the product q(z)= B(z)F(z) of a finite Blaschke product
B(z) and an outer function F(z). Let M = Tp̄ ATq H2. Since Tp ATq has finite
rank, M is a finite dimension subspace of H2. Since F(z) is an outer function,
closure{TF H2

} = H2. Thus

closure{Tp̄ ATq H2
} = closure{Tp̄ ATB TF H2

}

= closure{Tp̄ ATB H2
} = M.

This gives that Tp̄ ATB has finite rank and then

Tp̄ A = Tp̄ ATB̄ TB = Tp̄ ATB TB̄ mod(F).

So Tp̄ A has finite rank. By the same argument, we have that A∗ has finite rank. Hence
A has finite rank also. This completes the proof. 2

For f ∈ L2, the Toeplitz operator T f and the Hankel operator H f are densely
defined on H2. For f, g ∈ L2, Zheng [10] has given some conditions for the
boundedness of the product of two Hankel operators. In the following theorem we
will assume that the symbols of the Toeplitz operators lie in

⋂
1<q<∞ Lq , and hence

we extend Axler, Chang and Sarason’s theorem.

THEOREM 3.3. For f , g, h in
⋂

1<q<∞ Lq where T f Tg − Th is a bounded operator

on H2, then

T f Tg = Th mod(F),

if and only if h = f g and there is a nonzero analytic polynomial A(z) such that

A f̄ ∈ H2 or Ag ∈ H2.

PROOF. First we prove the necessary part.
Let kz be the normalized reproducing kernel of H2 at the point z ∈ D. We know

that kz weakly converges to zero in H2 as z tends to the boundary of D. For ξ ∈ ∂D,
0< r < 1, by the hypothesis that T f Tg = Th mod(F),

lim
r→1
〈T f Tgkrξ , krξ 〉 = lim

r→1
〈Thkrξ , krξ 〉.

It follows that h = f g on ∂D. By Theorem 2.1, there is a nonzero analytic polynomial
A(z) such that A f̄ ∈ H2 or Ag ∈ H2.

Next we prove the sufficient part.
If h = f g, there is a nonzero analytic polynomial A(z) such that A f̄ ∈ H2 or

Ag ∈ H2.
Assume that Ag ∈ H2, then

(T f Tg − Th)TA = T f TAg − TAh = T f g A−h A = 0.

Thus T f Tg = Th mod(F) by Lemma 3.2.

https://doi.org/10.1017/S1446788708000128 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788708000128


[11] The finite sum of the products of two Toeplitz operators 55

Assume that A f̄ ∈ H2, then

TĀ(T f Tg − Th)= TĀ f Tg − TĀh = TĀ( f g−h) = 0.

Hence T f Tg = Th mod(F) by Lemma 3.2.
This completes the proof of the theorem. 2

THEOREM 3.4. For f1, f2, g1, g2 in L∞ with f1g1 = f2g2, then

T f1 Tg1 = T f2 Tg2 mod(F),

if and only if one of the following conditions holds:
(1) H∗

f̄1
Hg1 and H∗

f̄2
Hg2 are both finite-rank operators;

(2) there exist nonzero analytic polynomials A1(z), A2(z), B1(z) and B2(z) with
A1 B̄1 = A2 B̄2 such that

A1 f̄1 + A2 f̄2 ∈ H∞ and B1g1 + B2g2 ∈ H∞.

PROOF. First we prove the ‘only if’ part. As

T f1 Tg1 − T f2 Tg2 = H∗
f̄2

Hg2 − H∗
f̄1

Hg1,

hence

T f1 Tg1 = T f2 Tg2 mod(F).

Equivalently,

H∗
f̄2

Hg2 − H∗
f̄1

Hg1 = 0 mod(F).

Either H∗
f̄2

Hg2 and H∗
f̄1

Hg1 are both finite-rank operators or none of H∗
f̄2

Hg2 and

H∗
f̄1

Hg1 are finite-rank operators. If none of H∗
f̄2

Hg2 and H∗
f̄1

Hg1 are finite-rank
operators, by Theorem 2.1, there exist nonzero analytic polynomials A1, A2, B1 and
B2 such that

A1 f̄1 + A2 f̄2 = h1 ∈ H∞

or

B1g1 + B2g2 = h2 ∈ H∞.

Assume that A1 f̄1 + A2 f̄2 = h1 ∈ H∞, then Ā1 f1 + Ā2 f2 = h̄1.
Since T f1 Tg1 = T f2 Tg2 mod(F),

TĀ1 f1
Tg1 = TĀ1 f2

Tg2 mod(F).

This implies that

T f2 T( Ā1g2+ Ā2g1)
= Th̄1g1

mod(F).
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By Theorem 3.3, there is nonzero analytic polynomial p(z) such that p f2 ∈ H∞ or
p( Ā1g2 + Ā2g1) ∈ H∞. But H f2

is not a finite-rank operator by the hypothesis,

so p( Ā1g2 + Ā2g1) ∈ H∞. Let l =max{deg A1, deg A2}, B1 = zl p(z)A2, B2 =

zl p(z)A1, so B1 and B2 are analytic polynomials such that

B1g1 + B2g2 ∈ H∞

and

A1 B1 = A2 B2.

If B1g1 + B2g2 = h2 ∈ H∞, by a similar argument, we obtain the same result.
Now we prove the ‘if’ part. Obviously, condition (1) is sufficient. Assume that

there exist nonzero analytic polynomials A1, A2, B1 and B2 with A1 B1 = A2 B2 such
that A1 f1 + A2 f2 = h1 ∈ H∞ and B1g1 + B2g2 = h2 ∈ H∞.

Therefore,

TĀ1
(T f1 Tg1 − T f2 Tg2)TB1 = TĀ1 f1

Tg1 B1 − TĀ1 f2
Tg2 B1

= (Th̄1
− TĀ2 f2

)Tg1 B1 − T ¯A1 f2
Tg2 B1

= Th̄1g1 B1
− TĀ2 f2

(Th2 − TB2g2)− TĀ1 f2
Tg2 B1

= T(h̄1g1 B1− Ā2h2 f2)
+ TĀ2 f2

TB2g2 − TĀ1 f2
Tg2 B1 .

Note that, for any analytic polynomial p(z), any f ∈ L∞, TpT f = T f Tp mod(F).
Hence TĀ2 f2

TB2g2 − TĀ1 f2
Tg2 B1 = 0 mod(F). It is easy to calculate that h̄1g1 B1 −

Ā2h2 f2 = 0. Thus,

TĀ1
(T f1 Tg1 − T f2 Tg2)TB1 = 0 mod(F).

By Lemma 3.2, T f1 Tg1 = T f2 Tg2 mod(F). This completes the proof. 2

COROLLARY 3.5. For f and g in L∞, then

T f Tg = TgT f mod(F),

if and only if one of the following conditions holds:
(1) H∗

f̄
Hg and H∗ḡ H f are both finite-rank operators;

(2) there exist nonzero analytic polynomials A1(z), A2(z), B1(z) and B2(z) with
A1 B̄1 = A2 B̄2 such that

A1 f̄ + A2ḡ ∈ H∞ and B1g + B2 f ∈ H∞.

THEOREM 3.6. For f in L∞, the self-commutator

T ∗f T f − T f T ∗f

has finite rank if and only if one of the following conditions holds:
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(1) there is a nonzero analytic polynomial p(z) such that p f ∈ H∞ and p f̄ ∈ H∞;
(2) there exist nonzero analytic polynomials A and B with |A|2 = |B|2 such that

A f + B f̄ ∈ H∞.

PROOF. First we prove the ‘only if’ part. Suppose that

T ∗f T f − T f T ∗f = H∗
f̄
H f̄ − H∗f H f = 0 mod(F).

Therefore, H f has finite rank if and only if H f̄ has finite rank.
If H f and H f̄ have finite rank, by Kronecker’s theorem, there exist nonzero

polynomials p1 and p2 such that p1 f̄ ∈ H∞ and p2 f ∈ H∞. Let p(z)= p1 p2, so
p f and p f̄ are both in H∞.

If none of H f̄ and H f have finite rank, by Theorem 3.4, there exist nonzero analytic
polynomials A and B such that

A f + B f̄ = h ∈ H∞.

Therefore,

TĀ(T f̄ T f − T f T f̄ )TB = TA f T f B − TĀ f T f̄ B

= (Th̄ − TB̄ f )T f B − TĀ f (Th − TA f )

= T(h̄ f B− Ā f h) − TB̄ f T f B + TĀ f T f A

= T(|B|2−|A|2) f 2 − TB̄ f T f B + TĀ f T f A

= T(|B|2−|A|2) f 2 + T f T f (|A|2−|B|2) mod(F).

Since T f̄ T f − T f T f̄ = 0 mod(F), T f T f (|A|2−|B|2) = T(|A|2−|B|2) f 2 mod(F). This

implies that |A|2 = |B|2 by Theorem 3.3 and the hypothesis follows. This completes
the proof of the ‘only if’ part.

Next we prove the ‘if’ part. Obviously the condition 1 is sufficient. Suppose that
condition (2) holds. That is, |A|2 = |B|2 such that A f + B f̄ = h ∈ H∞, where A and
B are nonzero analytic polynomials. Thus,

TĀ(T f̄ T f − T f T f̄ )TB = (Th̄ − TB̄ f )T f B − TĀ f (Th − TA f )

= T f (h̄ B− Āh) + T f T f (|A|2−|B|2) mod(F)

= 0.

Hence

T f̄ T f − T f T f̄ = 0 mod(F),

since Lemma 3.2. This completes the proof of the theorem. 2

THEOREM 3.7. For f1, f2, f3 and h in L∞, then

T f1 T f2 T f3 = Th mod(F),

if and only if one of the following conditions holds:
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(1) H∗
f1 f +2

H f3 and H∗
f1

H f −2 f3
are both finite-rank operators;

(2) there exist nonzero analytic polynomials A1, A2, B1 and B2 with A1 B1 +

A2 B2 = 0 such that

A1 f1 f +2 + A2 f1 = r1 ∈ H2

and

B1 f3 + B2 f −2 f3 = r2 ∈ H2.

PROOF. We first prove the ‘if’ part. Since h = f1 f2 f3,

T f1 T f2 T f3 − Th = T f1 f +2
− T f1 f +2 f3

+ T f1 T f −2 f3
− T f1 f −2 f3

= −

(
H∗

f1 f +2
H f3 + H∗

f̄1
H f̄2 f3

)
.

Thus condition (1) implies that

T f1 T f2 T f3 = Th mod(F).

Next we suppose that condition (2) is true. We have

TA1
(T f1 T f2 T f3 − Th)TB2 = TA1 f1 f +2

T f3 B2 + TA1 f1
T f −2 f3 B2

− TA1h B2

= (Tr1 − TA2 f1
)T f3 B2 + TA1 f1

(Tr2 − TB1 f3)− TA1h B2

= Tr̄1 B2 f3+r2 Ā1 f1− Ā1 B2h − T f1 f2( Ā2 B2+ Ā1 B1)
mod(F)

= 0.

Hence

T f1 T f2 T f3 = Th mod(F),

from Lemma 3.2.
Next we prove the ‘only if’ part. If T f1 T f2 T f3 = Th mod(F), by [3, Douglas

theorem], h = f1 f2 f3. Hence

T f1 T f2 T f3 − Th = T f1 f ∗2
T f3 + T f1 T f −2 f3

− T f1 f2 f3

= −

(
H∗

f1 f +2
H f3 + H∗

f̄1
H f̄2 f3

)
.

If none of H∗
f1 f +2

H f3 and H∗
f̄1

H f −2 f3
have finite rank, by Theorem 2.1, there exist

nonzero analytic polynomials A1, A2, B1 and B2 such that

A1 f1 f +2 + A2 f1 = r1 ∈ H2

or

B1 f3 + B2 f −2 f3 = r2 ∈ H2.
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Assume that

A1 f1 f +2 + A2 f1 = r1 ∈ H2,

then

TĀ1
(T f1 T f2 T f3 − Th) = TĀ1

(T f1 f +2
T f3 + T f1 T f −2 f3

− TĀ1h)

= (Tr̄1 − TĀ2 f1
)T f3 + TĀ1 f1

T f −2 f3
− TĀ1h

= T f1 T( Ā1 f −2 f3− Ā2 f3)
+ Tr̄1 f3− Ā1h mod(F).

This implies that

T f1 T( Ā1 f −2 f3− Ā2 f3)
= TĀ1h−r̄1 f3

mod(F).

By Theorem 3.3 and the hypothesis, there is a nonzero analytic polynomial p such that

p( Ā1 f −2 f3 − Ā2 f3) ∈ H2.

Let l =max{deg Ā1, deg Ā2}, B1 =−zl p(z) Ā2(z) and B2 = zl p(z) Ā1(z). Then B1
and B2 are both nonzero analytic polynomials with

A1 B1 + A2 B2 = 0,

such that

B1 f3 + B2 f −2 f3 ∈ H2.

This complete the proof. 2
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