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On Operators with Spectral Square but
without Resolvent Points

Paul Binding and Vladimir Strauss

Abstract. Decompositions of spectral type are obtained for closed Hilbert space operators with empty

resolvent set, but whose square has closure which is spectral. Krein space situations are also discussed.

1 Introduction

Operators A with empty resolvent set arise in various ways. For example, in a Hilbert

space H a closed symmetric operator A with a proper self-adjoint extension Ã is of
this type [11, p. 271]. One can then shrink the spectrum from C to (a subset of) R

by passing to Ã, and thereby obtain a spectral decomposition of H.
Various examples have also been given of such operators A which are already

self-adjoint, but with respect to an indefinite inner product [3, p. 113], [4, p. 148],
[6]. In [2] a Sturm-Liouville problem is described, leading to such an operator (see
[6] for discussion). In these cases the “standard” spectral theorem, which requires
nonemptiness of the resolvent [9, 5], does not apply and it is not immediately clear

how to obtain decompositions of spectral type.
Further instances appear in certain applications. For example operators of the

form

(1.1) A =

(
0 S−1

S 0

)

in H ⊕ H, where S is self-adjoint on H with Ker(S) = {0} and at least one of the
operators S and S−1 is unbounded, arise in connection with Maxwell’s equations [8].
Another example is change of independent variable, e.g., A : f (t) 7→ f (1/t) in L2(R),
cf. [10].

It turns out that most of the above examples do have enough structure to permit
some decomposition of spectral type. A key condition is

(1.2) the closure C of A2 is similar to a bounded symmetric operator.

In many of the above examples, C = I. In Bognar’s example A is of the form

(
0 0
S 0

)
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and then C = 0. The two block-matrix examples above are special cases of

A =

(
0 (M∗)−1ZM−1

MSM∗ 0

)
,

where M is a bounded and boundedly invertible operator, S and Z are self-adjoint

operators with commuting resolvents, SZ is a bounded operator, but at least one
of the operators S and Z is unbounded. In this case (1.2) holds although C is not
symmetric.

The above condition (1.2) on C , and another technical condition, turn out to

be enough to give a decomposition of H of spectral type related to A. In Section 2
we treat the case C = I and we establish the existence of two orthogonal A-invariant
subspaces F and G in which A|F is self-adjoint (permitting the usual decomposition)
and G permits a decomposition so that

(1.3) A|G =

(
0 S−1T−1

TS 0

)
,

T being isometric and S positive and contracting. In Section 3 we study the general

situation and find that A|F is normal and A|G takes the form
(

0 ZT−1

TS 0

)
,

where S and Z commute. We also discuss integral representations for some of these

constructions.
In Sections 4 and 5 we admit an (indefinite) inner product, generated by a self-ad-

joint operator J, which makes H into a Krein space, and we assume that A is J-sym-
metric. For example, the operator A of (1.1) is J-self-adjoint in H ⊕ H if

J =

(
0 I

I 0

)
.

Roughly, the results we obtain parallel those of Sections 2 and 3, but where the de-
compositions respect both A and J. For example, if C = I then A|G is as in (1.3)
and

J|G =

(
0 T−1

T 0

)
.

On the other hand some extra conditions are needed in general, e.g., to obtain the
analogue of Section 3 we require A to be J-nonnegative for the existence of a
J-self-adjoint extension.

2 A Matrix Representation for a Square Root of the Identity

Let B be a closed operator acting in a Hilbert space H with a dense domain D(B) and
such that

(2.1)

{
(i) the closure of the restriction of B on D(B2) coincides with B;

(ii) the closure C of B2 is the identity operator.
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Lemma 2.1 Let B satisfy conditions (2.1). Then there are closed subspaces L+ and

L− such that D(B) = L++̇L−. In fact L+ and L− can be taken as eigenspaces of B,

corresponding to eigenvalues 1 and −1 respectively.

Proof Let us consider the operators C+ =
1
2
(I + B), C− =

1
2
(I − B). Note that

the closure of C+|D(B2) is just C+. Thus for any x ∈ D(B) there is a sequence xn ∈
D(B2) with xn → x and yn := C+xn → y := C+x. Now C+ yn = C2

+xn =

C+xn → y. So since C+ is closed, y = C+ y = C2
+x. It follows that C2

+ = C+ and
By = (2C+ − I)y = y. Let L+ = C+D(B). If yn = C+xn with xn ∈ D(B) and yn → y

then C+ yn = C+xn → y so y ∈ L+ since C+ is closed. Similarly C2
− = C− and

L− = C−D(B) is closed too, and Bz = −z if z ∈ L−. Finally, C+ + C− = I on D(B),

so D(B) = L++̇L−.

Remark 2.2 For x ∈ D(B), x = x+ + x−, x+ ∈ L+, x− ∈ L−, the equality Bx =

x+ − x− holds. It follows that

(i) D(B) = D(B2) = R(B) and
(ii) for every complex number ξ the relation (B − ξI)D(B) ⊂ D(B) holds.

Thus if B is unbounded, then B − ξI cannot have a (closed!) bounded inverse, and
the resolvent set of B must be empty.

Remark 2.3 If B satisfies condition (i) of (2.1), but instead of condition (ii) we

have C = −I, then D(B) = L++̇L−, where L+ and L− are the eigenspaces of B,
corresponding to eigenvalues i and −i, respectively.

Remark 2.4 In this paper we deal with operators in Hilbert (or Krein) spaces, but
Lemma 2.1 and the above Remarks can be easily generalized to linear topological

spaces where the Closed Graph Theorem holds, e.g., Fréchet spaces [7, p. 57].

Remark 2.5 We can also find B∗ explicitly if B satisfies (2.1). By definition, for all
f ∈ D(B∗) we have (Bx, f ) = (B(x+ + x−), f ) = ((x+ − x−), f ) = ((x+ + x−),B∗ f ),
where x+ ∈ L+ and x− ∈ L−. Thus (x+, ( f −B∗ f )) = 0 and (x−, ( f + B∗ f )) = 0 for

all x+ ∈ L+ and x− ∈ L−, i.e., f+ := ( f − B∗ f ) ∈ L⊥
+ and f− := ( f + B∗ f ) ∈ L⊥

−.
Then 2 f = f+ + f− and 2B∗ f = f− − f+.

In what follows we shall give analogues of L+ and L−, and more refined decom-
positions of spectral type, under appropriate conditions.

Lemma 2.6 Let B satisfy conditions (2.1). Then there is a decomposition H = Hsa ⊕
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Hnsa, invariant with respect to B, and such that

(2.2)





• B|Hsa
is a self-adjoint operator,

• there are a decomposition Hnsa = H1 ⊕ H2, an isometric operator

T : H1 7→ H2 with R(T) = H2 and a positive self-adjoint ope-

rator S : H1 7→ H1, ‖S‖ ≤ 1, 1 /∈ σp(S), such that D(B|Hnsa
) =

H1 ⊕ TR(S) and

B|Hnsa
=

(
0 S−1T−1

TS 0

)
.

Proof By Lemma 2.1, D(B) = L++̇L−, where L+ and L− are the eigenspaces of
B, corresponding to eigenvalues 1 and −1 respectively. Put Hsa = (L⊥

− ∩ L+) ⊕
(L⊥

+ ∩ L−), Hnsa = H ⊖ Hsa. It is easy to check that the subspace Hsa is as required,
so without loss of generality we can suppose

(2.3) H = Hnsa.

Let P+ be the ortho-projector onto L+, let

(2.4) P : L− 7→ L+

be the restriction of P+ to L− and let

(2.5) P∗
= U K,

be the polar decomposition of P∗ [11, §VI.2.7]. By (2.3), PL− is dense in L+, so
Ker(P∗) = {0}. Since K = (PP∗)1/2, K is a one-to-one symmetric operator on L+;

also U is an isometric operator from L+ onto L−. Now suppose 0 6= x ∈ L+. Then
(U x, x) = (PU x, x) = (Kx, x), so ‖x+U x‖2 = (x, x)+(U x, x)+(x,U x)+(U x,U x) =

2((I + K)x, x) > 2‖x‖2. Thus the corresponding lineal H1 := {x + U x}x∈L+
is closed

[11, p. 231], and Lemma 2.1 shows that

(2.6) H1 ⊂ D(B).

Similarly we find ‖B(x + U x)‖2 = ‖x − U x‖2 = 2((I − K)x, x) < ‖x + U x‖2. In
this case the lineal {x −U x}x∈L+

need not be closed and we denote its closure by H2.
Thus B|H1

: H1 7→ H2 is a strict contraction which is one-to-one (since U x = x ∈ L+

implies x = 0) and we take TS as its polar decomposition. The result follows.

Remark 2.7 For a given scalar product the subspaces Hsa, H1, H2 and the operators
T, S from (2.2) are uniquely determined.

Proof First, the subspace Hsa is defined by the formula Hsa = Ker(B−B∗). Second,
we claim that the subspace H1 must be representable in the form H1 = {x+W x}x∈L+

,
where W : L+ 7→ L− is a bounded and boundedly invertible operator. Indeed, (2.6)
shows that all elements y ∈ H1 take the form y = x+ + x− ∈ D(B), where x+ ∈ L+,
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x− ∈ L−. Since By = x+ − x− ∈ H2 ∩ D(B) ⇔ y = x+ + x− ∈ H1, x+ must
run through all L+ and x− must run through all L−. Moreover, H1 ∩ H2 = {0},

so x+ = 0 ⇔ x− = 0 ⇔ y = 0. Thus, the relation x− = W x+ ⇔ y = x+ +
x− generates a linear operator and similarly W is invertible. It is easy also to check
that W is closed, so the second part is finished. Third, H1 ⊥ H2, therefore (with P

as above) (x + W x, x − W x) = (x, x) + (PW x, x) − (x, PW x) − (W x,W x) = 0.

Since (x, x) − (W x,W x) is real and (PW x, x) − (x, PW x) is imaginary, the operator
PW is self-adjoint and W is an isometry. Thus, P∗ = W (PW ). Finally, by (2.2),
(Sy, Sy) ≤ (y, y) for every y = x+W x ∈ H1 and (y, y) = 2((I+PW )x, x), (Sy, Sy) =

2((I − PW )x, x), so PW > 0. Thus, W and PW are the elements of the (uniquely

determined) polar decomposition for P∗. The rest is straightforward.

Now let us consider another way to reconstruct the domain D(B) of B satisfying
conditions (2.1) by using the range of a suitable bounded operator. There is a general

way to do this for any closed operator A in a Hilbert space H. Indeed, the operator
M := (I + (A∗A)1/2)−1 has the required property: MH = D(A). In our particular
case there is a more direct solution.

Lemma 2.8 Let:

• B satisfy conditions (2.1),
• D(B) = L++̇L− as in Lemma 2.1,
• P+ and P− be ortho-projectors onto the subspaces L+ and L− respectively and Θ =

P+ + P−.

Then Θ1/2H = D(B).

Proof Without loss of generality suppose that (2.3) holds. Let P, U and K be as
in (2.4) and (2.5). Then Θ(I + U )|L+

= (I + U )(I + K)|L+
and Θ(I − U )|L+

=

(I −U )(I − K)|L+
. In the same way

(2.7) Θ
k(I + U )|L+

= (I + U )(I + K)k|L+
,

Θ
k(I −U )|L+

= (I −U )(I − K)k|L+

for all natural k. Since Θ1/2 is a limit of polynomials in Θ [12, §9.4], we obtain

(2.8) Θ
1/2(I + U )|L+

= (I + U )(I + K)1/2|L+
,

Θ
1/2(I −U )|L+

= (I −U )(I − K)1/2|L+

from (2.7). Next, we have

(2.9) D(B) = (I + U )L+ ⊕ (I −U )L+.

Let K =
∫ 1

0
λdGλ, where Gλ is the spectral function of K. Put

(2.10) M1 : L+ 7→ H1, M1 : = (I + U )

∫ 1

0

1√
2(1 + λ)

dGλx
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and

(2.11) M2 : L+ 7→ H2, M2 : = (I −U )

∫ 1

0

1√
2(1 − λ)

dGλx,

where H1 and H2 are from (2.2). Let us show that M1 and M2 are one-to-one maps.
Indeed, for y ∈ L+ we have ‖(I + U )y‖2 = 2((I + K)y, y) and ‖(I −U )y‖2 = 2((I −
K)y, y). Then replacing y respectively by

∫ 1

0
1√

2(1+λ)
dGλx and by

∫ 1

0
1√

2(1−λ)
dGλx,

from (2.10) and (2.11) we have ‖M1x‖ = ‖x‖ and ‖M2x‖ = ‖x‖. Thus, M1L+ = H1

and M2L+ = H2.

Now, from (2.10) and Lemma 2.8 we have Θ1/2H1 = Θ1/2M2L+ =

(2.12) (I + U )(I + K)1/2

∫ 1

0

1√
2(1 + λ)

dGλL+ =
1√
2

(I + U )L+,

so Θ1/2H1 = (I + U )L+. In the same way one can show that Θ1/2H2 = (I − U )L+.

The rest is clear from (2.9).

Remark 2.9 Let B satisfy (2.1) and (2.3) and let Θ1/2 =
∫ √

2

0
µ dHµ. Then (I −

H1)H = H1.

Proof Indeed, from (2.10) and (2.12) we have that Θ1/2H1 = H1 and ‖Θ1/2 y‖2 =

‖ 1√
2
(I + U )x‖2 = ((I + K)x, x) > ‖x‖2 = ‖y‖2 for 0 6= x ∈ L+, and (I +

U )
∫ 1

0
1√

2(1+λ)
dGλx = y ∈ H1. In the same way one can prove that Θ1/2H2 = H2 and

‖Θ1/2 y‖2 = ((I − K)x, x) < ‖x‖2 = ‖y‖2 for (I − U )
∫ 1

0
1√

2(1−λ)
dGλx = y ∈ H2,

0 6= x ∈ L+. The rest is clear.

We conclude this section with the case where C = I in (2.1)(ii) is replaced by

C = −I.

Lemma 2.10 Let B satisfy condition (2.1)(i) and let the closure C of −B2 be the iden-

tity operator. Then there is a decomposition H = Hn ⊕ Hnn, invariant with respect to B,

and such that

(2.13)





• B|Hn
is a normal operator,

• there are a decomposition Hnn = H1 ⊕ H2, an isometric operator

T : H1 7→ H2 with R(T) = H2 and a negative self-adjoint ope-

rator S : H1 7→ H1, ‖S‖ ≤ 1, 1 /∈ σp(S), such that D(B|Hnn
) =

H1 ⊕ TR(S) and

B|Hnn
=

(
0 ZT−1

TS 0

)
,

where ZS = −I.
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Proof The operator iB satisfies (2.1), so by Lemma 2.6 we have the representation

iB|Hnsa
=

(
0 S−1T̃−1

T̃S 0

)
, whence B|Hnsa

=

(
0 −S−1(−iT̃)−1

−iT̃S 0

)
.

Note that T̃ is an isometry, so T = −iT̃ is also an isometry.

3 Operators with Squares Similar to Self-Adjoint Operators

Let B be a closed operator acting in a separable Hilbert space H with a dense domain

D(B) and such that

(3.1)

{
(i) the naturally defined operator B2 is bounded;

(ii) the closure of the restriction of B on D(B2) coincides with B;

Proposition 3.1 If B satisfies (3.1) then all natural powers Bk are well defined on

D(B).

Proof Our assertion means that BD(B) ⊆ D(B). Let x ∈ D(B), y = Bx. Thanks to
condition (ii) from (3.1) there is a sequence {xk}∞1 , xk ∈ D(B2), such that
limk→∞ xk = x and limk→∞ yk = y for yk = Bxk. Then thanks to boundedness
of B2, limk→∞ B2xk := z exists. Thus for zk := B2xk = Byk we have limk→∞ yk = y

and limk→∞ Byk = z. Since B is closed, y ∈ D(B).

In consequence we have the following (cf. Remark 2.2)

Corollary 3.2 If B satisfies (3.1) then either B is bounded or else its resolvent set is

empty.

Proof By Proposition 3.1, BD(B) ⊆ D(B), so if D(B) 6= H, then (B− ξI)D(B) 6= H

for all ξ ∈ C.

As before, let C be the closure of B2, so by (3.1(i)) C is defined everywhere on H.

Let s − Alg(C) be the strong operator closure of {P(C)}, where P(ξ) runs over the
set of all polynomials.

Proposition 3.3 Let D ∈ s − Alg(C). Under condition (3.1), D commutes with B. If

in addition D−1 exists and D−1 ∈ s − Alg(C), then DD(B) = D(B).

Proof Let x ∈ D(B) and y = Bx. Under our conditions there is a sequence

{Pn(ξ)}∞n=1 such that limn→∞ Pn(C)x = Dx and limn→∞ Pn(C)y = Dy. Then
since B is closed, B limn→∞ Pn(C)x = limn→∞ BPn(C)x = limn→∞ Pn(C)Bx =

limn→∞ Pn(C)y = Dy. So Dx ∈ D(B) and BDx = DBx. Similar arguments hold for
D−1.
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We now impose in addition the following condition on C from Section 1:

(3.2) The closure C of B2 is similar to a bounded self-adjoint operator.

Equivalently, C is a scalar spectral operator with real spectrum. Let Eλ be the spectral
function of C (continuous from the left in the strong topology).

Theorem 3.4 Let B satisfy conditions (3.1) and (3.2). Then H and D(B) admit the

representations

(3.3)

H = Him+̇Hni+̇Hre,

D(B) =

(
Him ∩ D(B)

)
+̇
(

Hni ∩ D(B)
)

+̇
(

Hre ∩ D(B)
)
,

where the subspaces Him, Hni and Hre are invariant with respect to B and the operators

Bim = B|Him
, Bni = B|Hni

and Bre = B|Hre
have the following properties:

• B2
im has non-positive spectrum, B2

ni = 0, B2
re has non-negative spectrum and

Ker(Bim) = Ker(Bre) = {0};

• Him = L+
im+̇L−

im, where the subspaces L+
im and L−

im are invariant with respect to

B, L+
im ⊆ D(B), L−

im ⊆ D(B), the spectrum of B|L+
im

belongs to the upper imaginary

half-line, the spectrum of B|
L
−

im

belongs to the lower imaginary half-line, the operators

B|L+
im

and B|
L
−

im

are bounded scalar spectral operators and Bim = B|L+
im

+̇B|
L
−

im

;

• Hre = L+
re+̇L−

re , where the subspaces L+
re and L−

re are invariant with respect to B,

L+
re ⊆ D(B), L−

re ⊆ D(B), the spectrum of B|L+
re

belongs to the non-negative real

half-line, the spectrum of B|
L
−
re

belongs to the non-positive real half-line, the operators

B|L+
re

and B|
L
−
re

are bounded scalar spectral operators and Bre = B|L+
re

+̇B|
L
−
re

.

Proof In what follows a concrete form of the Hilbert scalar product on H is not
really essential, we need to fix only the norm topology. Thanks to this remark we can
change the Hilbert scalar product for a new one such that C is a self-adjoint operator

and, thus, its spectral function is orthogonal. Throughout the proof we shall suppose
that ( · , · ) has the above-mentioned property.

Put Him = E0H, Hni = (E+0 − E0)H and Hre = (E+∞ − E+0)H. Invariance of these
subspaces follows from Proposition 3.3.

The assertion of the theorem is evident for Hni , so let us check it for Hre. Fix an
arbitrary µ > 0. Then the subspace Hµ := (I − Eµ)H is invariant with respect to

B and Hµ ⊆ Hre. Let Bµ := B|Hµ
and Aµ := B

∫ +∞
µ

λ−1/2dEλ|Hµ
. Then Aµ has the

same domain as Bµ. Since A2
µ is the identity on Hµ, Lemma 2.1 shows that D(Aµ) =

L+
µ+̇L−

µ , Aµ|L+
µ

= I|L+
µ
, Aµ|L−

µ
= −I|

L
−
µ

. So the subspaces L+
µ and L−

µ are invariant

with respect to Bµ, Bµ|L+
µ

=
∫ +∞
µ

λ1/2dEλ|L+
µ

and Bµ|L−
µ

= −
∫ +∞
µ

λ1/2dEλ|L−
µ

. Put

L+
re =

⋃
µ>0 L+

µ, L−
re =

⋃
µ>0 L−

µ . It is easy to show that the subspaces L+
re and L−

re

are those sought. Finally note that for every x ∈ D(Bre) the equality limµ→+0 Bre(I −
Eµ)x = Brex holds. Since (I −Eµ)x ∈ L+

re+̇L−
re , all properties of L+

re and L−
re have been

proved.
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The analysis for the operator Bim is the same as that for Bre because the spectrum
of operator (iBim)2 is non-negative.

For future reference let us mention the following theorem [14, Proposition 1, sub-
section 2, §41].

Theorem 3.5 Let E be a Hilbert space. Every bounded operator A in

H = L2
µ([0,T],E),

which commutes with all bounded multiplication operators, has the form A : f (t) 7→
At f (t), f : [0,T] 7→ E, where At : E 7→ E is a µ-measurable essentially bounded ope-

rator valued function.

Proposition 3.6 Let M and N be subspaces of a Hilbert space H and let PM and PN

be the corresponding ortho-projectors. Then

(a) the linear span of M and N is dense in H if and only if Ker(PM + PN) = {0};

(b) M ∩ N = {0} if and only if Ker(PMPN − I) = {0}.

Proof (a) Since PM and PN are non-negative, we have the following chain (PM +
PN)x = 0 ⇔ PMx = 0 and PNx = 0 ⇔ x ⊥ M ∪ N.

(b) Note that PMPNx = x if and only if ‖PMPNx‖ = ‖PNx‖ = ‖x‖. Thus x ∈ M

and similarly x ∈ N.

Theorem 3.7 Let B satisfy conditions (3.1) and (3.2), the operator C have non-nega-

tive spectrum and Ker(C) = {0}. Then one can define on H a new scalar product ( · , · ) ′

topologically equivalent to the initial scalar product and such that H is represented as a

direct integral

(3.4) H = ⊕ ′
∫ ω+0

0

Hλ dσ(λ),

and if

x = ⊕ ′
∫ ω+0

0

xλ dσ(λ)

is a corresponding element of H, then

(3.5) Bx = ⊕ ′
∫ ω+0

0

√
λBλxλdσ(λ),

where ω = ‖C‖, and the operator Bλ : Hλ 7→ Hλ satisfies condition (2.1).
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Proof As at the beginning of the proof of Theorem 3.4 we suppose that C is a self-
adjoint operator with respect to ( · , · ) and, thus, its spectral function is orthogonal.

Note that in the present case one cannot apply Theorem 3.5 directly because B

is, generally speaking, an unbounded operator with empty resolvent set. So, first
let us apply Theorem 3.4. In our case H = Hre, so for short we put L+ := L+

re

and L− := L−
re and we denote by P+ and P− the ortho-projectors on the subspaces

L+ and L− respectively. Since the subspaces L+ and L− are invariant with respect
to Eλ, the operators P+ and P− commute with Eλ. Applying Theorem 3.5 to each
subspace of constant multiplicity for C [7, p. 916], we have H = ⊕

∫
Hλ dσ(λ), L+ =

⊕
∫

L+
λ dσ(λ), L− = ⊕

∫
L−
λ dσ(λ), P+ = ⊕

∫
P+
λ dσ(λ) and P− = ⊕

∫
P−
λ dσ(λ).

Next, applying Proposition 3.6, we have that almost everywhere Hλ = L+
λ+̇L−

λ . Let
us put D(Bλ) = L+

λ+̇L−
λ , Bλ|L+

λ
= I, Bλ|L−

λ
= −I. The rest is clear.

Since from (3.5) ‖Bx‖2 = ⊕ ′∫ ω+0

0
λ‖Bλxλ‖2 dσ(λ), we obtain

Corollary 3.8 If the operator B satisfies the conditions of Theorem 3.7, then it is

bounded if and only if

ess sup
λ>0

{
√
λ‖Bλ‖} <∞.

We are now ready to generalize Lemma 2.10 to the present assumptions.

Theorem 3.9 Let B satisfy conditions (3.1) and (3.2). Then one can define on H a

new scalar product ( · , · ) ′ topologically equivalent to the initial scalar product and such

that there is a decomposition H = Hn⊕ ′Hnn, invariant with respect to B and such that

(3.6)





• B|Hn
is a bounded normal operator,

• there are a decomposition Hnn = H1⊕ ′H2, an isometric operator

T : H1 7→ H2, a bounded self-adjoint operator S : H1 7→ H1 and

a positive (maybe unbounded) self-adjoint operator Z : H1 7→ H1,

ZS = SZ and (|S|x, x) < (Zx, x) for all x 6= 0 on D(Z), ‖ZS‖ <
∞, such that

B|Hnn
=

(
0 ZT−1

TS 0

)
.

Proof According to Theorem 3.4 we have the representation H = Him+̇Hni+̇Hre.
Note also that we can find on H a new scalar product ( · , · ) ′ topologically equivalent
to initial one and such that the operator C is self-adjoint. In this case the mentioned

above representation takes a form H = Him ⊕ ′ Hni ⊕ ′ Hre. For simplicity we shall
omit the symbol “ ′ ”. We shall construct the required representation of B for each of
subspaces Him, Hni and Hre separately.

First, let us consider Hre. Put Hsa
re = Ker(Bre − B∗

re), Hnsa
re = Hre ⊖ Hsa

re .

Let Hnsa
re = L+

re+̇L−
re be the decomposition that corresponds to the third item of

Theorem 3.4. Let P+ and P− be the ortho-projectors onto the subspaces L+
re and

L−
re , respectively, and write the operator (cf. Lemma 2.8) Θ := (P+ + P−)1/2 in the

form Θ =
∫ √

2

0
µ dHµ. Note that ΘC = CΘ. Next, arguing as for Theorem 3.7
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and using the spectral function Eλ|Hnsa
re

one can represent Hnsa
re as a direct integral

Hnsa
re = ⊕

∫ ‖C‖+0

0
Hλ dσ(λ). Note that the Hµ commute with C and by Theorem 3.5

we have the corresponding operator representation Hµ = ⊕
∫

(Hµ)λ dσ(λ).

Now (cf. Remark 2.9) let Hre
1 = (I − H1)Hnsa

re , Hre
2 = H1Hnsa

re and (H1)λ = (I −
H1)λHλ, (H2)λ = (H1)λHλ. Then Hre

1 = ⊕
∫ ‖C‖+0

0
(H1)λ dσ(λ). By Lemma 2.6 we

have the following representation

Bλ =

(
0 S−1

λ T−1
λ

TλSλ 0

)

with respect to the decomposition Hλ = (H1)λ ⊕ (H2)λ. Now, taking into account
the representation (3.5), for the decomposition Hnsa

re = Hre
1 ⊕ Hre

2 we can write

B|Hnsa
re

=

(
0 ZreT

−1
re

TreSre 0

)
,

where

Tre = ⊕
∫ ‖C‖+0

0

Tλ dσ(λ),

Sre = ⊕
∫ ‖C‖+0

0

√
λSλ dσ(λ),

Zre = ⊕
∫ ‖C‖+0

0

√
λS−1

λ dσ(λ).

Note that Zre > Sre > 0. The construction for Bre := B|Hre∩D(B) is complete.
For Bim put Hn

im = Ker(Bim + B∗
im), Hnn

im = Him ⊖Hn
im. The rest of the construction

for Bim, taking in account the representation (2.13), is similar to the corresponding
steps for Bre. As a result we obtain the decomposition Hnn

im = Him
1 ⊕ Him

2 and the
corresponding matrix representation

B|Hnn

im
=

(
0 ZimT−1

im

TimSim 0

)

with Zim > −Sim > 0.
Now let us consider Bni := B|Hni∩D(B). Note that R(Bni) ⊆ Ker(Bni) and put

Hn
ni = {R(Bni)}⊥ ∩ Ker(Bni), Hnn

ni = Hni ⊖ Hn
ni , Hni

1 = Ker(Bni) ∩ Hnn
ni , Hni

2 =

Hnn
ni ⊖ Hni

1 . Then the polar representation of the operator (B|Hnn

ni
)∗ has with respect to

the decomposition Hnn
ni = Hni

1 ⊕ Hni
2 the following matrix form

(B|Hnn

ni
)∗ =

(
0 0

TniZni 0

)
,

where T is an invertible isometry and Zni > 0, so

(3.7) B|Hnn

ni
=

(
0 ZniT

−1
ni

0 0

)
.
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Now put Hn = Hsa
re ⊕ Hn

im ⊕ Hn
ni , Hnn = Hnsa

re ⊕ Hnn
im ⊕ Hnn

ni , H1 = Hre
1 ⊕ Him

1 ⊕ Hni
1 ,

H2 = Hre
2 ⊕ Him

2 ⊕ Hni
1 . The rest is clear.

Corollary 3.10 If an operator B satisfies the conditions (3.1) and (3.2) then one can

define on Hnn a Krein space structure such that B|Hnn
is a J-self-adjoint operator.

Proof Define J by the formula

(3.8) J|Hnn
=

(
0 T−1

T 0

)
=

(
0 T∗

T 0

)
.

4 A Canonical Form for a J-Positive Square Root of the Identity

In Corollary 3.10 a Krein space structure is defined corresponding to the operator B.
In this section and in the next one we shall consider a different situation where a

Krein space H is already given with a fixed indefinite inner product generating various
topologically equivalent Hilbert scalar products.

First let us consider an operator B with a domain D(B) ⊂ H, such that

(4.1)





(a) B is a closed J-symmetric operator,

(b) D(B) = H,
(c) B|D(B2) = B,
(d) the closure C of B2 is the identity operator.

Our goal is to study the properties of B. Since a J-symmetric operator has eigen-

vectors that are J-orthogonal when they correspond to different real eigenvalues, we
have the following result.

Proposition 4.1 If the operator B satisfies conditions (4.1) then its subspaces L+ and

L− from Lemma 2.1 are J-orthogonal.

Similarly to Remark 2.5 we have the following result.

Proposition 4.2 Let B satisfy the conditions (4.1) and let B[∗] be the operator J-ad-

joint to B. Then B[∗] is described by the conditions

(4.2)

{
• D(B[∗]) = L

[⊥]
+ +̇L

[⊥]
− ,

• B[∗]|
L

[⊥]
+

= −I|
L

[⊥]
+

, B[∗]|
L

[⊥]
−

= I|
L

[⊥]
−

.

Corollary 4.3 The operator B from Proposition 4.2 is J-self-adjoint if and only if

L− = L
[⊥]
+ .

Corollary 4.4 The operator B from Proposition 4.2 is either J-self-adjoint, or else has

at least one J-self-adjoint extension B̃ which satisfies conditions (4.1) and is described in

the following way
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• L̃− = L
[⊥]
+ ,

• D(B̃) = L+[+̇]L̃−,
• B̃|L+

= I|L+
, B̃|L̃−

= −I|L̃−
.

Next let us consider an operator B with a domain D(B) ⊂ H, satisfying (4.1) and
such that

(4.3) B is J-positive.

Our aim is to find a canonical form for B.
Note that for 0 6= x ∈ L+ and 0 6= y ∈ L− we have [x, x] = [Bx, x] > 0 and

[y, y] = −[By, y] < 0, so we have the following analogue of Lemma 2.1 and the

ensuing remarks.

Lemma 4.5 A closed densely defined operator B satisfies conditions (4.1) and (4.3) if

and only if there are two subspaces L+ and L− such that

(4.4)





• L+ and L− are, repectively, positive and negative subspaces,

L+[⊥]L−,
• D(B) = L+[+̇]L−,
• B|L+

= I|L+
, B|L−

= −I|L−
.

Moreover, under these conditions D(B) = D(B2) = R(B).

Remark 4.6 The spaces L+ and L− from (4.4) can be non-maximal definite sub-
spaces.

On the other hand, as in Corollary 4.3 we have

Corollary 4.7 An operator B satisfying conditions (4.1) and (4.3) is J-self-adjoint if

and only if L+ and L− are maximal definite subspaces.

See [3] for analogous situations. Moreover, as for Corollary 4.4 we have

Corollary 4.8 An operator B satisfying conditions (4.1) and (4.3) is either J-self-ad-

joint, or has at least one J-self-adjoint extension which also satisfies conditions (4.1)
and (4.3).

Remark 4.9 The existence of a J-self-adjoint J-positive extension for a J-positive
but J-non-self-adjoint operator is a simple corollary of the corresponding result for
Hilbert space positive operators but this does not automatically imply condition
(4.1)(c). As an example, let S be a positive non-self-adjoint operator with dense

range and with two different self-adjoint positive extensions Ŝ and S̃. Then the oper-

ator (1.1) satisfies (4.1) but its J-positive J-self-adjoint extension

(
0 Ŝ−1

S̃ 0

)

does not.
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During the rest of this section we shall suppose that the operator B acting in the
Krein space H satisfies conditions (4.1) and (4.3) and is J-self-adjoint, so the sub-

spaces L+ and L− are maximal definite subspaces. We denote a canonical decompo-
sition of the Krein space by H = H+ ⊕ H−.

Note that for the maximal positive subspace L+ there exists a unique operator
K : H+ 7→ H−, such that ‖Kx‖ < ‖x‖ for every x 6= 0, L+ = {x + Kx}x∈H+

. K is
usually called an angular operator (for L+). If the positive subspace L+ has angular

operator K, then the negative subspace L
[⊥]
+ has angular operator K∗ : H− 7→ H+.

Theorem 4.10 The space H can be represented in the form H = Hb[+]Hu = Hb⊕Hu,

invariant with respect to B, and such that

(4.5)





• ‖B|Hb
‖ = 1,

• there are a decomposition Hu = H1 ⊕ H2, an isometric operator

T : H1 7→ H2 and a positive self-adjoint operator S : H1 7→ H1,

‖S‖ ≤ 1, such that

B|Hu
=

(
0 S−1T−1

TS 0

)
, J|Hu

=

(
0 T−1

T 0

)
.

Proof Put Hb = Ker K ⊕ Ker K∗ and Hu = H ⊖ Hb. It is easy to see that Hb is
invariant with respect to B. So without loss of generality we can suppose that

(4.6) Ker K = Ker K∗
= {0}.

Under condition (4.6) the operators K and K∗ have the representations

(4.7) K = U K+ and K∗
= K+U−1

respectively, where K+ = (K∗K)1/2 is a positive self-adjoint operator acting on the

space H+ and U is an isometric operator mapping the space H+ onto the space H−
[11, §VI.2.7]. Then K =

∫ 1

0
λ dU Qλ, where Qλ is the spectral function of the opera-

tor K+.

Let x ∈
⋃

0<ǫ<1 QǫH+ and y =
∫ 1

0
φ(λ) dQλx, where φ(λ) = 1/(1 − λ2). Then

Ky =
∫ 1

0
χ(λ)U dQλx and K∗Ky =

∫ 1

0
ψ(λ) dQλx, where χ(λ) = λφ(λ) and

ψ(λ) = λ2φ(λ). Note that x = y +Ky−Ky−K∗Ky and an analogous representation

is true for corresponding elements from H−. Moreover y + Ky =
∫ 1

0
φ(λ) dQλx +∫ 1

0
χ(λ) dU Qλx ∈ L+ and K∗Ky + Ky =

∫ 1

0
ψ(λ) dQλx +

∫ 1

0
χ(λ) dU Qλx ∈ L−.
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Hence we have

B(x + U x) =

∫ 1

0

φ(λ) dQλx +

∫ 1

0

χ(λ) dU Qλx +

∫ 1

0

ψ(λ) dQλx

+

∫ 1

0

χ(λ) dU Qλx −
∫ 1

0

φ(λ) dU Qλx −
∫ 1

0

χ(λ) dQλx

−
∫ 1

0

ψ(λ) dU Qλx −
∫ 1

0

χ(λ) dQλx

=

∫ 1

0

1 − λ

1 + λ
d(I −U )Qλx.

Similarly one sees that B(x − U x) =
∫ 1

0
1+λ
1−λ d(I + U )Qλx, so we can put H1 =

{x + U x}x∈H+
, H2 = {x − U x}x∈H+

, T(x + U x) = (x − U x) and S(x + U x) =∫ 1

0
1−λ
1+λ d(I + U )Qλx.

5 J-Non-Negative Operators with Spectral Squares

We now weaken the conditions of the previous section, specifically (4.1)(d) and (4.3).

Proposition 5.1 Let an operator B be J-non-negative and satisfy conditions (3.1) and

(3.2). Then C has non-negative spectrum.

Proof Let us suppose the contrary. Let Eλ be the spectral function of C . Then
there is an interval ∆ ⊂ (−∞, 0) such that 0 6= E(∆). Since B is J-symmetric, C

is J-symmetric too, but the last operator is bounded and defined on all H, so it is

J-self-adjoint. Thus E(∆) is J-self-adjoint too. Note that D :=
∫

∆
1/

√
|λ| dEλ ∈

s − Alg(C) so BD = DB. Put Ȟ := E(∆)H, B̌ := BD|
Ȟ

. Then B̌ is a J-positive

operator in Ȟ and B̌2 = −I. Then (see Remark 2.3) D(B̌) = Ľ++̇Ľ−, B̌|
Ľ+

= iI,

B̌|
Ľ−

= −iI. The last, however, is impossible for a J-non-negative operator even if

we take into account only its linear algebraic properties.

Note that Proposition 5.1 can also be proved for arbitrary J-non-negative oper-
ators B with non-empty resolvent set. First, if an operator B is J-non-negative and
its resolvent set ρ(B) is non-empty then B is J-self-adjoint. Indeed, let us suppose

the contrary, i.e., B is J-non-self-adjoint and there is λ such that (B − λI)D(B) = H.
Without loss of generality we can suppose that λ /∈ R. Now let B̃ be a J-self-adjoint J-
non-negative extension of B and let x0 ∈ D(B̃) but x0 /∈ D(B). Put y = B̃x0. Thanks
to the hypothesis λ ∈ ρ(B), there is x1 ∈ D(B) such that y = (B − λI)x1. Then

x0 − x1 is an eigenvector of B̃ corresponding to λ, but a J-non-negative operator can-
not have a nonreal eigenvalue. So B is J-self-adjoint and the rest of Proposition 5.1
follows from Langer’s integral representation for J-non-negative J-self-adjoint oper-
ators [9]. In Proposition 5.1, however, the resolvent set can be empty.
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Corollary 4.8 depends on choosing a maximal pair of subspaces whose existence is
well-known. The analogous result in the present context is rather more delicate and

uses a maximal pair result that we defer to the Appendix.

Theorem 5.2 Let an operator B be J-non-negative and satisfy conditions (3.1) and

(3.2). Then B has a J-self-adjoint extension B̃ which satisfies the same conditions.

Proof First, let us consider the case when the kernel of B is trivial. Then from
Theorem 3.4 we have H = Hre. Put L+ = L+

re, L− = L−
re . Without loss of generality

(if necessary changing the Hilbert scalar product as indicated earlier) we can suppose

that C is self-adjoint. Then J commutes with C and with its spectral function Eλ.
Let us fix λ > 0 and consider the compression B〈λ〉 := (I − Eλ)B|Hλ

where Hλ =

(I −Eλ)H. We next show how to extend B〈λ〉 to a J-self-adjoint operator. Let D〈λ〉 :=
FB〈λ〉 where

F =

∫ ‖C‖+0

λ

1√
µ

dEµ.

Using Proposition 3.3 and Lemma 4.5 on B〈λ〉, one can check that D2
〈λ〉x = x for

all x ∈ D(B〈λ〉) and thus we can apply Lemma 4.5 to D〈λ〉 to give an orthogonal
definite pair {L+,L−}. In the Appendix it is shown that there is a maximal extension
{L̃+, L̃−} (the so-called extension with nullified complement), with the following
property. If E is a projector which is simultaneously orthogonal and J-orthogonal

and the subspaces L+ and L− are invariant with respect to E, then the subspaces
L̃+ and L̃− are also invariant with respect to E. If we take the extension of D〈λ〉 to

L̃+ + L̃− given by D̃〈λ〉x± = ±x± for x± ∈ L̃±, then the operator

B̃〈λ〉 = F−1D̃〈λ〉 = D̃〈λ〉F
−1|Hλ

is a J-self-adjoint extension of B〈λ〉.

Now put D(B̂) =
⋃
λ>0 D(B̃〈λ〉) and B̂x = B̃〈λ〉x for x ∈ D(B̃〈λ〉). Finally let us

write B̃ for the closure of B̂. Let y ∈ D(B̃[∗]), where the operator B̃[∗] is J-adjoint to B̃,
and B̃[∗] y := y[∗]. Then for all x ∈ D(B̃) we have [B̃(I−Eλ)x, y] = [(I−Eλ)x, y[∗]] =

[x, (I − Eλ)y[∗]]. By construction the operator B̃(I − Eλ) is J-self-adjoint, so B̃(I −
Eλ)y = (I − Eλ)y[∗]. But y = limλ→+0(I − Eλ)y and y[∗] = limλ→+0(I − Eλ)y[∗], so
B̃y = y[∗] and hence B̃ is J-self-adjoint.

Next we establish (3.1) and (3.2). If x ∈ D(B̃) and y = B̃x then there is a sequence

xn ∈ D(B̂) so that xn → x and yn := B̂xn → y. We say that an operator A has
property P if D(A2) = D(A), so by Lemma 4.5, D̃〈λ〉 has property P. Since F and F−1

are bounded, B̃〈λ〉, and hence B̂, also have property P. Using Proposition 3.3 we then
conclude that

(5.1) B̂2u = F−2u = Cu

for all u ∈ D(B̂), so B̂2xn converges to a limit z, say, and B̂yn → z. Thus y ∈ D(B̃)
and z = B̃y = B̃2x. It follows that B̃ has property P, and (3.1)(ii) is proven. From
(5.1) we have B̂2xn = Cxn → Cx and the remaining contentions follow easily.
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Finally we consider the general case. Under the hypothesis of Theorem 5.2, H =

Hni[+]Hre and both subspaces are B-invariant. So we need only to show that B|Hni
has

a J-self-adjoint extension of the desired type. But the last operator has the represen-
tation, cf. (3.7),

B|Hni
= 0 ⊕

(
0 ZniT

−1
ni

0 0

)

with positive Zni . Since Zni has a positive self-adjoint extension the rest is clear.

We can now give a matrix representation for operators satisfying (3.1) and (3.2)

(or at least for the extensions guaranteed by Theorem 5.2).

Theorem 5.3 Let an operator B be J-non-negative J-self-adjoint and satisfy condi-

tions (3.1) and (3.2). Then there exist a suitable Hilbert scalar product and a decompo-

sition H = Hsa ⊕ Hnsa with Hsa[⊥]Hnsa, such that B|Hsa
is self-adjoint, and B|Hnsa

and

J|Hnsa
simultaneously have matrix representations (3.6) and (3.8).

Proof Note that the difference B−B∗ is J-self-adjoint, so Ker(B−B∗) and (B−B∗)H

are simultaneously orthogonal and J-orthogonal. Taking into account Theorem 4.10
and (if necessary) changing the Hilbert scalar product, the reasoning can be obtained
as for Theorem 3.9.

We conclude this section with a partial converse to Proposition 5.1.

Theorem 5.4 Let an operator B be J-symmetric and satisfy conditions (3.1), and (3.2)

and let C have nonnegative spectrum and trivial kernel. Then B has a J-self-adjoint

extension that also satisfies (3.1) and (3.2).

Proof The first steps, including the construction of the operator D〈λ〉, are the same

as for Theorem 5.2. Now let us take the J-self-adjoint extension of D〈λ〉 correspond-
ing to Corollary 4.4. The rest follows the proof of Theorem 5.2.

6 A Canonical Form for a J-Symmetric Root of Minus Identity

In the previous two sections we studied J-symmetric operators B of certain types
(e.g., with nonnegative C) that accept J-self-adjoint extensions of desired types. Now
we turn to a different case, where J-self-adjoint extensions are not guaranteed.

Let us consider an operator B with a domain D(B) ⊂ H, such that

(6.1)





• B is a closed J-symmetric operator,
• D(B) = H,
• B|D(B2) = B,
• the closure of B2 is minus the identity operator.

Our aim is to find a canonical form for B.
Let us redefine C+ := 1

2
(I − iB), C− := 1

2
(I + iB). Then using the same rea-

soning as in Lemma 2.1 we have C2
+ = C+, C2

− = C−, the lineals L+
0 := C+D(B),
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L−
0 := C−D(B) are closed and B|

L
±

0
= ±iI. Hence for 0 6= x ∈ L+

0 and 0 6= y ∈ L−
0

we have [x, x] = 0 and [y, y] = 0, and in this case Lemma 2.1 takes the following
form.

Theorem 6.1 An operator B satisfies conditions (6.1) if and only if there exist two

subspaces L+
0 and L−

0 such that

(6.2)





• L+
0 and L−

0 are neutral subspaces, L+
0 ∩ L−

0 = {0},
• D(B) = L+

0 +̇L−
0 ,

• B|L+
0

= iI|L+
0
, B|

L
−

0
= −iI|

L
−

0
.

Remark 6.2 If an operator B satisfies conditions (6.1) then it is J-self-adjoint if and
only if simultaneously (L+

0 )[⊥] = L+
0 and (L−

0 )[⊥] = L−
0 .

We leave open the extension problem for a dense pair of neutral subspaces, but we
shall consider a particular case of this problem.

Lemma 6.3 Let H = M+̇N, where M and N are neutral subspaces and M[⊥] = M.

Then N has a representation N = {x + iΓx}x∈D(Γ), where Γ : J M 7→ M is a linear

operator with dense domain and J Γ : J M 7→ J M is a symmetric operator. Moreover

N[⊥] = N if and only if J Γ is a self-adjoint operator.

Proof Thanks to the condition M[⊥] = M we have H = M ⊕ JM. Let P be the
ortho-projector onto M. Then for all x ∈ N we have x = Px + (I − P)x. Note
that the relation (I − P)x 7→ Px ⇔ x ∈ N generates a linear operator because
M ∩ N = {0} and it is closed. Put D(Γ) := {y = (I − P)x}x∈N, Γy := −iPx, giving

N = {y + iΓy}y∈D(Γ). It is clear that M+̇N is dense in H if and only if D(Γ) is dense
in JH.

Since N is neutral, we have 0 = [(x+ iΓx), (x+ iΓx)] = −i[x,Γx]+ i[Γx, x]. Thus,

J Γ is symmetric. Now let y+z[⊥]N, y ∈ M, z ∈ J M. Then 0 = [(x+iΓx), (y+z)] =

i[Γx, z] + [x, y]. Thus z ∈ D(Γ∗) and y = iΓ∗z.

In conclusion, we remark that it is easy to construct a J-symmetric operator B

with the properties (6.1) but without a J-self-adjoint extension. Indeed, we can take
Γ such that J Γ is symmetric with no self-adjoint extension and then use Lemma 6.3.

A Appendix

A.1 Preliminaries

As is well known any J-orthogonal pair {L+,L−} of definite subspaces can be ex-
tended to a maximal pair. Traditional proofs of this result are non-constructive and
use the existence of a maximal element in a partially ordered set. Here we provide a
constructive proof which may be useful in other applications as well.
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A.2 Main Construction

Let H be a Krein space, the representation H = H+ ⊕H− be its canonical decomposi-
tion and J be the corresponding canonical symmetry. Next, let L+ and L− be positive
and negative subspaces respectively, with L+[⊥]L−. Then L+ = {x + Kx}x∈D(K)⊆H+

,

L− = {Qy + y}y∈D(Q)⊆H−
, where K : H+ 7→ H− and Q : H− 7→ H+ are so-called

angular operators of the subspaces L+ and L−, respectively. Note that ‖Kx‖ < ‖x‖
and ‖Qy‖ < ‖y‖ for all x 6= 0, y 6= 0, i.e., K and Q are strong contractions. The
subspace L+ is not maximal non-negative iff D(K) 6= H+ and similarly for L−.

Let us define the subspaces: H
(1)
+ = D(K), H

(2)
+ = H+ ⊖ H

(1)
+ , H

(1)
− = D(Q) and

H
(2)
− = H−⊖H

(1)
− . We have then Kx = K1,1x⊕K2,1x, where K1,1x ∈ H

(1)
− , K2,1x ∈ H

(2)
− ,

x ∈ H
(1)
+ , and Qy = Q1,1 y ⊕ Q2,1 y, where Q1,1 y ∈ H

(1)
+ , Q2,1 y ∈ H

(2)
+ , y ∈ H

(1)
− . We

need to define K̃ and Q̃ in the form K̃x = K1,2x ⊕ K2,2x, where K1,2x ∈ H
(1)
− ,K2,2x ∈

H
(2)
− , for x ∈ H

(2)
+ , and Q̃y = Q1,2 y ⊕ Q2,2 y, where Q1,2 y ∈ H

(1)
+ ,Q2,2 y ∈ H

(2)
+ , for

y ∈ H
(2)
− . The operators K1,2,K2,2,Q1,2 and Q2,2 must be such that the extensions K̃

and Q̃ are contractions and the corresponding extensions of the spaces L+ and L−
are J-orthogonal. The last condition implies

(A.1) Q j,k = K∗
k, j , j, k = 1, 2,

so the operators K1,2 and Q1,2 are already defined. Note also that since K and Q are
strong contractions, we have

(A.2) ‖K1,1x‖2 + ‖K2,1x‖2 < ‖x‖2, ‖Q1,1 y‖2 + ‖Q2,1 y‖2 < ‖y‖2,

for all 0 6= x ∈ H
(1)
+ and 0 6= y ∈ H

(1)
− .

Let u ∈ H
(1)
+ and v ∈ H

(2)
+ , ‖u‖ + ‖v‖ > 0. Then (A.1) and (A.2) imply

|(y,K1,1u) + (y,K1,2v)| = |(Q1,1 y, u) + (Q2,1 y, v)|

≤ {‖Q1,1 y‖2 + ‖Q2,1 y‖2}1/2{‖u‖2 + ‖v‖2}1/2

< ‖y‖{‖u‖2 + ‖v‖2}1/2.

The last chain implies

(A.3) ‖K1,1u + K1,2v‖2 < ‖u‖2 + ‖v‖2.

In what follows we use a scheme from [1] and [13] to prove existence of a norm

preserving extension of a self-adjoint contraction. Taking into account (A.3), let us
introduce a new norm on H+ by:

(A.4) ‖u ⊕ v‖2
0 = ‖u‖2 + ‖v‖2 − ‖K1,1u + K1,2v‖2.

With respect to this norm on the domain, the operator K2,1 is a contraction too. In
fact, from (A.1) for 0 6= u we have ‖K2,1u‖2 < ‖u‖2 − ‖K1,1u‖2 = ‖u‖2

0. Our aim
is to extend K2,1 to a contraction acting from the whole space H+ with norm ‖ · ‖0
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into H
(2)
− . Let H̃ and H̃(1) be respectively the completion of the lineals H+ and H

(1)
+

with respect to the norm ‖ · ‖0. Next, let K̃2,1 be the closure of K2,1 in H̃ and let P

be the ortho-projector (with respect to the norm ‖ · ‖0) from H̃ onto H̃(1). Then the
operator K̃2 = K̃2,1P is a well defined contraction, acting from H̃ into H−

2 . Now let us

put K2,1 ⊕ K2,2 = K̃2|H+
. Then for all x ∈ H

(1)
+ and z ∈ H

(2)
+ we have ‖K̃(x ⊕ z)‖2 =

‖K1,1x+K1,2z‖2 +‖K2,1x+K2,2z‖2 ≤ ‖K1,1x+K1,2z‖2 +‖x‖2 +‖z‖2−‖K1,1x+K1,2z‖2 =

‖x‖2 + ‖z‖2.

Let us call the extension L̃+ = {x ⊕ K̃x}x∈H+
, L̃− = L̃

[⊥]
+ , with

K̃ =

(
K11 K12

K21 K22

)

as above, the extension with nullified complement.

A.3 Theorem of Invariance

Theorem A.1 Let L+,L− be a pair of J-orthogonal subspaces respectively J-positive

and J-negative, and let E be a projector simultaneously orthogonal and J-orthogonal and

such that EL+ ⊂ L+ and EL− ⊂ L−. Then for the extension {L̃+, L̃−} with nullified

complement the relations EL̃+ ⊂ L̃+ and EL̃− ⊂ L̃− hold and the pair {EL̃+, EL̃−}|EH

is an extension of {EL+, EL−}|EH with nullified complement.

Proof Let us keep the previous notation. Since E is self-adjoint and J-self-adjoint,
EH+ ⊂ H+ and EH− ⊂ H−. On the other hand, under our assumptions E(x ⊕Kx) is

of the form y ⊕Ky, where x, y ∈ D(K) = H
(1)
+ . Thus EH

(1)
+ ⊂ H

(1)
+ , EH

(2)
+ ⊂ H

(2)
+ and

EK = KE|
H

(1)
+

. Then similar reasoning gives us the relations EH
(1)
− ⊂ H

(1)
− , EH

(2)
− ⊂

H
(2)
− and EQ = QE|

H
(1)

−

. This implies that EK1,1 = K1,1E|
H

(1)
+

, EK2,1 = K2,1E|
H

(1)
+

,

EQ1,1 = Q1,1E|
H

(1)

−

and EQ2,1 = Q2,1E|
H

(1)

−

. Now it is easy to see that E|H+
is also

orthogonal with respect to the norm ‖ · ‖0 from (A.4). The rest is straightforward.
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