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CONVERGENCE OF CLASSES OF AMARTS INDEXED 
BY DIRECTED SETS 

ANNIE MILLET AND LOUIS SUCHESTON 

Let (Œ, J*"", P) be a probabil i ty space, / a directed set filtering to the right. 
(X t) teJ is a family of random variables adapted to an increasing family of 
o--algebras (^t) t^j. Vitali conditions F and V on the cr-algebras, abs t rac t ing 
classical assumptions in Lebesgue's derivation theory, were made to insure 
essential convergence of mart ingales and submart ingales (under proper 
boundedness assumptions) . In reality these conditions, guaranteeing the 
existence of certain disjoint and properly measurable sets B t, are bet ter suited 
for s tudy of amar t s , since the sets B t are a natural hab i t a t and breeding ground 
for stopping times, thriving, as well known, precisely on disjoint and properly 
measurable sets. Thus K. Astbury [1] showed t ha t the condition V, proved by 
K. Krickeberg to be sufficient for convergence of mart ingales (see [20] or 
Neveu [26], p. 98) is both necessary and sufficient for convergence of amar t s . 
(We follow Neveu denoting by V the condition Krickeberg denotes by V+OD.) 
The Vitali condition V, proved by Krickeberg [21] to be sufficient for con
vergence of submartingales, is shown here to be both necessary and sufficient 
for convergence of ordered amarts, defined similarly to amar t s , except t h a t the 
stopping times are ordered. We also introduce the controlled Vitali condition 
Ve, properly wTeaker than V, and show tha t Ve is sufficient for convergence of 
controlled amar ts , including submartingales. This answers in the negative a 
question raised by Krickeberg ([22], p. 280), whether V is necessary for con
vergence of submartingales. 

In the direct par t of theorems, the a m a r t assumption can be considerably 
weakened, a t the price of some loss of simplicity. If a, r are simple stopping 
times, write X(a, r) for the expression Xa — E^aXT. I t is known tha t (Xt) 
is an amar t if and only if limT^(r^00X(o-, r ) = 0 in L1. Call (X t) a pramart (for 
amart in probability) if X (a, r) —> 0 (r ^ a —* oo ) in probabil i ty. One can go 
one step further: call (X t) a subpramart if stochastic lim supT^(r^00X(o-, r ) ^ 0. 
No t only amar t s and pramar t s , bu t also subpramar t s converge essentially 
under the condition V. This result is new even if J = N, and const i tutes also 
in t ha t case a generalization of the a m a r t convergence theorem. Unlike amar t s 
(cf. [15]) or pramar ts , subpramar t s need not be mils (mart ingales in the 
l imit) , and, unlike mils, subpramar t s have good optional sampling properties. 
Thus the generalization of Doob's mart ingale convergence theorem to sub-
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pramarts given below seems of interest. To be sure, subpramarts (or pramarts) 
cannot in general have the Riesz decomposition, because this decomposition 
together with the optional sampling theorem is known to characterize the class 
of amarts [15]. 

Martingale theory has a double origin; it generalizes Paul Levy's approach 
to sums of independent random variables, and R. de Possel's theory of deriva
tion of set-functions. There exist no applications of amarts to independent 
random variables; in particular independent r.v.'s and averages of independent 
positive r.v.'s are amarts only in the uninteresting case when the supremum is 
integrable [19]. Unfortunately, as shown below, the same is true for pramarts. 
But, for the first time also in case J = N, we are able to identify some amarts 
in the context of the derivation theory. Only preliminary results have been 
obtained; roughly speaking, derivatives of set-functions that are asymptoti
cally additive are amarts. It seems that in some cases the essential convergence 
results following from amart theorems cannot be obtained from martingale 
theorems alone. Thus deriving super-additive set-functions in classical setting, 
we obtain supermartingales that are also amarts. The supermartingales 
theorem is not applicable because the ordered Vitali condition V fails, but the 
Vitali condition F holds, and therefore the new stopping time results (Astbury's 
theorem or Theorem 4.2 below) give essential convergence. 

Section 1 gives definitions of basic notions. Section 2 establishes optional 
sampling properties of amarts, pramarts, and subpramarts. Section 3 proves 
convergence results without Vitali conditions; in particular stochastic con
vergence of subpramarts in the general case; almost sure convergence of 
superpramarts in the case of / = N. Section 4 proves essential convergence of 
subpramarts under condition V. Section 5 proves that many different state
ments are equivalent with V; e.g. the assertion that stochastic convergence of 
XT implies essential convergence of Xt\ also the assertion that every amart is 
a mil. Sections 6 and 7 give the analogous theory for ordered amarts, pramarts, 
and subpramarts, under the ordered Vitali condition Vr. In Section 8 we 
introduce the controlled Vitali condition Ve and controlled amarts. Section 9 
gives examples in the case J = N; in particular of subpramarts that are not 
pramarts, and pramarts that are not amarts. The connection with the classical 
derivation theory is established in Section 10. In Section 11 we construct 
further examples and counterexamples. Section 12 sketches various extensions: 
to the descending case (index set filtering to the left), to infinite measure 
spaces, and others. The Banach space case is deferred to another paper, but a 
generalization of Chatterji's martingale theorem to directed sets under the 
condition V is given, because it follows at once from arguments in earlier 
sections. 

The authors wish to thank G. A. Edgar for his helpful comments. 

1. Definitions and basic notions; general case. Let J be a set of indices 
(partially) ordered by ^ . s, t and u denote elements of / . The set / is assumed 
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filtering to the right, i.e., such t h a t for each pair /i, t2 of elements in / , there 
exists an element t% in J such t h a t tx ^ tz and t2 ^ h. A subset K of J is called 
terminal if there exists an index s such tha t 5 ^ / implies t G K. A subset i£ of 
/ is called cofinal \i J — K is not terminal . Let 7V= {1, 2, . . . } , — 7V = 
{ . . . , - 2 , - 1 } . 

Let ($1,&~,P) be a probabil i ty space. Throughou t this paper, functions, 
sets, and random variables are considered equal if they are equal almost surely. 
Let {Xt] be a set of random variables each taking values in R ; the essential 
supremum of {Xt] is the unique almost surely smallest random variable 
g s u p l ; such t ha t for every t, e s u p l ^ ^ X ^ a . s . The essential infimitm of 
\Xt}, e inf tXu is defined by e inf Xt — — e sup ( — Xt). Let {̂ 4 t} be a family of 
measurable sets; the essential supremum of {A t\ is the only set e sup A t such 
tha t lesuvAt = £sup lAt, and the essential infimum of [A t) is the only set 
e inf A t such tha t 

Let (X ( ) teJ be a family of random variables taking values in R ; the stochastic 
upper limit of (X t) teJ, s lim sup X , , is the essential infimum of the set of 
random variables F such tha t lim P({ Y < X t\ ) = 0. T h e stochastic lower limit 
of (Xt) tç.j, s lim inf Xu is defined by 5 lim inf Xt = — 5 lim sup ( — Xt). If 
5 lim sup Xt = s lim inf Xt = Xœ, then Xœ is called the stochastic limit of 
(X t) t£j, which is then said to converge stochastically, or to converge in proba
bility, to Xœ. We write Xœ = 5 lim X t. The essential upper limit e lim* sup X^ 
of (Xt) t£j is defined by: 

e lim sup X j = e infs(e s u p ^ s I ; ) . 

The essential lower limit e lim inf X z = — e lim sup ( —X f ) . The directed 
family (X t) teJ is said to converge essentially if the essential lower and upper 
limits coincide. Their common value is then called the essential limit, e\\mtX t, 
of the family (X t) t^j. In a similar way, if (A t) teJ is a directed family of 
measurable sets, the essential upper limit, e lim sup A t is defined by: 

e lim sup A t = e inf(9(e s u p ^ s A t). 

A stochastic basis (#~'t) teJ, also denoted by Ç^~t), is a n increasing family of 
sub (j-algebras of &~ (i.e., for every 5 ^ t,^n C ^ " 0 - Given a stochastic basis 
(^t), we denote by J r

O D the (j-algebra generated by the algebra U ^ j . A 
stochastic process is a triple ( X ^ ^ , , J ) , also simply denoted by (Xt), where J 
is a directed set, (^~*) is a stochastic basis, and for each /, Xt: 0—>R and i s J ^ 
measurable. T h e process is called integrable (positive) if every X t is integrable 
(positive). The process satisfies Dool/s condition or is Ll-bounded if sup 
E(\Xt\) < co. Given a stochastic basis (^t), a family of sets (A t) is adapted 
if for every t, At £ ^~t. 

A stochastic basis Ç^~t) satisfies the Vitali condition V if for every adapted 
family of sets (A t), for every set A in J^~œ such t ha t A (Z e lim sup A t, and 
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for every e > 0, there exist finitely many indices tu . . . , tn, and pairwise dis
joint sets Bt £ ^ tl, Bi C A ti, i = 1, . . . , n, such tha t P ( / 1 \ U ^ ) ^ e. 

A stochastic basis Ç^~t) satisfies the Vitali condition W if for every adapted 
family of sets (At)teJ, for every set A in J^~œ such tha t A C e lim sup A t, 
there exists a sequence (/n) of indices and a sequence (Bn) of pairwise disjoint 
sets such tha t Bn £ ^~*„, Bn C -4«„, and P ( i 4 \ U » A i ) = 0. Given a stochastic 
basis (J^~\)> the conditions F and W are known to be equivalent. (This equiva
lence will be proved again in Theorem 5.1). 

A stopping time (of the stochastic basis (<^~t)) is a function r\ 12 —> / , such 
tha t for every t ^ J, {r = t] G *^"Y r is called simple if it takes finitely many 
values. Let T = 7 \ J ) denote the set of simple stopping times; under the 
natural order T is a directed set filtering to the right, or, r and p denote elements 
of T. Let (X t, J^~',, J ) be a stochastic process and r be a simple stopping t ime; 
define the random variable XT by XT = Xt on {r = / ) , and define the a-
algebra J^T by 

^T= \A e^\\/t e J, An \T = t) e^t}. 

XT is Ĵ ~~T measurable. If Xt = lAt, let AT = supp XT. For the order (a, r ) ^ 
(a , T) if o- ^ or', the set of ordered pairs of stopping times {(a, r)\a ^ r} is 
filtering to the right. Wri te E* for E^a, and for a ^ r set 

X(<r, r ) = * , - E°XT. 

The notions of stochastic or essential lower limits, upper limits, and limits of 
X(a, T) are defined for the order mentioned above, and denoted by 
5 lim sup(r(TÇrX((7, T), e lim sup^^erXCa, r ) , . . . . 

An integrable process (Xt,^uJ) is a martingale {submartingale, super
martingale) if s ^ t implies ESXt = Xs (ESXt ^ Xs, ESXt ^ Xs). 

Definition 1.1. An integrable stochastic process (Xt, J^~'t, J) is an amart if the 
net (E(XT))T(:T converges to a finite limit. 

Let us recall the L1 difference property of amar t s ([1], Lemma 2 .1 ; in the 
case / = N, the result follows trivially from the Riesz decomposition [12]): 
A stochastic process (X t, &~u J) is an amar t if and only if 

Vim E(\X(a, r)\) = 0. 

A potential is an amart (X t) such tha t lim E(1AX t) = 0 for each A Ç U t ^ t-

Definition 1.2. An integrable stochastic process (Xt,&~u J) is a pramart if 

slimffiT€rX(<7, r ) = 0, 

i.e., for every e > 0 there exists a0 £ T such tha t <J0 ^ a ^ r implies 

P ( { | X , - £ ' X r | > «}) é e. 

Definition 1.3. An integrable stochastic process -(Xu^u J) is a subpramart 
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if 5 lim sup(r,T€yX(o-, r ) ^ 0, i.e., for every e > 0 there exists <r0 G 7̂  such t h a t 

0"o = o" = T implies 

P({X„ - £ " X r > e}) £ e. 

(X t ) is a superpramart if ( — X t ) is a subpramar t . 

Definition 1.4. An integrable stochastic process (Xu^t, J) is a wi / {martin
gale in the limit) if e lim sup 5 > ^ j |X( s , / ) | = 0 , i.e., 

e\\m8(eswvtï>s\Xs - ESXt\) = 0. 

(In the case J = N the notion of mil was introduced by A. Mucci ; cf. [25].) 

2. T h e o p t i o n a l s a m p l i n g propert ies . In this section we consider optional 
sampling theorems for (general) simple stopping times. We use the following 
notat ion. If ^ is a class of stochastic processes (Xu^u 7 ) , given r G T(J), 
we denote by XJjT the random variable taking value XT(co)(co) a t the point w. 
As in Section 1, we write XT instead of X j T if no misunderstanding is possible. 
Analogously we define J^~j,T = ^ \ - A class ^ of stochastic processes 
{(Xt,^t} J)} has the cofinal optional sampling property if given an element 
(Xt, Jft, J) of %\ for every cofinal subset 37~ in T ( / ) the process 
( X T , ^ T , / " ) T € J belongs to ^ . 

LEMMA 2.1. Le/ {XU&~UJ) be a stochastic process, and let ^ be a cofinal 
subset of the set T = T(J) of simple stopping times taking values in J. Denote by 
T{^~) the set of simple stopping times for ( J r

T ) T Ç ^ r taking values in $~'. Given 
s G / , for every element 6 ^ s in T(^) there exists an element a ^ s in T such 
that Xrt8 = XJt<n ani&~rt% = ^~j ,„ . 

Proof. Let 0 be in 7 \ ^ ~ ) , 0 ^ s, and define a: 2 -> / by o-(w) = [0(co)](co). 
Clearly o- ^ s, and it is easy to check t ha t a G T and has the s ta ted propert ies. 

T H E O R E M 2.2. 7"/ze class of amarts, the class of pramarts, and the class of 
subpramarts have each the cofinal optional sampling property. 

Proof. More generally, let ^f be a class of stochastic processes defined by the 
following asymptot ic proper ty of X(a, r ) : There exits a function / : L 1 —> R 
such t ha t (X t, cfi~ UJ) G ^ if and only if given e > 0, there exists s £ J such 
tha t s ^ a ^ r implies / [X(a, r ) ] g e. Let s G / , s g 0 g 0' be in T(^), 
where ^ " is a cofinal subset of T(J). By Lemma 2.1, 5 S a- ̂  o7, and 

Xrt9 - EfX*-,* = X , , , - Ef^Xj,... 

Hence ^ has the cofinal sampling property . If ^ is the class of amar t s , set 
f(X) = E(\X\); if ^ is the class of p ramar t s , set 

f(X) = inf {a > 0\P(\X\ ^a) ^a}; 
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if ^ is the class of subpramarts , set 

f(X) = inf {a > 0\P(X è a) £ a\. 

LEMMA 2.3. Let X be an integrable random variable and let (^t)teJ be a 
stochastic basis. Then for every a Ç T, 

E'X(œ) = E^X(œ). 

Proof. For every I Ç / , 1 {<r=t]E
tX is J ^ measurable and for every A £ ^ t , 

A C\ {a = /} G J ^ . Hence for every A G ^ S , 

£ ( l A l { f f . t ) £ ' Z ) = £ ( U l { , _ t ) E ' X ) , 

so t ha t £<X = £ " X on {<r = / } . 

77&e case J = N. A class ^ of stochastic processes (Xny^n) is said to have 
the monotone optional sampling property if for every sequence (Xn, <^~n) in ^ 
and for every increasing sequence (rn) of simple stopping times for (<^~n), 
( X r n , j r T „ ) i s i n ^ . 

T H E O R E M 2.4. 77ze classes of amarts, pramarts and subpramarts indexed by N 
each have the monotone optional sampling property. 

Proof. This result has been proved for amar ts in [12], Proposition 1.6. Since 
(Xn, J^n) is a pramar t if and only if (Xn, J*~n) and ( — Xn, J \ ) are subpramarts , 
we only need to show tha t the class of subpramar ts has the monotone optional 
sampling property. Let (Xn, ^~n) be a subpramar t and let {rk) be an increasing 
sequence of simple stopping times for (<^~n)- Let Yk = XTk, &k = &\k and 
rœ = lim^T*. If a and a are two simple stopping times for (S^*), then ra and 
ra' are two simple stopping times for ( J r „ ) , and &a = ̂ ~7<3, so t h a t 

E*<Ya. = E***XT(r,. 

Given e > 0, choose M £ N such tha t M ^ r g T implies P({X(T,T) > e}) 
^ e. Then choose i£ such tha t 

P{{rœ> M\\\rK> M\) £ 6. 

Let cr and <J' be two simple stopping times for ( » *)> such t ha t K ^ a ̂  a'. Then 

P(ÎF(<r,</) > e|) ^ f + P(|I(T„v) > e}H {r. >M}) 

+ P( |X(r„ r..) > t) r\ {Too ^ M\) S e + P({X(M V T„ 

M V rc.) > e}) +T£-IP({X(T.,TC.) >t}r\ jrœ = »}). 

For every n S M there exists Kn £ N such tha t 

P ( { r œ = »}A f W j r * = »})) g € / M . 

Let o-, a-' be such tha t sup (K, K1} . . . , i£M) ^ o- ̂  </. On the set 
Dk^Knlrk = n] m^~n, we have Ta = 7v = n. Therefore, by Lemma 2.3, on 
this set X(Ta, T^) = 0. Hence P({ Y(a, af) > e}) g 3e. 
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3. Convergence w i t h o u t Vita l i c o n d i t i o n s . We a t first prove a s . con
vergence of positive superpramar ts in the case J = N, by a direct a rgument in 
par t similar to t ha t given for positive amar t s in [2]; the "upcross ing" method 
of the proof goes back to J. L. Doob's early papers. We then reestablish the 
Riesz decomposition of amar t s ([1], [12]). Then stochastic convergence of 
subpramar t s of class (d) , i.e., such tha t lim inf EX t

+ + lim inf EXr < °° , 
is derived. 

LEMMA 3.1. Positive superpramarts (Xn,^ n, N) converge a.s. 

Proof. Let F = {lim inf Xn = oo}; suppose P(F) > 0. Given e, 0 < e < 
P ( P ) / 2 , choose n and M such tha t for every k > 0, P(Gk) < e, where 

Gk = [EnXn+k - Xn > e} U [Xn > M). 

Given K, choose k such tha t P({Xn+k > K] ) > P(F) — e. Since 

Kl0k<E?l{Xn+k]*K] g lGkcEnXn+k g M + e, 

K[P(F) - 2e] ^ M + e. Hence P(F) = 0, and if Xn does not converge a.s., 
there exist real numbers a < P such tha t P(A) > 0, where 

A = {lim inf Xn < a < P < lim sup Xn). 

Given e > 0 and an integer M, there exists a set B and an integer M\ ^ M 
such tha t B £ ^ M I , and P(AAB) S à, where 5 = e2/8/3. There exist integers 
M2, Mz such tha t Mi < M2 < M3 , and 

P( ,4 \{ inf M i ^ ^ M ^ n < OL < P < sup^^^j i f jXj t ) ) ^ 5. 

Define 

Ci = {'miMl^n^M2Xn < a] C\ B, C2 = {supM2^n^MzXn > P} P\ d . 

Define two stopping times n and r2 by: 

, x = JM2, CO g C i 
T l ( a j j \ inf {»|Mi g » g M2 , Zn(co) < a } , co G Ci. 

(Af2, co (2 d 
r2(co) = <JA/3, co G C i \ C 2 

(inf {«|M2 S n S M*, Xn(œ) > p}, œ £ C2. 

We have 

XT2 — XTl è (/3 — « ) l c 2 + l c i \ c 2 ^T 2 — « lc i \ c 2 -

Hence, neglecting the positive term l C l \ C 2 X T 2 , and applying E^Ti, we obtain 

E"XT2 - XTl ^ (P - a)E^(\C2) - aE^(lCl\C2) è (P ~ a)E^(lA) 

- (P - a)E^(lAAC2) - aE"(lCl\c2). 

Since for every measurable set D, every rj > 0, P [ £ r i ( l D ) > rj] ^ P(D)/rj1 
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choosing D = AAC2, or D = Ci \C 2 , and appropriate 77's we have 

E"XT2 -XT1 ^ {fi -a)E"(lA) ~ e 

outside of a set of measure ^ e. Hence using the définition of a superpramart , 
we can choose M so big tha t if r2 ^ TI ^ M, then ET1XT2 — XT1 ^ e outside 
of a set of measure ^ e. Hence we can define an increasing sequence (an) of 
stopping times such tha t for each n, 

(0 - a)E*»(lA) £ l/n 

outside of a set of measure l/n. The sequence Ean(lA) converges to 0 stochas
tically. On integrating we get P(A) = 0; this contradicts the assumption 
P(A) > 0. 

LEMMA 3.2. Let (Xt) be an integrable positive stochastic process. For every 
t £ J set Rt = e miT^tEXT. Then for every simple stopping time a 

Ra = e inf,.^ EaXT. 

Proof. Fix a and denote by R(a) the right hand side of the last equality. For 
every r Ç T, if r ^ a we have r ^ t on the set {0- = / } . Since r takes finitely 
many values, there exists t' in / such tha t r g /'. Define r ' = r on {0- = t), and 
/ = /' on {a ?* / ( . T h e n r' ^ / a n d E ^ - Z T = E**XT> on {o- = / } , which implies 
tha t Rt S R(<r) a.s. on {a = / } . Conversely if / belongs to the range of a, let 
r in T be such tha t r ^ /, and choose s (z J such tha t c ^ s. Define T = r 
on {0- = / } , and r ' = 5 on {0- ^ / } . Then 0- fg / , and EaXT> = ElXT on 
jo- = / } . Hence R(<r) ^ 1^ a.s. on {a = /J. 

PROPOSITION 3.3. Let (Xt) be a positive integrable process. Then (Xt) is a 
subpramart if and only if there exists a positive submartingale (RT, J r

T , T) such 
that for every /, Rt ^ X t a.s., and s \\m(XT — RT) = 0. 

Remark. We a t first observe tha t to say tha t (RT,^~T, T) is a submartingale 
is the same as saying tha t (Rt,J

r
t, J) is a submartingale with the optional 

sampling properties. In the case J = N, since (Rn) is a submartingale if and 
only if (RT) is, a positive integrable process is a subpramar t if and only if there 
exists a positive submartingale (Rn) such tha t Rn ^ Xn, and 5 l im(XT — RT) 
= 0. 

Proof of proposition. For every / £ / , set Rt = e infT^ ElXT. By Lemma 3.2, 
for every a (î T we have Ra = e infT^ EaXT. We show tha t ( i ^ , J ^ , T) is a 
submartingale (a similar argument appears in [16]). Since for every a Ç T, 
0 ^ R* ^ Xa a.s., i ^ is integrable. I t follows from known properties of e inf 
tha t there exists a sequence (rw), rw ^ a and rw Ç 7" for every ?z, such tha t 
^ = infn£aXT n (see e.g. [26], p. 121). We show tha t one can assume tha t the 
sequence EaXTn decreases to Ra. Suppose tha t n , . . . , rn have been properly 
chosen, and replace r n + i by r n + / defined by rn+/ = rn on A = {E°XTn ^ 
EffXTn+l}, and r n + / = r n + i on Ac. Since /I is ^ a measurable and rn ^ a, 
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Tn+i ^ c, it follows that rn+\ G T. Let a ^ a' be simple stopping times. 
Applying Ea to the relation: E°'XTn \ isV yields 

E ' i ^ = limn E°XTn ^ e inf Ti>„ £*XT. 

Hence {Ray^a, T) is a submartingale. It is easy to see that if (Ra\^„, T) 
is another submartingale such that Xa ^ RJ for each <J, then Ra g; i ? / . 
Assume that slim sup(Xc — Ra) ^ 0. There exists e > 0 and a sequence 
(<rn) in r such that P[{Xffn — Ran > e}] > e. Fix n\ since Rffn is the limit in 
probability of a sequence (EffnXTk)k, we can choose rn ^ o-w such that 

P({X(anjrn) > e/2}) > e/2. 

This contradicts the assumption that (X t) is a subpramart. Conversely, 
assume that there exists a submartingale (RJ,&~ai T) such that 

R/ ^ Xt, and 5 lim sup (Xa - R,') = 0. 

Since i ? / ^ i?f ^ Xu we have 5 lim supPC, — Rff) = 0. If (X t) is not a sub
pramart, there exists e > 0 and two sequences (an) and (rn) such that crn in
creases, an ^ TW, and P[{X(<rn, rn) > e}] > e. Since X(crn, rn) g X9n - Ran, 
we get a contradiction. 

We now give a characterization of amarts in terms of martingales and super-
martingales having the optional sampling property. This result is a generaliza
tion of Theorem 1 [16] to directed sets, and a refinement of the Riesz decom
position of amarts [12], [1]. A positive supermartingale {X u ^ u J) is called a 
Doob potential if (XT, J ^ , T) is a supermartingale and X t —» 0 in L1. 

PROPOSITION 3.4. A stochastic process (X t) is an amart if and only if X t can 
be written as a sum Xt— Yt-\-Zt where (Yt) is a martingale, and there exist 
s Ç J and a Doob potential (S t) t^s, such that for r ^ s, \ZT\ ^ 5T. Furthermore }Y t 

is the essential limit and Ll limit of the net {EtXT)r^t. 

Proof. By the difference property of amarts (see Section 1), given a Ç T, 
the net (EaXT)T(zT is Cauchy in Ll. Denote by Ya its LMimit; (Yt) is a martin
gale. Furthermore, given a fixed a in T the stochastic process E'X t defined for 
t ^ a is an amart for the constant stochastic basis J r

( r . Given e > 0, let 

At = {\E'Xt- F.| > e! 

and assume that 

P[e lim sup A t] = a > 0. 

We show that the net (E*XT)T does not converge to Ya in probability. For each 
s £ J there exists a sequence (/„), tn ^ 5, such that 

e$uptl>sAt = \J Atn. 
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Choose M such tha t P( UU^MA tH) ^ a/2. Let 

Define a stopping time r by T = tt on J3i, i = 1, . . . , M, and r = t on 
( U i ^ t ) c , where / £ / , / ^ /*, i = 1, 2, . . . , M. Then T ^ s, and 

P ( { | £ * X r - F„| > e}) ^ a/2. 

This is a contradiction. Now the difference property gives \\m E(\Za\) = 0, 
where Zt = Xt — Yt. Choose 5 such tha t s u p ^ j E d Z ^ ) < oo, and given 
cr ^ s set 

Sa = e s u p r ^ E"(\ZT\). 

Since Sff = Um1ntTn^ff E*(\ZTn\), a proof similar to tha t of Proposition 3.3 
shows tha t {Sa,&~v, T) is a supermartingale, and hence tha t (St) is a Doob 
potential. 

PROPOSITION 3.5. Let (X t) be a stochastic process for a constant stochastic 
basis J^t = J^. The following assertions are equivalent: 

(1) (X t1^) is an amart. 
(2) Xt converges essentially, and there exists s Ç J such that 

E(e supt^s \Xt\) < oo. 

Proof. In the case J = N, SL direct proof of the implication (1) =» (2) has 
been given in [12] Proposition 2.4. 

(1) =» (2). Define s, (Yt), (Zt), and (St) as in the previous proposition. For 
/ ^ s, the net (Yt) is constant, and the net (\Zt\) is dominated by the net 
(St) which decreases to 0. 

(2) => (1). Since Xt converges essentially, XT converges essentially, hence 
stochastically. By the dominated convergence theorem EXTn converges if 
s = r\ ^ r2 ^ . . . . 

LEMMA 3.6. Let (X t) be a subpramart. Then (X t
+) is a subpramart. More 

generally, for every constant X, (X t V X) tis a subpramart. 

Proof. Given e > 0, choose / Ç / such tha t 

t ^ a S r implies P({X(a, r) > e|) ^ e. 

Set A = {Xa < 0}, and define r — a on A, and T = r on Ac. We have 

i,+ - x+ sxa- xr>. 
Applying£% wegetX„+ - E°(X+) ^X(a, r ' ) . Hence P[{Xa+ - E°X+> e}] ^ e, 
and it follows tha t (Xt

+) is a subpramart . Given X, if (X t) is a subpramar t , 
so is (X + Xt)t; since F V X = X + ( F - X)+, also (X t V A ) , is a sub
pramar t . 

For the amar t case of this lemma see [2] and [11]. 
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A part icular case of the following theorem was proved in [12], p. 206. 

T H E O R E M 3.7. Let (X t) be a subpramart which satisfies Doob's condition, or 
only the properly weaker assumption (d) : 

(d) lim inf E(X +) + lim inf E(Xr) < °o • 

Then the net (XT)T^T converges stochastically to an integrable random variable. 

Remark. In the case J = N, one obtains under the same assumptions the 
almost sure convergence; see Section 4, Theorem 4.3. 

Proof. We a t first deduce from our results the (well-known) a.s. convergence 
of positive Z^-bounded submart ingales indexed by integers. Let (Sn) be a 
positive /^ -bounded submart ingale . Clearly (Sn) is an a m a r t ; its Riesz de
composition is Sn = Yn + Zn , where ( Yn) is the mart ingale par t given by 

Yn = lim ]p EnSp, 

and (Zw) is the potential par t . Clearly (Yn), and ( — Zn) both are positive 
L^bounded superpramarts . Hence the a.s. convergence of Sn follows from 
Lemma 3.1. Let now (Xt) be a positive subpramar t such t ha t lim inf E(Xt) 
< co. By Fa tou ' s lemma, the approximating submart ingale (ST, J*",., T) con
sidered in Proposition 3.3 is L^bounded . Given any increasing sequence (an) 
of elements of T, the submart ingale (S„n1 ^<,n, N) converges in probabil i ty. 
Since the convergence in probabil i ty can be defined by the distance of a 
complete metric space (cf. [26], p. 97), the net (ST)T^T converges stochastically 
(see e.g. [26], p. 96). The relation s\im(XT — ST) = 0 yields the theorem in 
the case X t ^ 0. The stochastic convergence of (XT)T^T follows under the 
assumption: there exists a constant X such t ha t for every /, X ^ Xt. Let now 
(X t) be a subpramar t for which the boundedness assumption (d) holds, and 
assume tha t Xt oscillates: there exist a < /; such t h a t on a set of positive 
measure, 

s lim inf XT < a < b < 5 lim sup XT. 

By Lemma 3.6, (Xt V a) is a subpramar t ; furthermore, lim inf E(Xt V a) 
< oo, and (XT V a) does not converge stochastically. I t follows t ha t Xt 

cannot oscillate. By Fa tou ' s lemma, 5 lim inf XT > — co, hence the net 
(XT)T(zT converges stochastically. 

We finally show tha t the assumption (d) is properly weaker t ha t Doob 's 
condition in the case of p ramar t s (it follows from the Riesz decomposition t ha t 
the two boundedness assumptions are equivalent for amar t s ) . Let (12, J^~, P) 
be the uni t interval with Lebesgue measure and let ^ n = J^~ \/ n £ N. Let 

Xn = ( - 1 ) V 1 [ 0 | 1 / B ] . 

(Xn) is a p ramar t of class (d) , i.e., satisfying the condition (d) , bu t (Xn) 
does not satisfy Doob's assumption. 
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Remark. Let (X t) be a process of class (d) and such that 

s l imsup^ T (X s - ESXT) ^ 0. 

The proof of Theorem 3.7 shows that Xt converges stochastically. However, 
(X t) need not be a subpramart, because Example 9.6 below shows that (XT) 
need not converge stochastically, even if (X() is ZZ-bounded. 

4. Essential convergence under the Vitali condition V. In the present 
section we prove various convergence theorems under the Vitali condition V. 
The first result asserts that stochastic convergence implies essential conver
gence for fairly general functions/ of a and r. Other convergence results follow 
as immediate corollaries. It is also shown that if V holds then pramarts are 
mils. In the next section the converse implication is proved. 

THEOREM 4.1. Let (^t) be a stochastic basis which satisfies the Vitali 
condition V, and let f(a, r) be a family of &\ measurable random variables 
defined for a, T (z J \ <J ^ r. Assume that for every t £ / , 

l{,= t}f(<r, T) = 1 {„=*} / (* , r ) , 

andf(a, T) converges stochastically to fœ; then f (a, r) converges essentially to /œ . 

Proof. We first prove that f(t, r) converges essentially to /œ . Assume the 
contrary; then there exists e > 0 such that 

P (e l imsup^ T { | / ( / f r ) - / J > e}) è c. 

There exists an index to in / and an ïFH measurable random variable / such 
that 

^ ( { | / c o - / l > c/4}) ^ c/8. 

For every s ^ to, set gs = e supT^s\f(s, T) — f \. Fix s0 è t0 and define 
A s = {gs ^ 3e/4} if s ^ s0, As = 0 otherwise, so that 

P01im, ssup.4 s) ^ 7e/8. 

By the Vitali condition V, there exist indices Si, . . . , sn greater than s0l and 
pairwise disjoint sets B{ £ ^",Sl-, Bx; C Asi, i = 1, . . . , n, such that if B = 
Uî-iBu 

P(e\im sup A\B) ^ e/8. 

Choose r bigger than su i = 1, . . . , n, and define a £ r by o- = sz on £ t , 
i = 1, . . . , n, and a = r on Bc. Fix t, 1 ^ t S n\ there exists a sequence (r*) 
in T such that 

esupT^si\f{su T) -f\ = supk\f(s,rk) -f\. 

Choose K such that 

P [ 5 , n ( Uf~i {|/(*<,r*) -f\^ 36/4))] è - i P [ 5 J . 
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On the set Bh define r = rk where k is the first integer tkK such t h a t | f(su rk) 
— / | è 3e/4 if such an integer exists, and r = rK elsewhere. On Bc, set r = r. 
T is a J^o- measurable simple stopping time. Since 

/(cr,r) - / = X U , 1 ( , = „ ( / ( * , T ) - / ), 

we have | f(a, r ) — f\ ^ 3e/4 on a set of probabil i ty ^ \P(B). Hence given s0, 
there exist a, r such t ha t SQ ^ cr ^ r, and 

^ ( { | / ( * . T ) - / J è */2}) ^ e/4, 

which contradicts the assumption 5 lim<r>T€r/(o-, r ) = / œ . Since for every 
a S r and for every s, 

l{a=,s}f((T, T) = l { w ) / ( s , r ) , 

it follows easily from the definition of essential convergence t ha t f(a, r ) 
converges essentially t o / œ . 

T H E O R E M 4.2. Le/ ( ^ S ) be a stochastic basis which satisfies the Vitali condi
tion V, and let (X t,J

r
t, J) be a stochastic process. Then s lim XT = Xm implies 

e lim XT = Xœ (and therefore e lim X t = Xœ). 

Proof. Apply Theorem 4.1 with f(a, r ) = Xa. 

T H E O R E M 4.3. Let (3^ t) be a stochastic basis which satisfies the Vitali condi
tion V. Every subpramart satisfying Doob's condition converges essentially. More 
generally, the essential convergence holds if (Xt) is of class (d), i.e., such that 

lim inf E(X+) + lim inf E(X r) < 00 . 

In particular, if J = N, then every subpramart (Xn) such that 

lim inf E(X+) + lim inf E{Xn~) < 00 

converges almost surely. 

Proof. Apply Theorems 3.7 and 4.2. 

T H E O R E M 4.4. Let (^ t) be a stochastic basis satisfying the Vitali condition V. 
For every pramart (X t), e \\ma<T£T X(<T, T) = 0, and hence every pramart is a mil 
(martingale in the limit). 

Proof. Apply Theorem 4.1 to f(a, r) = X(a, r) = Xa - E°XT, a ^ r. 

5. N e c e s s i t y of t h e Vita l i c o n d i t i o n V. The condition V, shown sufficient 
for various convergence s ta tements in the previous section, is also necessary. 
For emphasis, we also repeat the direct assertions. Some new conditions are 
added. If tk è sk for all k £ N,we write (tk) ^ (sk), or (sk) ^ (tk). 

T H E O R E M 5.1. The following statements are equivalent: 
(1) The stochastic basis (^t) satisfies the Vitali condition V. 
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(2) The stochastic basis (^ t) satisfies the Vitali condition W. 
(3) Every stochastic process (X t) for which XT>TeT converges stochastically, con

verges essentially. 
(4) Every subpr amart of class (d), i.e., such that lim inf EXt

+ + lim inf EX f 
< oo , converges essentially. 

(5) Every submartingale (Xt,J^t, J) of class (d) such that (X^,^^, T) is a 
submartingale, converges essentially. 

(6) Every amart (lAt) such that lim P(At) = 0, converges essentially (to 0) . 
(7) Every pramart is a mil (i.e., martingale in the limit). 
(8) Every amart is a mil. 
(9) Let (X t) be an arbitrary stochastic process, and let Y be any&œ measurable 

random variable, such that for almost every o), the number Y(u) is a cluster point 
of the net (X t(œ)) teJ. Given an arbitrary sequence (sk) of elements of J, there 
exists an increasing sequence (rk) of elements of T, such that (rk) ^ (sk), and 
XTk converges a.s. to Y. 

(10) Identical to (9) except that Y — e lim sup X t. 

Proof. Obviously (2) => (1), (4) => (6), (7) => (8) and (9) =» (10). Since 
every Z^-bounded submartingale with the optional sampling proper ty is an 
amar t , (4) => (5). The implications (1) =» (3), (3) => (4) and (1) => (7) are 
the s ta tements of Theorem 4.2, Theorem 4.3 and Theorem 4.4. We prove 
below (1) => (9), (6) => (2), (10) => (6), (5) => (2) and (8) =» (2). 

Proof of (1) =» (9). (In the case J = N, the assertion (9) is due to [2], and 
(10) to [6]). Fix k; choose 5 è sk and Y'&~s measurable such tha t 

P({\Y - Y'\ è 1 /4FJ) ^ 1/4&2. 

For t ^ s set At = \\Xt - Y'\ ^ 1/2&2} ; otherwise set A t = 0. Using the 
Vitali condition V, one chooses pairwise disjoint sets Bi} i = 1, . . . , n, 
Bt G #~u,Bi C A tl, such tha t 

P(Ui^Bi) ^ 1 - 1/2&2. 

One then defines rk = tt on Bi} and rk = t on ( U i ^ n B i ) c , where / ^ tu 

i = 1, . . . , n. Then rk ^ ^ and 

P ({ |X T , - Y\ ^ 1 A 2 ) ) ^ 1A 2 . 

Now XT/t converges a.s. to Y by the Borel-Cantelli lemma. 

Proof of (10) => (6). Assume tha t (6) fails, and let ( 1 ^ ) be an amar t such 
t ha t lim P(At) = 0, bu t lAt fails to converge essentially to 0. Set Xt = lAt, 
and Y = e lim sup 1 ^ , and assume tha t (10) holds. Then given an arb i t rary 
sequence (sk) in J we can find a sequence of stopping times (rk) such tha t 
(rk) è (sk) and tha t Xrk converges a.s. to Y. Since (XTk) is bounded by 1, 
EXTk —> EY > 0, which contradicts the amar t assumption. 
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The implication (6) => (2) is due to Astbury ([1], Theorem 3.1). For the 
sake of completeness we also give this proof. 

Proof of (6) => (2). Let A Ç &'œ, and let (A t) be an adap ted family of sets 
such t ha t A Ç2 e lim sup ̂ 4 f. Given a sequence (o^) of numbers such t h a t 
0 < ak < 1 and 1 ^ ( 1 ~~ a^) = 0, define an a m a r t (lct)

 a s follows. Set 

Sf = {(tt, Bi)i=it.,.tn\n (z N, Bt pairwise disjoint, 

i = 1, . . . ,w, J3< e^t^Bi CAti\. 

Given G £ 2l, write U G for U U , B K G B. Define by induction two sequences (Gk) 
in $) and (rk) in R as follows: 

G0 = 0 and 

r0 = s u p G ^ i G 3 G o P [VJ (G\G 0 ) ] 

G^ is any element of 2$ such tha t GA; D Gfc_i and 

P [ U ( G , \ G , - i ) ] è û M f M and 
r* = s u p ^ , <?=><?* P [ U ( G \ G f c ) ] -

Then G D Gkl G t & and 

r*_i ^ P[U(G\Gk)] + P ( U (GAG,_0) è P [ U (G\Gk)] + ^ f w 

Hence 

rk g (1 ~ a*-i)r*_i g r i o ^ j f c - i U - a^). 

Set G = U ^ O G A ; , and denote U U . B X E G ^ by VJ G. Define 

^« = ^ A U(u,B)eïï,u^t B, Xt = la-

We show tha t for the stochastic process (Xt,^~uJ), lim E(XT) = 0. Let 
k £ N, and choose / Ç / such t ha t for all (/, B) t Gk, t g ?. Let r G T, 
T ^ t; r takes values /i, . . . , tn. Define 

G = G,U (/„ [r = tt}r\ C , ) M , , r 

Since Gk C G G 2iï, and since X T = 1 u (G\Gk), we have E(XT) ^ rfc. Fur ther 
more, sett ing A' = A\VJ G, 

^ ' C e lim sup (̂ 4 \^J G) (Z e lim sup C,. 

If the Vitali condition W fails for (^~0> there exists yl G ^ o o such t h a t 
P(^4') > 0; hence the a m a r t (lct,^t, J) does not converge essentially. 

Proof of (8) =̂> (2). We keep the notat ion of the proof t ha t (6) => (2), 
assume tha t W fails, and fix s in J. Given n, we choose Mn such t h a t 
r i o ^ ^ 2 ^ - i (1 — otj) < P(A')/2n+l, and then choose /,/ in J such tha t 
(.v, B) £ GMn implies s g / / . Let t be larger than s and t„'. Since 

P(\E'Xtn > 1/2}) ^ ? ( ^ ' ) / 2 " , 
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P ( l im min{EsXln ^ 1/2}) = 1, so tha t 

esupt>s\E°Xt -X„\ ^ \lCr 

Since P(e lim sup sC,) > 0, (X t, &~u J) is not a mil. 

Proof of (5) => (2). Assume tha t W fails, and let (X,) be a potential , 
0 ^ X t ^ 1, which does not converge essentially to 0. The supermartingale 
St = e supr^tE^j, introduced in Proposition 3.7, satisfies Doob's condition 
and has the optional sampling property. Furthermore, St converges to 0 in 
L1, bu t since X t ^ St, St does not converge essentially to 0. 

6. Def in i t ions a n d s t o c h a s t i c convergence for ordered s t o p p i n g t i m e s . 
Given a stochastic basis (^t), an ordered stopping time is a simple stopping 
time r such tha t the elements ti} t2, . . . , tn in the range of r are (linearly) 
ordered, say t\ < t2 < . . . < tn. We denote by T' the set of ordered stopping 
times. We set a < | < r if a and r are in T'', and either a = r, or there exists 
an 5 in / such tha t a ^ s ^ r. For the order < | < , T' is a directed set filtering 
to the right. An integrable real-valued stochastic process {Xu^~t,J) is an 
ordered amart if the net E(XT)T(iT> converges for the order < | < . (Equivalently, 
for the order ^ . ) 

PROPOSITION 6.1. (X t) is an ordered amart if and only if it has the following 
Ll difference property: 

lim,,T € 2wE ( | A > , r ) | ) = 0. 

Proof. The proof is obtained by a slight modification of the proof of Lemma 
2.1 in [1] ; for the discussion of the difference property see also Section 6 of 
[19]. If (X t) has the above difference property, then for each e > 0 there is 
s (z J such tha t s ^ a G T' implies 

supAG<^s \E(1AXS - lAEsXa)\ < e. 

Setting A = Œ, we see tha t the net (E(XT))T£T> is Cauchy and hence converges. 
Conversely, let e > 0; choose 5 G / such tha t a ^ s, r ^ s, a, r G T' implies 

\E(X,) - E(XT)\ ^ e. 

Let s ^ a < \ < T; for any A G &~a define p = a on A, and p = r on i c . 
As c < | < r, p G T ; furthermore 

£(L*(X(<x,r ) ) ) = £ ( * „ ) - E(XT). 

Hence the left hand side converges to zero uniformly in A G #"", if (X ?) is an 
ordered amar t . 

T H E O R E M 6.2. (Riesz decomposition). Let (Xt) be an ordered amart. Then 
Xt can be uniquely written as Xt = Yt + Zt where (Yt) is a martingale, and 
{ZT)T£T> converges to 0 in Ll norm. 
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Proof. The proof is similar to the proof of Proposition 3.4. 

A submart ingale (supermartingale) (Xt) such t h a t supt\E(Xt)\ < co is an 
ordered amar t . Indeed, if c, r £ T', a S T (a fortiori if a < | < r ) , then 
E(Xa) S E{XT) so t ha t E(XT) r € T> is an increasing net. 

In analogy to the p ramar t we now introduce an ordered p ramar t , general
izing the ordered amar t . An integrable stochastic process is an ordered pramart 
if 5 lirn^çT" X(a, r ) = 0, i.e., V e, 3 s, such t ha t s ^ a < | < r, a, r Ç JT' 
implies 

P ( i | X . - £*X r | > e}) S e. 

An integrable stochastic process is an ordered subpramart if 

s l i m ^ ^ y ' X((7, r) S 0 

(i.e., V € > 0, 3 ^ such tha t s ^ a < \ < T, a, T ^ Tf implies 

P({Xa - E°XT > e}) ^ e). 

PROPOSITION 6.4. Le/ (X ; ) 6e an ordered subpramart and let X G R be fixed; 
then Yt = Xt\J\isan ordered subpramart. Let (X t) be an ordered subpramart 
of class (d); then the net (XT)T^T' converges stochastically to an integrable random 
variable. 

Proof. Let (X t) be an ordered subpramar t , and let a, r Ç T', a < | < r. Let 
T = a on {X, < 0 j , r ' = r on ( J , ^ 0} ; then r ' is in T'. Therefore the proof 
of Lemma 3.6 extends showing t ha t (X t

+), hence ( Yt) are ordered subpramar t s . 
Let (X t) be an ordered subpramar t of class (d). Choose an increasing sequence 
(sn) of indices such t h a t sn ^ a < | < r implies 

P({X{a,r) > 1/n}) ^ 1/». 

Assume t h a t (Xr)TCr> does not converge stochastically. Let ô be a metric 
defining the convergence in probabil i ty; there exists e > 0, such t ha t for every 
5 £ J , there exists a, r £ 7 ' , 5 ^ d < | < r, such t h a t ô p C , XT) > e. Define 
( F n , &n) as follows: Set Fi = XSl, &\ = ^~S 1 , and choose o-i and n such t h a t 
ô ( X a i , X T 1 ) > e. Set Y2 = Xai, &2=#'.l, Y3 = XTl, ^ 3 = ^ " n . Then 
choose an index /2 > s2, t2 > n , such t ha t 

E ( A V ) ^ 2 1iminf £ ( X + ) . 

Choose a2 and r2 such tha t t2 ^ cr2 < | < r2, and such t ha t ô(Xff2, XT2) > e. 
Set F 4 = X, 2 , ^ 4 = J S 2 , F 5 = X, 2 . ^ 5 = ^ 2 > F 6 = XT2, ^ 6 = ^~T2. Then 
choose an index /3 such tha t 

h > 58f /8 > T2, and £ ( * ! , - ) ^ 2 lim inf E(Xt~), 

and so on. The proofs of Lemma 2.1 and Theorem 2.2 show t h a t (Yn) is an 
ordered subpramar t of class (d) for (@n). T h e remark a t the end of Section 3 
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allows us to deduce tha t Yn converges stochastically, which brings a contra
diction. 

7. Essential convergence under the ordered Vitali condition V'. In 
this section we prove tha t essential convergence of ordered amar t s and 
ordered subpramar ts is equivalent with Krickeberg's ordered Vitali condition 
V. We also relate the essential convergence of X t to the stochastic convergence 

Of (XT)r£T'' 

A stochastic basis {^t) is said to satisfy the Vitali condition V if given 
A Ç e^oo, and an adapted family (A t) such tha t A ÇL e Hm sup A h for every 
e > 0 there exist indices tx ^ t2 ^ . . . ^ tn, and pairwise disjoint sets B { £ ^ u 
B i C A ti, i = 1, . . . , n, such tha t 

P(A\Ui^Bi) S e. 

A stochastic basis (<^~t) satisfies the Vitali condition W if given A £ ^"œ and 
an adapted family (A t) such tha t A C e lim sup 4̂ u there exists a linearly 
ordered sequence of indices t\ S t2 ^ . . . , and a sequence of pairwise disjoint 
sets Bn G J S n , J3n C ^ in, such tha t A C U A - We write (sk) ^ (4) if 
Sh ^ ^ for all k £ N. We say tha t (/*) is frequently above (sk) if (tk) admits 
a sequence (/Wjfc) such tha t (sk) ^ ( /nJ. 

PROPOSITION 7.1. Let & be a class of stochastic processes (X t, ^~u J) where J 
is an arbitrary directed set filtering to the right. Denote by ^N the class of elements 
of ^ for which J = N, i.e., of the form {Xn,ïFn, N). Assume that every element 
of ^N satisfying Doob's condition converges a.s. Fix (Xt,^~t,J) in ^ satis
fying Doob's condition and Vitali condition V. Assume that there is a sequence 
(sn) in J such that for every increasing sequence (tn) which is frequently above 
(sn), (Xtn1^tn} N) is in *$N. Then Xt converges essentially. 

Proof. Assume the contrary. Since (Xt) satisfies Doob's condition, it follows 
from Fatou ' s lemma tha t e l i m i n f X , < oo, e lim sup Xt > — oo. Hence 
there exist twro real numbers a < b such tha t 

A = {el iminf Xt < a < b < e lim sup Xt\, P(A) = e > 0. 

Since (^t) satisfies the Vitali condition F ' , there exists a finite sequence 
/i ( 1 ) ^ • • ^ /nl

(1 ) , such tha t si g / i ( 1 ) , and 

P(A\\J^nl{Xt^) ^a\) ^ e/4. 

We can choose a finite sequence ti(2) ^ . . . ^ tn2
(2), such tha t 

/i (2 ) ^ s2Ji(2) ^ /wl
(1), and 

P(A\Ui^{Xu(2) è i ) ) ^ e/8. 

We define by induction an increasing sequence (tn) in / which is frequently 
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above (sw), and such tha t 

P ( l i m i n f X ^ ^ a < b ^ lim sup X J ^ e/2. 

Since (Xtn,^~tn1 N) belongs to c€N and satisfies Doob's condition, this yields 
a contradiction. 

T H E O R E M 7.2. Let (^t) be a stochastic basis satisfying the Vitali condition 
Vf. Ll bounded mils converge essentially. 

Proof. I t suffices to check t ha t the class of mils satisfies the assumptions 
s ta ted in the previous proposition. 

Denote by ^ the class of mils. By Mucci 's theorem [25], every (Xn,<^~n, N) 
in ^N satisfying Doob's condition converges almost surely. Fix (Xu^u J) in 
c€, and for every s \x\ J set 

gs = e s u p 5 < ^ < ^ \XH. - Es'Xt,\. 

Since there exists a sequence (sk) in J such t ha t 

e inf5 gs = lim [k gSk = 0, 

(Xtn,^~tn, N) is a mil for every (tn) which is frequently above (sn). 

T H E O R E M 7.3. Let (^~t) be a stochastic basis satisfying the Vitali condition 
V, and let (Xt) be a stochastic process such that the net {XT)T^T> converges 
stochastically to Xœ. Then (XT)T£T> converges essentially to Xœ. 

Proof. We first prove t ha t e lim f X t = Xœ. Let a > 0, and set 

A = e lim sup {\Xt — Xœ\ > a). 

Given e, 0 < e < a / 3 , there exists an J^,s measurable random variable X such 
that 

P({\X ~Xœ\ > 6J) g 6. 

Choose s' e J, s' ^ s, such t ha t r ^ s\ r £ V implies P(\\XT - Xœ\ ^ e}) 
Se. For every t € J, set A t = {\Xt — X\ > a — e\ if t ^ s', and At = 0 
elsewhere; P ( g l i m s u p ^ 4 J ^ P(^4) — e. By the Vitali condition V, there 
exist finitely many indices t\ ^ . . . ^ /n, and finitely many pairwise disjoint 
sets Bt Ç #",,-, P* C ^i , - , i = 1, • . • , «, such t ha t 

P 0 lim sup At\\J i^n Bt) < e. 

Define r in 7V by r — tt on Bu i = 1, . . . ,n, and r = /w+i on ( U a - S t ) 0 , 
wrhere /n+i is an index greater than t\, . . . , tn. Since T ^ sf, we have 

P ( 4 ) - 2e S P(e\im sup At) - e ^ P({\XT - X\ > a - e}) 

^ P ( { | X T - Xœ\ > a-2e) + eS P({\XT - Xœ\ > ej) + e ^ 2e. 

Since this inequality holds for every e, 0 < e < a/3, P(A) = 0, and hence 
e lim Xt = X œ . Therefore (XT)TÇT> converges essentially to Xm. 

https://doi.org/10.4153/CJM-1980-009-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1980-009-1


CLASSES OF AMARTS 105 

As in Section 5, we now prove tha t the condition V, shown sufficient for 
several convergence theorems, also is necessary. The following theorem is 
similar to Theorem 5.1. 

T H E O R E M 7.4. Let {^~t) be a stochastic basis. The following assertions are 
equivalent: 

(1) {^t) satisfies the Vitali condition V. 
(2) {^t) satisfies the Vitali condition W. 
(3) Every stochastic process for which (XT)T£T> converges stochastically to Xœ, 

is such that X t converges essentially to Xœ. 
(4) Every ordered subpramart of class (d) converges essentially. 
(5) Every ordered amart (lAt) such that l i m P ^ , ) = 0 converges essentially 

toO. 
(6) Let (Xt) be an arbitrary stochastic process, and let Y be any measur

able random variable, such that for almost every co, the number Y(œ) is a cluster 
point of the net (Xt(oo)) t£J. Given an arbitrary sequence (sk) in J, there exists an 
increasing sequence (rk) in T', such that (rk) ^ (sk), and XTk converges almost 
surely to Y. 

(7) Identical to (6) except that Y — e lim sup Xt. 

Proof. The proof is similar to the proof of Theorem 5.1. In order to prove 
(5) => (2), given an adapted family (At), and A G ^ œ , A C e lim sup A t, 
one defines 

2$ = {{(tf, Bi)}i=it.m.tn\n ^ 1, h S h ^ . . . ^ tn, Bt pairwise disjoint, 

Bt e#~ti,Bt CAu,i = 1 » ) . 

Now proceed as in the proof of (6) ==> (2), Theorem 5.1. 

8. Essential convergence under the controlled Vitali condition Ve. In 
the present section we introduce a new controlled Vitali condition Ve, properly 
weaker than V, and a new class of controlled amar ts , including amar ts . 

A simple stopping time r is called a controlled stopping time if there exists 
T' (Z T' such tha t r ^ r and r is&~7> measurable; we then say tha t T controls 
T, and write r ct r. Denote by Tc the set of controlled stopping times. If a 
and r are in Tc, write a <c r if there exists rf controlling r, such tha t for each 
<r' controlling a, a' ^ r . I t is easy to see tha t (Tc, < c) is a directed set filtering 
to the right. A stochastic process (Xt, &~t, J) is called a controlled amart if the 
net (E(XT))T(:Tc converges. This of course means tha t there exists a number 
z such tha t given any e > 0, there exists a a in Tc such tha t if a <c r, then 
\E(XT) — z\ < e; in fact it is easy to see tha t one may require a — s to be 
in J. A stochastic basis (<^~t) satisfies the controlled Vitali condition Ve if 
given an adapted family of sets {A t) and a set A Ç &'œ with A C. e lim sup A t, 
for every e > 0 there exists r £ Tc and B C AT, B £ J ^ v where r' ct r, such 
t h a t P ( 4 V B ) g e. (As usual AT =\J [AtC\ {r = /)].) 

https://doi.org/10.4153/CJM-1980-009-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1980-009-1


106 ANNIE MILLET AND LOUIS SUCHESTON 

It is easy to see that V is weaker than Ve which is weaker than V (cf. 
Section 12 below). In Section 11 we give examples showing that these three 
notions are different. Clearly every amart is a controlled amart, and every 
controlled amart is an ordered amart. 

PROPOSITION 8.1. Every supermartingale {submartingale) such that 
sup \E(Xt)\ < oo is a controlled amart. 

Proof. Let Xt = Yt + Zt be the Riesz decomposition of the supermartin-
gale (X t) as an ordered amart (cf. Theorem 6.2). Since 

Yt = Vim Ur^E^r ^Xu 

the supermartingale and ordered potential (Z t) is positive. Let r £ Tc, and 
T ct r; r takes on values /i, . . . , tn. Since 

E(YT) ^E(XT) = £ ( F T ) + Z ^ £ ( l ( ^ ) Z , t ) ^ E(YT) + E{Zr>), 

and E(ZT>) [ 0, the net (E(XT))TeTc converges. 

THEOREM 8.2. Let (J^~ t) be a stochastic basis satisfying the controlled Vitali 
condition Ve. Then given a stochastic process (X t), the stochastic convergence of 
the net (XT)T(zTc implies the essential convergence of Xt. 

Proof. Set Xœ = s \imT(zTcXT. Let d > 0, and set D = e lim sup {\Xt — Xœ\ 
> d). Given e > 0, there exists a n ^ measurable random variable X such 
that 

P({\X -Xœ\ > e}) ^ e. 

Choose Si G / , Si ^ s, such that if r G Tc and Si < c r, then 

P ( { | X r - X j ^ €}) ^ €. 

For every t £ J, set A t = {\Xt — X\ > d — e} iî t ^ si} and A t = id else
where; then 

P ( e l i m s u p 4 0 è P(P) - e. 

By the Vitali condition Ve, there is r G Pc, si ^ T ct r, and 5 £ ^ V , £ C ^4T, 
such that 

P(e\\ms\ivAt\B) ^ c. 

Therefore, we have 

P(D) - 2e ^ P ( e l i m s u p ^ ) ~ € g P({|XT - X| > d - €}) 

^ P ( { | X T - X J >d-2e}) + e. 

Since e is arbitrarily small, it follows that P(D) = 0, and hence e lim X t = Xœ . 

THEOREM 8.3. Let (^t) satisfy the condition Ve. Every controlled amart of 

https://doi.org/10.4153/CJM-1980-009-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1980-009-1


CLASSES OF AMARTS 107 

class (d), i.e., such that lim inf E(Xt
+) + lim inf E(Xt~) < GO , converges 

essentially. 

Proof. Given a controlled amar t (Xt), let X t = Yt + Zt be its Riesz de
composition as an ordered amar t . Assume (Xt) of class (d)\ then (Yt) is of 
class (d). Since Ve implies V, Yt converges essentially by Krickeberg's theorem 
(cf. Section 4 above) . Let a > 0 and let s £ J; define A t = {Zt > a] if 
t ^ s, At = 0 elsewhere, and set A = e lim sup {Zt > a}. Given e > 0, Ve 

yields the existence of r G Tc, s g r et r, and of a set B ^ ^T>, B (Z AT, such 
tha t P(A\B) è c Since 1 5 £ T ' Z r ;> a 1 5 , we have 

\\E*'Zr\\i ^ a(P(A)\e). 

We now prove tha t given e > 0, there exists s £ J such tha t if s <c r, r ct r, 
then 

\\Zr, - E*'Zr\\i Û e. 

Let F be an arbi t rary set belonging t o ^ r > ; set a = T on F, and a = r on 7^c. 
Then for any £ G / , 

{a = t] = ( { / = *} H F) U ({r = t) C\ Fc) £ # V , 

so tha t a £ Tc, r ' e t c . Fur thermore E(lF{ZT> — ZT)) = ^ ( Z , — ZT). Since 
(Zt) is a controlled amar t , we can choose s so big tha t 

\\ZT> ~ E r 'Zr | | l = S U P F ^ r , | £ ( 1 F ( Z T , - Zr))\ ^ 6 

if s ^ r ' and r ct r. 
(Z t ) is an ordered potential ; therefore we also can have ||ZT/||i ^ e if 

s ^ r G 7"'. Hence for every e > 0, 

a[P(A) - e] S | |£ r 'ZT | | i S 2e. 

We deduce tha t P (A ) = 0, and a similar a rgument shows tha t 

P O l i m s u p \Zt < -a}) = 0. 

Hence Z t converges essentially to 0. 

We observe tha t Theorem 8.2 cannot be used to derive Theorem 8.3 in 
analogy to the derivation of Theorem 4.3 from Theorem 4.2, because there are 
L 1 bounded controlled amar ts such tha t (XT)T^Tc does not converge stochasti
cally (see Example 11.5 below). 

Finally, we show below in Example 11.4 tha t the condition Ve is not neces
sary for convergence of L^bounded submartingales. 

9. E x a m p l e s a n d propert ies in t h e case J = N. In this case, every 
increasing stochastic basis (^~n) satisfies the Vitali conditions V and V. 
By Theorem 4.4, every p ramar t is a mil. In this section, we discuss for J — N 
the val idi ty of the converse inclusion, further simple properties of pramar ts , 
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and elementary convergence theorems obtained for weaker notions. A stochas
tic process (Xn,^n) is a semiamart if (E(Xr))T(iT is bounded. 

LEMMA 9.1. Let (Xn) be a sequence of integrable random variables Xn with 
disjoint supports An; set A = KJ An, and define ^ n = a(Xi, . . . , Xn, A). Then 
(Xn) is a pramart. The following assertions are equivalent: 

(1) (Xn) is an amart. 
(2) (Xn) is a semiamart. 

(3) ZE(\Xn\) < oo. 

Proof. Given e choose M such tha t P( Un>M^n) < e; let M S c ^ r. Since 
U » ^ « £ ^ , £ f f I T - Xa = 0 on the set ( U « ^ 4 ) W A and (Xn) is a 
pramar t . (1) implies (2): see [12]. Assume tha t (2) holds, and for each n ^ 1 
set 

on = inf {fe|l ^ k ^ n,Xk> 0} A (n + 1), and 

rn = inf {k\l £ k £ n , Xk < 0} A (w + 1). 

Since 4̂W are pairwise disjoint, 

E ( X , n ) - E(XTn) = E ï ^ i E d ^ l ) , 

and hence ^ £ ( | X n | ) < oo. Assume tha t (3) holds; given e > 0 choose M 
such tha t Y,n^ME{\Xn\) < e, and let T £ T, T ^ M. Since E(\XT\) < e, (Xn) 
is an amar t . 

Example 9.2. The maximal inequality fails for p ramar t s . Let (An) be a 
measurable part i t ion of 12 with P(^4n) = l/n — l/(n + 1). Xn = n log w lAn, 
and Ĵ ""n = <r(Zi, . . . , Xn). (Xn) is a uniformly integrable p ramar t , bu t 
supx XP[{sup \Xn\ > X}] = + oo. 

Example 9.3. There exists a p ramar t of class (B) (i.e., satisfying 
sup r E(\XT\) < oo ) which is not an amar t . 

Let us follow the notat ions of Proposition 1.13 in [19]. Let (an) be such 
tha t 0 < an S 1, Tlian = 0, (pn) such t ha t 0 < Pn g 1, f l î Pn > 0, and 
(£n)> ^ ë N, pn ?± 0, be three sequences of numbers . Given w ^ 1 set 

*» = Y\ni=iPi(Xi~\ h = 1, and Zn+i = Zw + 1 + Y[ni=iPi-

Define by induction 1^1=1 pi disjoint intervals An(ii, . . . , in) (1 5g ifc ^ p^, 

k = 1, . . . , w) of equal length Y\J=± a* Pt~l> which are subsets of 

An-i(iu . . . , in_i). Set 

X l B = 0, and X , n + , = A»1xn( i l,... f iB), U ^ R ^ i £*, 

where (ii, . . . , in) is the y-th element in the lexicographic order of the set of 
w-tuples {1, . . . ,px) X . . . X | 1 , . . . ,pn], and s e t # " n = a(Xu . . . , Xn). By 
Proposition 1.13 in [19], (Xn,^~n) is of class (B), and is not an amar t . Given 
two stopping times r ^ a ^ /n, since the suppor t of X,, is included in the union 
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Bn-i of An-i{iu • • • , V- i ) , for 1 ^ ii ^ £1, . . . , 1 g v_ i g £n_i, and since 
£n_x 6 « ^ , n C<^;X(<r, r) = 0 on ^ n_! c . Since 

^(£,-i) = r p t u , 
(Xn, &~n) is a pramar t . 

Example 9.4. Let ( X J be a sequence of independent random variables such 
tha t lim inf E(Xn-) < oo (or lim inf E(Xn

+) < co), and set 

^ n = 0-(A"i, . . . , Xn). 

Then (Xn, J ^ ) is an amar t if and only if (Xn, <^~n) is a pramart . 
Assume lim inf E(Xn~) < oo , and suppose tha t (Xn,^n) is not a semi-

amar t . If lim inf E{Xn
+) = + oo , we have £ [ sup Xn

+] = + oo . I t is easy to 
see t ha t if (Xn) is not a semiamart , then a t least one of the two random 
variables sup Xn, and inf Xn is not integrable. Hence clearly wre may assume 
£ ( s u p Xn

+) = + oo , and lim inf E(Xn~) < oo , so tha t for every K, 

E[supn^KXn
+] = + oo, and Vim inîn^K E(Xn~) < oo. 

Fix K, and denote by TK the set of (not necessary bounded) stopping times r 
which depend only on (XK,XK+i, . . . ) , i.e., {r = k) = 0 if k < K, and 
{T = k] e <r(XK, . . . ,Xk) if k è # • Theorem 3.1 in [19] implies t ha t 
s u p r ç ^ E(XT) = + ° ° . Since lim infw^ E(Xn~) < oo , there exists a simple 
stopping time r^ in TK such tha t E(XTK) > K + 1, and hence for wrhich 
EK-1XTR > K + 1. Given e > 0, there exists i£0 such tha t K0 ^ K implies 
P[{XK ^ K\] < e, and therefore Xn converges stochastically to + oo. We 
now show tha t under the assumption Yxm'mi E(Xn~) < oo , a p ramar t does 
not converge in probabili ty to + oo. Assume the contrary; given 0 < e < 1/2 
choose 7] such tha t lim inf E(Xn~) < erç/8, a n d K such tha t K ^ n S p implies 

P({\X(n,p)\ > e\) < e. 

Fix n > K and choose M such tha t P({\Xn\ g M}) ^ 1 - e/4, and 
4(e + 77 + M) < eM2. Finally choose p ^ n such tha t P({JTP ^ If2}) ^ 
1 - e/4, and £ ( * , - ) g 677/4. Then 

P({\X(n,p)\ g e}) g e/4 + P ({ |X(n , /> ) | ^ *} H {|XW| S M}) 

S e/2 + P({\E*»XP\ g 6 + M} H {X, è M2}) 

^ 3e/4 + P([E*»XP+ ^ e + ri + M}r\ [Xp ^ M2} ) 

g 3e/4 + M - ^ ^ + l ï ^ x ^ ^ + M , ) 

^ e. 

Since e < 1/2, this contradicts the assumption P({ |X(w, £ ) | > e}) ^ e. Hence 
under the assumption lim inf E ( X „ + ) < 00, or lim inf £ ( X n ~ ) < 00, a 
p ramar t (Xn,^~n) is a semiamart , and therefore by Theorem 3.3 in [19], 
sup Xn and inf Xn are integrable, so tha t sup \Xy\ is integrable. By Theorem 
4.3, Xn converges a.s., and by Theorem 3.3 in [19], (Xn, ^n) is an amar t . 
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Example 9.5. Let (F n ) be a sequence of positive integrable random variables 
adapted to a stochastic basis (<^n), and let cn j , C\ > 0. Assume t h a t for every 
n, Yn+i is independent of J r

w , and define 

Xn = Cn~ 2ji=l^î' 

Then (Xn) is an amar t if and only if (Xn) is a pramar t . 

Proof. Suppose tha t (Xn) is a p r amar t and is not a semiamart . Since 
sup Xn = s u p r XT, sup Xw is not integrable. Fix M, and for every k £ N, set 

Zj; = CM+k~ / ,i>l FM+?; and £7 k = (T(YM+1, • • • » F^_)_^). 

Since £ [ s u p Zn] = + oo, applying Theorem 4.1 [19] we define for each M a 
stopping time <rM for the stochastic basis (&n), such t ha t E[ZffM] ^ Af. Set 
TM = M + <rM] since Z T M ^ Z ^ , we have 

£ * " ( * , J s> £^-(Z,M) = £(Z„J. 

Now using the p ramar t proper ty of (Xn) we deduce t h a t X n converges in 
probabil i ty to + °o. This brings a contradict ion (cf. the Example 9.4 above) . 
(Xn) is hence a semiamart , and Theorem 4.1 [19] implies t ha t sup Xn is 
integrable, so tha t (Xn) is an amar t . 

Example 9.6. We have shown tha t for every subpramar t (Xn, J*"n) satis
fying Doob's condition, the net {XT)r^T converges almost surely. T h e proof of 
Theorem 3.7 shows t ha t given a stochastic process (Xn, <^n) satisfying Doob 's 
condition, such t ha t given any e > 0, there exists M such t h a t M ^ n ^ r 
implies P({X(n, r) > e}) < e, one has tha t Xn converges stochastically. 
However, the following example shows t ha t Xn need not converge a.s. Let (An) 
be an independent sequence of sets, such t ha t P(An) = 1/n, and set Xn = lAn, 
3fn = a(Xu . . . ,Xn). Given e > 0 and n g r a n d P ( j I ( « , r ) > e}) ^ P(An)\ 
hence (Xn, ^~n) has the proper ty mentioned above. By the Borel-Cantelli 
lemma, lim inf Xn = 0 a.s., and lim sup Xn = 1 a.s. 

Example 9.7. There exists a mart ingale in the limit which is not a sub
pramar t . 

Theorem 2 in [15] shows t ha t the class of mils indexed by N does not have 
the optional sampling proper ty , and hence t ha t the class of mils is different 
from the class of pramar t s . I t is easy to check directly t h a t the example (iii) 
Theorem 2 in [15] is a mil which is not a subpramar t : (An) are independent 
events, P{An) = 1/n2, Xn = -n\An, ^ n = a(Au . . . , An). 

Example 9.8. There is an Z^-bounded subpramar t t h a t is not a mil. Let An 

be independent events with P(An) = 1/n2. Let &\ be the a-algebra generated 
by Au . . . , An;n £ N. Let Xn = n2 lAn. If n ^ a ^ r then 

P(Xa - E°XT > e) ^ P{Xff > 0) g T.^nP(Ak) - » 0 (n -> c» ). 
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Thus (Xn) is a subpramart. Now 

\Xn — E^nXn+1\ -> 1 a.s., 

so that (Xn) is not a mil. 

We note that Proposition 1.5 in [12] asserts that given an amart (Xnf <^~n), 
and an increasing stochastic basis (&n), &'n C ^"n» (E^nXn, &n) is an amart. 
This property fails for pramarts and subpramarts. The sequence (Xn) given in 
Example 9.7 is such that (Xn,J^) is a pramart because Xn —>a.s., and 
(Xn, #~n) is not a subpramart (and hence not a pramart). 

Example 9.9. To give a common generalization of subpramart and mil, one 
can attempt to define a submit by the following property: 

lim supn[sup^wX(?z, k)] ^ 0 a.s. 

However the following example shows that submils are without interest since 
they do not have convergence theorems. Let An be independent events with 
P(An) = 1/n2; define X2n+i = 1, X2n = n2 lAn for each n, and set £Fn = 
<r(Xu . . . ,Xn). Then 

limsupn[supA^nCX'n - E*»Xk)] = limsup(Xn - 1) = 0. 

However P(X2n = 0) —» 1, lim sup Xn — 1 a.s., and lim inf Xn = 0 a.s. 

10. Derivation in Euclidean space and Vitali condition V. In the 
present section, r denotes a positive integer and P denotes Lebesgue measure 
on [0, l ] r . The following proposition shows that the Vitali condition V is 
satisfied in the classical setting of differentiation in r-dimensional Euclidean 
space. A standard argument shows that the Vitali condition V could also be 
stated as follows (similar lemmas can be proved for V and Ve). 

LEMMA 10.1. Let (<^~t) be a stochastic basis. Assume that there exists a constant 
a, 0 < a < 1, such that for each adapted family of sets (A t) with A = e lim sup A t, 
there exist indices tu . . . , tn, and pairwise disjoint sets B u Bt £ &"u, Bt C A ti, 
i = 1, . . . , n, such that 

P[AC\ (U«s„B,)] ^aP(A). 

Then (<^~t) satisfies the Vitali condition V. 

Proof. Let {A t) be an adapted family of sets, let A = e lim sup A t. Let 
L>\ = UiZniBi with pairwise disjoint Bi} Bt £ ^ u, Bf C A uîori = l , . . . , # i , 
and P(A Pi Di) ^ aP(A). Let s2 be greater than tlt . . . , tnv and set A/ = 
At\Di if / ^ s2, At = 0 otherwise. Since A\Di = elimsup^ A/, there exist 
finitely many disjoint sets Bu i = n\ + 1, . . . , n2, such that 

B< e ^uiBt CAt/, and P ( ( ^ \ A ) n D2) ^ aP^DO, where 

L>2 = Uni + l^iûmBi-

https://doi.org/10.4153/CJM-1980-009-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1980-009-1


112 ANNIE MILLET AND LOUIS SUCHESTON 

One defines by induction a sequence of pairwise disjoint sets Bu Bt Ç ̂ u , 

B i C A tl, such tha t a t the end of the &th step, 

P(A\UtsnkBt) £ (1 -a)*P(A). 

Given a countable part i t ion / of [0, l ] r , by the diameter d(t) of t, we mean 
the supremum of the diameters of the elements (atoms) of t. 

PROPOSITION 10.2. Let ^ be a collection of open subsets C of [0, l]7*. Assume 
that *$ is a family of substantial sets, i.e., there exists a constant M, such that 
every C in ^ is contained in an open ball B with P(B) < MP(C). Let J be a 
family of countable partitions (modulo sets of measure 0) of [0, l ] r into elements 
of ^ , such that for every e > 0 there exists t in J with d(t) ^ e. J is ordered by 
refinement, i.e., if s, t are in J, s S I, then every atom of s is a union of atoms of t. 
J is assumed filtering to the right. Then the stochastic basis (^~ t) of a-algebras 
generated by the partitions t satisfies the Vitali condition V. 

Remark. A simple example of such families / is a family, ordered by refine
ment, of countable par t i t ions of [0, l ] r into parallelepipeds such t h a t the rat io 
between the longest and shortest edges is bounded, and also Yimd(t) = 0 
(cf. [23], p. 538). In the case r = 1, J is a family of countable par t i t ions of 
[0, 1] into intervals such t ha t the length of the greatest interval in t converges 
to 0. Then Proposition 10.2 follows from a classical lemma due to Vitali 
(see e.g. [27], p. 95). 

Proof of the proposition. Let (A t) be an adapted family of sets, and set 
A = e lim sup t A t. Assume tha t P(A) ^ 0. Given e > 0 choose 5 in J such t ha t 

P[esupt^sAt\A] g eP(A), 

and an increasing sequence (sk) in J such t ha t 5 ^ Si, and d(sk) ^ 1/k for each 
k. For every k, there exists a sequence (tktH)n in / such t h a t tki7l è sk, hence 
d(tktK) ^ 1/k, and A C \JnAikin. Decompose each Atktn into its a toms of the 
part i t ion tktn, and denote by ^f the family of all such a toms, each of which is 
included in e%\xç>i^sAt. Let c€' be a finite subfamily of *$ whose union A' 
satisfies P(A') ^ (1 — e)P(^4). We can choose a finite disjoint subfamily of 
c€' whose union D C esup^ & . At has the proper ty P(A') ^ M3rP(D) (see 
e.g. [28], p. 154). Hence 

P(DC\ A) = P(D) - P(DC\ Ac) ^ M-13-rP(A/) - P(e supt^s A t\A) 

è P{A)[M-l3-T{\ - e) - €]. 

The proposition now follows from Lemma 10.1, because e can be chosen so 
small t ha t a = M~l?>-T(l - e) - e > 0. 

We now produce a general method of construct ing amar t s , related to the 
classical sett ing of derivation theory. T h e following may be considered as a 
derivation theorem for not necessarily addit ive set-functions. 
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PROPOSITION 10.3. Let (^t) be the stochastic basis generated by a family J of 
partitions t of [0, l ] r , satisfying the assumptions of Proposition 10.2. Let Q be a 
finite signed measure absolutely continuous with respect to P on <^m; denote by X 
the Radon-Nikodym derivative of Q with respect to P. Let f and g be two real 
functions such that / ( 0 ) = g(0) - 0, / ' ( 0 ) and g'(0) exist, g'(0) ^ 0. The 
stochastic process (X t) defined for every partition t by 

Y = v fMM ! 

is an amart which converges essentially to -77^-X. The martingale ( Yt) in the Riesz 

decomposition of (X t) is given by 

v = V I'®- Qidl i Yl U g'~(0) P{A)VA-

Proof. Let / ( x ) = xf ' (0) + x<p(x), and g(x) = xg' (0) + x\j/(x). Given 
e > 0, 0 < e < |g '(0) | , choose a > 0 such tha t \x\ < a implies \<p(x)\ < e and 
|iA(x)| < e. Then choose s in J such tha t for every a tom A in s, P{A) < a and 
|QC4)| < a\ let r be in T, r ^ s. There exists a part i t ion 0*(j) of [0, l ] r whose 
a toms satisfy P(A) < a and \Q(A)\ < a, such tha t 

y = V ^ [QU>] i 

Set Z t = X t — Yt. Since by an easy computat ion 

\E(ZT)\ V g ' ( 0 M Q W ] - / ' ( Q M ^ W ] n m 

A > g'(0)[g'(0) + ^[PU)]] V W 

< y e_L»L+Mo)L| 0 |M ) 
^ifc> V(o)l(l«'(o)l-O lel( i0, 

(X t) is an amar t with the Riesz decomposition Yt + Zt. Proposition 10.2 
implies tha t (^t) satisfies the Vitali condition F, and hence by Astbury ' s 
Theorem, i.e., the amar t case of Theorem 4.3 below, Xt converges essentially. 
The relation Yt = (f '(0)/g'(0))ElX yields the identification of the limit 
of Xt. 

I t is also possible to let the f u n c t i o n s / a n d g depend on /, provided tha t there 
is a uniformity of behavior in a neighborhood of zero. More precisely, we have 

PROPOSITION 10.4. Let {^t) be the stochastic basis generated by a family J of 
partitions t of [0, l ] r , satisfying the assumptions of Proposition 10.2. Let Q be a 
signed finite measure absolutely continuous with respect to P on J^"œ; denote by X 
the Radon-Nikodym derivative of Q with respect to P. Let U be a neighborhood of 
zero, and let (ft) and (gt) be two families of real-valued functions continuously 
differentiable in U, such that ft(0) = gt(0) = 0 for every t. Assume that there 
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exist f and g differentiable in U, such that \\vaf t = / , lim gt = g, g' (0) ^ 0, and 
such that f / and g / converge to f ' and gf uniformly in U. The stochastic process 
defined for every partition t by 

Y = ^fMâ)±ï A ' fa gt[P(A)]lA' 

is an amart which converges essentially to -TTTTTX. The martingale (Yt) in the Riesz 

decomposition of (X t) is given by 

v = v f'<® 5i4) i r' fa g'lo)P(A)iA-
The proof, similar to the argument above, is omitted. 

It should be pointed out that the two previous propositions can be derived 
without too much effort from the essential convergence of martingales. We now 
give an application of the amart theory to differentiation of superadditive set 
functions. A non-negative, finitely additive (respectively superadditive) set 
function defined on an algebra 0 is called a charge (respectively a supercharge). 
A pure charge (respectively pure supercharge) on 0 is a charge (respectively a 
supercharge) which does not dominate any non-trivial measure (respectively 
non-trivial charge) on ©. Let X be a supercharge defined on a field ©. X admits 
a unique decomposition X = Xm + Xc + X5, where \m is a measure, Xc is a 
pure charge, and Xi<f is a pure supercharge. Xm is given by 

\m(A) = infc ^MAi), 

where infc is the infimum taken over all countable partitions (A t) of A. \c is 
given by 

\C(A) = inf, Z*(* - XJG4,), 

where inf/ is the infimum taken over all finite partitions (A {) of A. In the case 
where X is a charge, this statement is due to Yosida-Hewitt (cf. [30]), and the 
general decomposition is proved in [29]. 

THEOREM 10.5. Let J be a set of finite (respectively countable) measurable 
partitions of £1, ordered by inclusion, and let (^t) be the stochastic basis of 
a-algebras generated by the partitions t. Let (Qt) be a decreasing family of super
charges on U &~ i, {i.e., Qt is a supercharge on U &' u and s ^ /, A ^ U ^ t 

implies QS(A) ^ Qt(A)), and set for each partition t 

Y _ y QM) 
A T kl P(A) LA' 

with the convention Qt(A)/P(A) = 0 if P(A) = 0. Then (Xt) is an amart. 
Assume that for every atom A in the partitions t, P(A) ^ 0. Denote by X the 
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super charge on VJ J^~t defined as the limit of Qt. If J is a set of finite partitions, 
the Riesz decomposition of (X t) is X t = Yt + Zt with 

If J is a set of countable partitions such that every countable partition into elements 
of\J ^ t belongs to J, then the Riesz decomposition of (X t) is 

v - V M i l l 7 - V Qt(A) - \m(A) 
Yt~ kt PU) A' l~ k ~~P{A)~~ lA' 

Remark. Let (<^~t) be the stochastic basis generated by all the countable 
partitions of [0, l ] r into substantial subsets. Applying Theorem 4.3, Proposi
tion 10.2 and Theorem 10.5, we see that if (Qt) is a decreasing family of 
supercharges on (<^~t), thenX* = ^AetQt(A)/P(A) 1A converges essentially. 
For this result, the amart property of (X t) is more important than the super-
martingale property which (X t) also possesses, since arbitrary Ll bounded 
supermartingales converge essentially only under Vitali conditions stronger 
than V (e.g., V and Ve). 

Proof. Let a ^ r be in T, a taking values (st), and r taking values (tf). 
Since a supercharge is automatically monotone and countably superadditive, 

E°XT = z 
i 

AC. si 
Z 

,AC{a=Si 

= z 
i 

ACS-, z 
i,AC[a=s 

VII z 
i 

ACS-, z 

(P(A)Ï iLxÂP)] 

œ(A)rij: z Q,AB))U 

(P(A)) " X ( Z Q,j({r = tj}nA)) 

sxa. 
Let J b e a set of finite partitions. Since X, is a pure supercharge, given any 
e > 0 there exists a finite partition A\, . . . , An into sets of \J ^ t such that 
J]igB ^s(Ai) rg e. Choose t such that At £ &~u i — 1, . . . , n, and such that 
for every i = 1, . . . , n, Qt(A t) —\(At) < e/n; let t' be greater than /. From 
the inequalities 

0 ^ ZAZAQAA) - (\m + K)(A)) 

^ TiiZniQtiAi) - HA,)) + Zi^nKMi) è 26, 

we deduce the Riesz decomposition of (X t). A similar argument applies in the 
case of countable partitions. 

Remark. Theorem 10.5 can also be derived from the implications (1) => (5) 
or (1) => (3) in Theorem 5.1. 
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11. Examples for general index set / . In the present section we show that 
the conditions F, Ve and V are all different. Krickeberg's remarkable work 
earlier showed that F is different from V, and that V is not necessary for 
convergence of L°°-bounded martingales. The examples also give some informa
tion about the connections between the maximal theorem and essential con
vergence. The condition Ve, sufficient for the essential convergence of super-
martingales (cf. Section 8), is shown to be not necessary. 

Example 11.1. (A modification of an example in [22]). The stochastic basis 
satisfies F but does not satisfy Ve. (X t) is a supermartingale satisfying Doob's 
condition, and hence a controlled amart. (XT)T^T is not a supermartingale, Xt 

does not converge essentially (and hence neither (X t) nor ( — Xt) are sub-
pramarts) ; in fact, e lim sup X t = + oo . 

Let (et) be a sequence of integers, 0 < ct j oo , such that for every i, ci+i is 
a multiple of ct. Let J be the set of ordered pairs (i, j) for 1 ^ j ^ cu and 
denote by ^~{i, j) the cr-algebra generated by the partition 

[(k - i)cr\ kcc*[, l ^ k ^ d. 

On the set / we define the order (i, j) ^ (k, /) if i < k or (i,j) = (k, I). Then 
(^t) satisfies the Vitali condition V (see the remark following Proposition 
10.2). Let 0 S ai j , 0 S Pt | , on ^pt,i€ N, and set 

Yd ^ = iai o n CO" - i ) c f ^ V 1 ! 
V ' J ; 1/3, elsewhere. 

(X(i,j)) is a supermartingale if and only if \/i, \/j ^ cu \/k ^ c i+i, V^4 £ 
^(ij), E(lAX(i,j)) ^ £ ( l A X ( i + l,fe)). If suffices to consider sets ^ 
atoms of &~{iy j). Hence if for every i, 

ci+1~
lai+1 S cr^Pi - /3i+1)} 

(X(i,j)) is a supermartingale. This condition is e.g. satisfied for ct = 2-*2, 
(3i = i~l, and «j = i. Obviously lim inf X(i,j) = 0, l imsupX( i , j ) == + oo, 
and X(i,j) converges to 0 in L1. By Proposition 8.1 and Theorem 8.3, Ve 

fails. (Furthermore, the condition Vd fails; cf. Fxample 11.4 below.) 

Example 11.2. In the following example the stochastic basis (^t) satisfies 
the Vitali condition F' , (X t) is a pramart and an ordered amart, but not an 
amart, submartingale or supermartingale, and the maximal theorem fails. Let 
12 = [0, 1[, and let r, £ N, 1 = ru rk | and sk = rk/2

k g N, k = 2, 3, . . . . 
J is the set of pairs (i,j) w îth 1 ^ j ^ Si, i £ N, ordered by (i,j) S (k, I) if 
either (i, j) = (&, /) or i < k. ^ " ( 1 , 1) is the cr-algebra generated by the parti
tion _P2 = {[0, 2~![, [2"1, l [ j . For l g j g 52, the c-algebras ^(2,j) are the 
same, and generated by the partition P 2 composed of [0, 2~2[, [2 - 1 , 1[, and 
s2 intervals of equal length dividing [2 - 2 , 2 -1[. At the next step, the interval 
[0, 2~2[ is divided into [0, 2~3[, [2 -3, 2~~2[, and the second interval is again 
subdivided. (A similar construction proving a different point appears in [1]). 
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More generally, for i fixed and 1 ^ j ^ si} the cr-algebras ^(i,j) are identical 
and generated by the part i t ion Pt of 12 which agrees with P*_i on the set 
[ 2 ~ m , 1[, contains [0, 2~*[, and st subintervals of equal length of [ 2 - \ 2~i+1[. 
Since the cr-algebras ^~(&, /) agree on Dt = [2~ ï + 1 , 1] if (&, /) ^ ( i , j ) , and 
P i | fi, it is easy to see tha t the condition V holds. Let at and fti be positive 
numbers such tha t Y^ailri < °° » Pi i 0 and let 

Y(: ,x = /«< on [2~* + ( j - l ) / r<, 2~i+j/ri[ 
KhJ) \pt elsewhere. 

Then if r £ r , r g: (i, j ) , £ ( X T ) ^ Z ^ < («*A*) + 0< -> 0 (i - • oo ) ; hence 
X(i,j) is an ordered potential . Now suppose in addition tha t a* are chosen so 
tha t afi-' -> oo. (e.g. r , = i222*, a , = 2 2 \ 0* = i~2). Let t ing r = (i, j) on 
[2-* + ( j - 1 ) A „ 2"* + j / r , [ , l ^ j ^ s„ and r = (i, 1) outside of [ 2 ~ \ 2- '+1[ , 
we have a simple stopping time T £ T, such tha t XT ^ afl[2-*,2-*+i[; hence 
lim s u p r € r £ ( X T ) = + oo. (X(i,j)) is not an amar t ; however, it is easy to see 
that X(i,j) i s a p r a m a r t . Since for (i, j) < (k, l),X(i, j) = (3 {and X (k, I) = pk 

on [2~i+1, 1[, X(i,j) is not a submartingale. X(i,j) is a supermartingale if and 
only if 

ai+i/ri+i + 0 m ( 2 - z ' - l / r < + i ) g 0*2-* for every i. 

Wi th the particular values assigned above to au fit and ru X(i,j) is not a 
supermartingale, and for every i, a{ P [ sup X (k, I) > a J = 2*. 

Example 11.3. In the following example, the stochastic basis satisfies the 
controlled Vitali condition F c , bu t does not satisfy the ordered Vitali condition 
V'. Let fi = [0, 1[, let P be Lebesgue measure on [0, 1[, and let / = {(i,j)\j = 
1, 2, . . . , 2*'; i = 0, 1, . . .} . On J define an order g by (i,j) g (fe, /) if 
(*>i) = (&> l) or i < k, and for every (i, j ) let $*~(i,j) be the c-algebra of 
Borel sets of [0, 1[. The controlled Vitali condition Ve is satisfied because (0, 1) 
controls each r Ç T, hence T/c is equivalent with V which holds (cf. Section 
10). However, let A(i, j) = [(j - l)2-\j2~i[. Clearly lim sup A (i, j) = [0, 1[. 
For every finite increasing sequence (ii,ji) ^ . . . ^ (in> jn) with i\ > k we 
have 

P ( U r £ » ^ ( W r ) ) g E P > * 2 - P = 2"*, 

and hence V fails. 

Vitali condition Vd. The following example shows tha t Ve is not necessary 
for the essential convergence of L1 bounded super martingales. We a t first 
notice t ha t the essential convergence of L1 bounded supermartingales holds 
under a condition Vd, which is then shown by example to be strictly weaker 
than Ve. Vd is the logical union of Vd(a), a > 0, defined as follows. Let a > 0; 
(^t) satisfies the condition Vd(a) if given an adapted family of sets (A t) and 
a set A £ ^~oo with A C e lim sup A t, for every e > 0 there exist r £ Pc, 
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T et T such t h a t 

P(A\{E*'lAr^a\) S e. 

(The condition Ve is obtained for a = 1). Let (^ t) satisfy Vd, and let (Z t) 
be a positive controlled a m a r t such tha t l imT € r c E(ZT) = 0. A slight modifica
tion of the proof of Theorem 8.3 shows t ha t Zt converges essentially to 0. 
Hence the implication (6) => (1) in Theorem 5.1 proves t h a t Vd implies V. 
Now let (X t) be an L 1 bounded supermart ingale . T h e proof of Proposition 8.1 
shows t ha t we can write Xt = Yt + Zu where (Y t) is an Ll bounded mart in
gale which converges essentially because Vd implies V, and Zt is a positive 
controlled amar t such t ha t \\mTeTc E(ZT) = 0; hence Zt converges essentially. 

We now show tha t the condition Vd is strictly weaker than Ve. 

Example 11.4. Let 12 = [0, 1[, let P be Lebesgue measure on 12, and given a 
positive integer M, let / = {(i,j)\i G N, 1 ^ j ^ M1). On / define the order 
(i,j) g (k, I) if i < k or (i,j) = (k, I). Let J^~(i,j) be the a-algebra generated 
by the part i t ion [(k - l)M~\ kM~\, 1 ^ k ^ M\ For every a tom B of 
^ (i + 1, j ) , the a tom B' of &~(i, 1) containing B satisfies the relation 
E^iA)\B = M~llB>. Set A(i,j) = [( j - l ) M - \ j M - * [ . Fix i and consider 
T G r c , T ; G r , (i, 1) < r ' c t r . SetD = ATC\ {T = r'} G <^V ; then 

P(Z>) ^ M - * ( M - l ) " 1 and E T ' 1 A T ^ 1D + M~llDc 

Hence if M > 1, for every a > M~\ Vd(a) fails and Ve = Vd(l) fails. We 
now show tha t Vd(M~l) holds. For every B G ̂  (i + l , j ) , the smallest 
element B' G ̂ ~ ( i , 1) such t ha t W D B satisfies E^'l)\B ^ A f - 1 ^ . Let 
J3 (i, j ) be an adapted family of sets. Given e > 0 choose 

& = {(»,! , i i ( 1 )) , • • • , (»'i,j», (1)), • • • , ( w V * ' ) . • • • - ( 4 , i « w ) l 

such tha t i\ < i2 < . . . < ik, and 

P ( l i m s u p 5 ( i , 7 ) \ U ( ^ ) ^ 5 ( i , i ) ) ^ 6. 

Let Bi be the smallest element of ^(i\ — 1, 1) which contains 2?(ii, j i ( 1 ) ) . 
Set rf = (ii — 1, 1) and r = (iiyji

(1)) on 5 / . We now consider the first pair 
(i,j) listed in £P after (ii, j i ( 1 ) ) such t h a t B(i,j)C\ BÎ = 0 (if such a pair 
exists), say (&, / ) . Let B2 the smallest element of J^(k — 1, 1) such t ha t 
B(k, I) CB2', and set T' = (k - 1, 1) and r = (fe, /) on B2\ If for every 
element (i,j) in ^ listed after (ii,ji{1)) we have B(i,j) C ^ i ' , set r = r = 
(ii + 1, 1) on Bic. In a finite number of steps we define stopping times r G 7"c, 
r et r such tha t 

{E*'1BT è M"1} D U ( i ^ ) € ^ 5 ( i f j ) . 

Hence ^(ij) satisfies F ^ M " 1 ) . 

Example 11.5. In the following example, (X t) is a controlled a m a r t satis-
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fying Doob's condition, such that the net (XT)T(zTc does not converge stochas
tically, Xt does not converge essentially and (\X t\) is not a controlled amart. 
Let 0 = [0, 1[, and let P be Lebesgue measure on [0, 1[. Set / = {(i,j)\ 
I Sj S 2 ' - 1}, ordered by (ij) ^ (kj) if (i, j) = (fe, /), or i < k. Let 
^(iyj) be the o--algebra generated by the partition [(k — 1)2~% k2~i[, 
1 S k ^ 2\ Set 

X(l,j) = l [ ( 2 j -2 )2 -M2; - l ) 2 -*" [ ~ 1 [ (2; - l ) 2-*,2 j2~i [ 

for (2,7) Ç / . Let r G r c , (i, 1) < C T ; then 

|£(*r)l g £ * ^ 2 - * = 2-*+1. 

(X(i,j)) is a controlled amart, and an ordered potential. Set r = (i + 1, fe) 
on [(k - 1)2"*, fe2-*], for 1 ^ fe ^ 2*; r G Tc (it is controlled by (i, 1)), and 
|XT| = 1. 

We finally observe that in the present example the condition Vd(\) holds 
(cf. Example 11.4 above). Thus Vd is not sufficient for essential convergence 
of /^-bounded controlled amarts. 

12. Complements and remarks. In this section we discuss, rather briefly, 
some extensions of our results, in particular to directed sets filtering to the 
left, to o--nnite measure spaces, and to Banach-valued stochastic processes. 

We at first observe that while wre state in the paper the well-known Vitali 
conditions as they appear in the literature, a stopping times formulation would 
have been more compact. Thus e.g. the condition V is equivalent with the 
following: For each e > 0 and for each adapted family of sets (At), there 
exists r 6 T such that P(e lim sup A t\AT) < e. Similarly W becomes: For 
each adapted family of sets (A t) there exists a stopping time y taking countably 
many values, such that P(e lim sup A t\Ay) = 0. There are analogous short
hand versions of V and W. 

Going in the opposite direction, it is possible to define amarts without 
stopping times. This was in fact done by Lamb [24], who also proved a result 
essentially equivalent with the amart convergence theorem. The stopping 
times approach initiated by J. Baxter [3], Austin-Edgar-Ionescu Tulcea [2], 
and Chacon [6], is more intuitive and transparent, and an amart theory [12] 
paralleling martingale theory could not have been developed without it. 

A. The descending case. Let / be a directed set filtering to the right, and 
write — J for / with the reversed ordering. Given a stochastic basis (^t)t£-j> 
the sets (-T, g ) , (-T\ < \ < ) and (-Tc, <c) are filtering to the left. A 
stochastic process (Xu^u —J) is an amart (resp. an ordered amart) if the 
net (E(XT))T(z-T(resp. (E(XT))TÇ-T') converges. A stochastic process is a 
subpramart (resp. ordered subpramart) if s lim supff<T^-T X(af T) ^ 0 (resp. 
5 lim supffiTe-Tf X(<J, T) ^ 0 ) . Unlike in the case of / filtering to the right (cf. 
Section 3) there seems to be no easy approximation of amarts by submartin-
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gales or supermartingales. Let (X t) te-j be an a m a r t (resp. an ordered a m a r t ) ; 
the net (XT)TÇ.-T (resp. (XT)T£-T') converges in Ll norm. (For the case J = N 
see [12], Theorem 2.3 and 2.9; for the case of amar t s indexed by —J, see [1] 
Proposition 4.1). We now show tha t asymptot ic behavior of subpramar t s is 
similar to tha t in the ascending case. 

T H E O R E M 12.1. Let (Xt)tf-j be a subpramart {resp. ordered subpramart). 
Then the net (XT)T£-T (resp. ( X T ) T € _ T > ) converges stochastically to a limit Xœl 

— oo ^ Xm < -{- GO . If lim inf E(X t~) < oo or if (X t) is a pramart, then Xm 

is finite a.s. If J = N, in the conclusion stochastic convergence can be replaced by 
a.s. convergence. 

Proof. Let (Xt)te-j be a subpramar t . We a t first prove t ha t ( X r ) r G _ r 

converges stochastically in R. (The approach consisting in first proving con
vergence in R was initiated-for ascending amar t s -by Dvore tzky [11].) Since 
stochastic convergence in R is defined by the distance of a complete metric 
space, it is enough to show tha t given a fixed sequence (sn) in —/ , for every 
decreasing sequence (rn) in — T such t ha t (rn) ^ (sw), XTn converges stochas
tically in R. Choose a decreasing sequence (sn) of indices in — / such t h a t if 
a, r Ç — T, a ^ r ^ sni then 

P[{Xa - E^°XT > l/n\] S l/n. 

Let (rn) be a decreasing sequence of elements of — T such t h a t (rn) S (sn). 
Let Y-n = XTn and ^ -n — ̂ " T „ . For every stopping t ime cr taking values in 
-TV, T-V 6 — T, and ^a = ^"r_ff. Hence (Yn, @n, -N) is a subpramar t . 
Assume t h a t there exists a < /3 such t h a t P (A ) = a > 0, where 

A = lim \nin(z_N Yn < a < 0 < lim sup^-jy Yn). 

Observe tha t A is in the tail o--algebra H-N&n- We choose Mi ^ M2 g M in 
— N such tha t P(A\B) < 8 where 

B = A O { in f M 2 <^ M Fw < a < j3 < s u p M l ^ M 2 F»}. 

Set C = A C\ {supMl^n^M„ Yn > fi}, and define stopping times a S r ^ M by 

(inf {w|Mi g w g M2 , Fw > 0} on C 
°" " l M on Cc, 

_ {inf {n\M2 Û n ^ M, Yn < a} on B 
7 " Ull on Bc. 

Since F„ - FT ^ (/3 - a ) l B + lCVfi(/3 - F M ) , 

F„ - £ ^ F T ^ (/3 - a ) £ * ' ( l n ) + 0 £ * ' U C M > ) - E*'{\CXBYM) 

è ( i 8 - a ) l A ~ (|«| + | / 3 | ) £ ^ ( U M I ) 

- | / 3 | £^ (1 C , B ) - E**(lCXB\YM\). 

Since for every positive random variable X and for every r\ > 0 we have 
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P({E*°X ^ 7/}) ^ E(X)/r], the following inequalities hold: 

P ( { ( | « | + \fi\)E*'(lA,B) > e}) £ 8(\a\ + |/5|)/e, 

P({|0|E*'(1CW,) > «}) M 0 | / e . 

Fur thermore , since | F M | is integrable, we can choose ô > 0 such tha t if 
P ( ^ ) ^ 5, then E(\F\YM\) ^ e2. We can therefore choose ô > 0 such tha t 
the inequality 

F„ - E*°YT ^ ((3 - a)lA - 3e 

holds outside of a set of probability less than 3e. Hence 

5 lim supfftTZ-T(N) Y(a, r ) ^ (0 — a ) l A , 

which is a contradiction. We therefore deduce tha t (XT)T^-T converges stochas
tically in R. Set D = {s lim XT = + °o ! ; D G P i - j ^"*, and we want to show 
tha t P(D) = 0. Assume the contrary and let 0 < e < P(D)/2. Choose / such 
tha t a ^ t implies P({Xa — E^°X t > ej) ^ e. By the définition of D, we can 
choose a decreasing sequence (tn) in — / such tha t t\ ^ /, and P({lDXtn :g 
(« + l)lz>}) S t> Hence the inequality 

P({E^<»(lDXt) g n}) S2e + P(DC) 

holds for each n. Since 

P(D) - 2e g P ( j £ ^ < » ( l D X , ) > »}) ^ £ ( | X , | ) / « , 

we get a contradiction, and it follows tha t — oo fg X œ < GO . Fur thermore , 
if lim inf E(X t~) < oo , Fa tou ' s lemma together with the inequality — GO < 
^ lim sup Xt ^ 5 lim sup XT yields tha t Xm is finite. The same argument is 
valid for ordered subpramarts . To obtain the conclusion tha t Xœ is a.s. finite 
for (ordered) pramar ts , observe tha t if (Xt) is a pramar t , then (Xt) and 
( — Xt) are subpramarts . Finally, the proof also establishes a.s. convergence 
in the case —J= —N. 

We now state a result analogous to Theorems 5.1 and 7.4 with some condi
tions omitted for simplicity. Also the proof is omitted. 

T H E O R E M 12.2. Let (^t)te_j be a stochastic basis. The following assertions 
are equivalent: 

(1) (^t) satisfies the Vitali condition V (resp. V). 
(2) Given any stochastic process (Xt)tt-j such that the net (XT)T(i_T (resp. 

(XT)re^T>) converges stochastically, Xt converges essentially. 
(3) Every subpramart (resp. ordered sub pramart) such thatWm'mi E(X t~) <oo 

converges essentially. 
(4) Every amart (resp. ordered amart) (lAt)t£-j such that l i m P ( y l , ) = 0 

converges essentially (to zero). 
(5) Let Y be any ^-^ = O ^ - j ^ " t measurable random variable. Assume that 

for each co, F(co) is a cluster point of the net (X t(u)) t£-j- Then given any sequence 
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(sk) in —J, there exists a sequence (rk) in —T (resp. — T'), such that rk ^ sk, 
and XTk converges a.s. to Y. 

(6) Identical to (5) except that Y = e lim sup Xt. 

B. a-finite measure spaces. Let (12, J^~, /x) be a o--finite measure space. A 
stochastic process (X t) is an a m a r t (respectively an ordered a m a r t ) if the net 
(JXTdiJL)reT (respectively (fXTdid)TeT>) converges. One shows, as in the case 
when /x(12) = 1 (see Sections 1, 6) t h a t (X,) is an a m a r t (respectively an 
ordered amar t ) if and only if the net ( J | £ / ( X T ) — Xa\dix)a^T (respectively the 
net (J\E^(XT) — X<r|d/x)(r<|<T) converges to zero. (For the definition of the 
conditional expectation with respect to a ^--finite measure, see e.g. [26] page 
16.) The following generalization of Theorem 2.1 in [1] and Theorem 6.2 in 
[19] yields the Riesz decomposition of amar t s (and ordered amar t s ) . 

Let Si be the class of all stochastic processes (X t) taking values modulo \x 
and satisfying the condition (D): 

( £ ) l i m , , T € r | | X , - Ef'XrW = 0 

where || || is a complete norm defined on equivalence classes of r andom 
variables, such tha t the operator £M preserves the convergence in this norm. 
Then each stochastic process (X t) in S can be wrritten as a sum X t = Yt + Z t, 
where (Yt) is a mart ingale and lim r \\ZT\\ = 0. A similar s t a t ement can be 
obtained for the class Sf of stochastic processes satisfying the condition (D')\ 

\\m.trzAX9 - E*'XT\\ = 0. 

C. Banach valued case. Let / b e a directed set filtering to the right, and let 
(^t) be a stochastic basis of the probabil i ty space (12, J^~, P). We denote by 
S a fixed Banach space with norm | |. A random variable will be a strongly 
measurable function X: 12 —> $, and a stochastic process will be a family 
(X t) of &'i measurable random variables. Unless specified otherwise, the 
integral of a random variable X is defined in the Pet t i s sense, and we set 
11X11 — s u p ^ f ^ \ E ( 1 A X ) | . X is said Bochner integrable if J E ( | X | ) <C °o , and a 

stochastic process is Ll bounded if suptE(\Xt\) < oo. T h e Banach space S 
has the Radon-Nikodym property if for every probabil i ty space (12, J^~, P) and 
every measure JU*. J^~ —> S such t h a t M is absolutely continuous with respect 
to P and /i has finite variat ion on 12, there exists a Bochner integrable random 
variable X: 12 -> S such t ha t n(A) = E(1AX) for all A G ̂ ~ . A stochastic 
process (Xt) is an amart (respectively an ordered amart) if the net (E(XT))TeT) 
(respectively (E(XT))T£T>) converges in the strong topology of S. 

The Pet t is norm characterizat ion of amar t s by the difference proper ty , and 
the Riesz decomposition of amar t s (proved in [13] in the case J = N, and in 
[1] in the general case) extend to ordered amar t s . T h e definitions of p ramar t , 
ordered p r a mar t and mil also extend, the norm in <S replacing the absolute 
value. We notice t ha t the proof of Proposition 4.1 extends wi thout any modifi
cation to the case of the norm convergence in a Banach space S. In the 
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following theorem the adjective " s t rong" applies to the topology of the Banach 
space. 

T H E O R E M 12.3. The following statements are equivalent: 
(1) The stochastic basis satisfies the Vitali condition V. 
(2) For every Banach space S, and for every stochastic process (X t), the strong 

stochastic convergence of (XT)TeT implies the strong essential convergence of X t. 
(3) For every Banach space S', every pramart is a mil. 

Also the conditions (1') and (2') similar to the conditions (1) and (2) above 
with V and T' instead of F and T, are equivalent. This extends the equivalence 
(1) <=> (3) in Theorem 7.4. I t has been proved in [15] tha t every ^ - v a l u e d 
amar t (Xn, ^ n , N) is a mil if and only if S is finite-dimensional. Hence an 
«^-valued amar t is a p ramar t if and only if S is finite dimensional. 

The methods of the present paper allow the following generalization of 
Chatterj i ' s impor tant theorem [8]. 

T H E O R E M 12.4. Let S be a Banach space with the Radon-Nikodym property, 
and let (^~t) be a stochastic basis satisfying the Vitali condition V. Every Ll 

bounded martingale (X t) converges essentially in the strong topology of S'. 

Proof. By the implication (1) => (2) in Theorem 12.3, we only need to 
prove tha t there exists a random variable Xœ (necessarily Bochner integrable) 
such tha t for every e > 0, the net (P({\XT — Xœ\ > e } ) ) r € r converges to 0. 
Since the strong convergence in probabili ty is defined by the distance of a 
complete metric space, it suffices to prove tha t for every increasing sequence 
(rn) in T, (XTn) strongly converges in probabili ty. Since (XTn) is an Ll-
bounded martingale for (^"T„), this follows from Chatterj i 's Theorem [8]. 

D. Dichotomy of behavior of pramarts. We notice t ha t Theorems 2.6 and 2.7 
[12] extend with the same proof to classes ^ of stochastic processes (Xn, ^ n , N) 
having the following properties: 

(i) If \imE(Xn
+) < oo, (resp. Vim E(Xn~) < oo), then Xn converges 

almost surely to Xœ, — oo ^ Xœ < + oo (resp. — oo < Xœ ^ + oo ). 
(ii) Given an element (Xn, ^n) in ^ , and given an increasing sequence 

(rk) of simple stopping times for (^n), the sequence (XTk, ^Tk) belongs to ^ . 

The class of p ramar t s satisfies (i), and the classes of pramar ts , subpramar t s 
and superpramarts each satisfy (ii) (cf. Section 2). 

T H E O R E M 12.5. Let ^ be a class of stochastic processes satisfying the properties 
(i) and (ii) above, and let (Xn) be a predictable element (i.e., Xn is ^n-\ measur
able for all n) in ^ . Then there exists a set G C ^ such that Xn converges a.s. on 
G and lim sup Xn = + oo , lim inf Xn = — oo on Gc. 

T H E O R E M 12.6. Let ^ be a class of stochastic processes satisfying 
(i) and (ii) above, and let (Xn) be an element of ^f. Let (rk) be an increasing 
sequence of bounded stopping times with rk ^ k, k Ç N. Suppose that 
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E[supk\XTk — Xk-i\] < oo. Then there exists a set G C & such that Xn converges 
a.s. on G, and lim sup Xn = + oo , Km inf Xn = — oo on Gc. 

E. Strong law of large numbers. Theorem 1.11 [19] extends to pramarts and 
mils. More generally, let (Xn) be an adapted sequence such that for some 
constanta ^ 1, Y^=iE\xt ~ X^/i1^ < oo , and such that EnXn+l - Xn ->0 
a.s. ; then XJn —> 0 a.s. The proof is the same as in [19]. 

F. Semiamarts. Semiamarts are defined for J = N by the property 
sup \EXT\ < oo. The proper generalization to directed sets is: There exists 
s £ J such that supT^s |£XT | < oo. An amart is a semiamart, and a consider
able part of the semiamart theory on integers (cf. [12] Section 4, and [19]) 
extends to directed sets. 

Added in proof. The condition V is now known not to be necessary for con
vergence of Li-bounded martingales (cf. C. R. Acad. Sc. Paris, Série A, 288 
(1979), 595-598). For the Banach-valued case, see also Can. J. Math. 31 
(1979), 1033-1046. 
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