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STABLE PARALLELIZABILITY OF PARTIALLY ORIENTED FLAG
MANIFOLDS II

Dedicated to Professor K. Varadarajan on the occasion of his sixtieth
birthday.

PARAMESWARAN SANKARAN AND PETER ZVENGROWSKI

ABSTRACT. In the first paper with the same title the authors were able to determine
all partially oriented flag manifolds that are stably parallelizable or parallelizable, apart
from four infinite families that were undecided. Here, using more delicate techniques
(mainly K-theory), we settle these previously undecided families and show that none of
the manifolds in them is stably parallelizable, apart from one 30-dimensional manifold
which still remains undecided.

1. Introduction. Let n1Ò    Ò ns be any sequence of positive integers with s ½ 2, and
let n =

P
1�i�s ni. We regard Rn as an inner product space with its standard orientation

in the usual way. Let 0 � r � s. A sequence (A1Ò    ÒAs) of pairwise orthogonal
vector subspaces of Rn with dim Ai = ni for 1 � i � s, and orientation on Aj for
1 � j � r, is called a partially oriented flag of type (n1Ò    Ò nr j nr+1Ò    Ò ns), or
simply a p.o. flag. The space M = G(n1Ò    Ò nr j nr+1Ò    Ò ns) of all p.o. flags of
type (n1Ò    Ò nr j nr+1Ò    Ò ns) is a smooth compact manifold of dimension

P
iÚ j ninj,

called a partially oriented (or p.o.) flag manifold. Indeed M can be identified with the
homogeneousspace O(n)ÛSO(n1)ðÐ Ð ÐðSO(nr)ðO(nr+1)ðÐ Ð ÐðO(ns) in a well-known
manner, from which it obtains its canonical differentiable structure. We stipulate that
when r = s, each flag (A1Ò    ÒAs) be coherently oriented so that the direct sum orientation
on the vector space A1 +̇ Ð Ð Ð +̇ As = Rn coincides with the standard orientation onRn. When
r = 0Ò M is the usual flag manifold G(n1Ò    Ò ns), and when r = s, M is the oriented flag
manifold G̃(n1Ò    Ò ns). The p.o. flag manifold M is a 2r (resp. 2r�1)-fold covering of the
usual flag manifold G(n1Ò    Ò ns) for 1 � r Ú s (resp. for r = s). The family of p.o. flag
manifolds (and their tangent bundles) was first studied by K. Y. Lam [9], although many
special cases such as ordinary flag manifolds (which include the classical flag manifolds
G(1Ò    Ò 1) and the Grassmann manifolds), the oriented flag manifolds (which include
the oriented Grassmann manifolds), the Stiefel manifolds VnÒr = G(1Ò    Ò 1 j n� r), and
the projective Stiefel manifolds XnÒ2 = G(n � 2 j 1Ò 1) have been extensively studied
over the past half century.

Received by the editors April 4, 1996.
The second named author was supported during this research by NSERC Operating Grant 001 5179.
AMS subject classification: Primary: 57R25; secondary: 55N15, 53C30.
c
Canadian Mathematical Society 1997.

1323

https://doi.org/10.4153/CJM-1997-065-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1997-065-1


1324 PARAMESWARAN SANKARAN AND PETER ZVENGROWSKI

Work related to their parallelizability was done by R. Stong [13] and by the present
authors [10], [11]. In particular, the problem of determining which of the p.o. flag
manifolds are stably parallelizable was solved almost completely in [11], apart from four
infinite families of p.o. flag manifolds which were left undetermined. In this paper, using
mainly K-theoretic tools, we show that none of the cases left unsolved in [11] are stably
parallelizable with the possible exception of G(6Ò 1Ò 1 j 1Ò 1). Our efforts to determine
the stable parallelizability of this 30-dimensional manifold have failed, although we can
show that its span (which equals its stable span) is at least 24.

We shall assume without loss of generality that n1 ½ Ð Ð Ð ½ nr and nr+1 ½ Ð Ð Ð ½ ns.
We shall prove

THEOREM 1. Let s ½ 3. With the above notation, the following p.o. flag manifolds are
not stably parallelizable:

(i) G(1Ò    Ò 1 j 3Ò 1),
(ii) G(1Ò    Ò 1 j 7Ò 1),

(iii) G(6Ò 1Ò    Ò 1 j 1Ò 1), with s ½ 6,
(iv) G(6Ò 1Ò    Ò 1 j 1Ò 1Ò 1), with s ½ 4.

Together with Theorem 1.1 of [11], this leads to the following classification theorem
for parallelizability of p.o. flag manifolds:

THEOREM 2.
(A) Let s = 2. Assume that 1 � k � nÛ2 Then G̃(n � kÒ k) ≤ G̃k(Rn) is stably paral-

lelizable if and only if k = 1, or (nÒ k) = (4Ò 2)Ò (6Ò 3). Only G̃(1Ò 1) ≤ S1Ò G̃(3Ò 1) ≤
S3Ò G̃(7Ò 1) ≤ S7Ò G̃(3Ò 3) are parallelizable.

(B) Let s ½ 3. With the above notation, the following p.o flag manifolds are stably
parallelizable:

(i) G(1Ò    Ò 1 j 1Ò    Ò 1),
(ii) G̃(n1Ò 1Ò    Ò 1),

(iii) G(3Ò    Ò 3Ò 1Ò    Ò 1 j 1Ò    Ò 1),
(iv) G(2Ò    Ò 2Ò 1Ò    Ò 1 j 1Ò    Ò 1),
(v) G(6 j 1Ò 1)ÒG(6Ò 1 j 1Ò 1Ò ).

Furthermore all of these are parallelizable except G̃(2Ò    Ò 2) and G̃(2Ò    Ò 2Ò 1).
(C) Let s ½ 3 Then M = G(n1Ò    Ò nr j nr+1Ò    Ò ns) is not stably parallelizable if M

is not listed in (B) above and if M 6= G(6Ò 1Ò 1 j 1Ò 1).

We remark first that new proofs for (A) in the above theorem have appeared recently,
cf. [8], [12]. Secondly, the proof of Theorem 1 is greatly facilitated by use of the “inclusion
method”, which is now briefly recalled. As above let M = G(n1Ò Ò nr jnr+1Ò Ò ns),
n = Σ1�i�ns . Also let L = G(n1Ò Ò nr�1jnr+1Ò Ò ns), m = n�nr. The inclusion Rm !̈ Rn,
regarding Rm as the subspace Rn1 +̇ Ð Ð Ð +̇Rnr�1 +̇ 0 +̇Rnr+1 +̇ Ð Ð Ð +̇Rns ² Rn, induces an
evident inclusion i: L !̈ M. Furthermore, it is not hard to see that the normal bundle
of this embedding is trivial, hence iŁ(úM) ¾ úL where ¾ denotes stable equivalence (for
details cf. [10], [11], or Section 6). In particular, if L is not stably parallelizable then M
is also not stably parallelizable.
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Using this inclusion method (cf. Section 6), we see that the proof of Theorem 1 is
reduced to consideration of the “critical cases”, namely X = G(1 j 3Ò 1), Y = G(1 j 7Ò 1),
Z = G(6Ò 1Ò 1Ò 1 j 1Ò 1) and W = G(6 j 1Ò 1Ò 1), of dimensions respectively 7, 15, 40,
and 21. To handle these critical cases, we use Lam’s description [9] of the tangent bundle
of p.o. flag manifolds to show that in each of these cases the tangent bundle ú is stably
equivalent to a multiple mò of a certain canonical bundle ò over the manifold under
consideration. We then use the Atiyah-Hirzebruch spectral sequence in the case of X
and Y and the Hodgkin spectral sequence in the case of Z and W to compute enough of
the K-ring in each case to show that the class of ú is nontrivial, and conclude that the
manifolds under consideration are not stably parallelizable. Although the K-theoretic
computations here are necessarily specific to the four flag manifolds XÒYÒZÒW, and are
also laborious, it is hoped that the techniques used may serve as a basis for computations
on a much wider class of flag manifolds. In particular the calculation of K(W) seems
to involve more delicate use of the Hodgkin spectral sequence than has heretofore been
made (compare [2], [3], [11]), and may point the way to further applications.

ACKNOWLEDGEMENTS. The authors wish to thank Professor H. K. Farahat for sug-
gesting major simplifications in our proofs of Propositions 10 and 16.

2. The tangent bundle. Let M = G(n1Ò    Ò nr j nr+1Ò    Ò ns), and let úM denote its
tangent bundle. For 1 � i � s, let òi denote the canonical ni-plane bundle over M whose
fibre over a p.o. flag (A1Ò    ÒAs) is the vector space Ai. One has the bundle isomorphism

(21)
X

1�i�s
òi ³ n¢

where ¢ denotes a trivial line bundle. Note that òj is orientable for 1 � j � r. It follows
from the above isomorphism that

P
rÚj�s òj is also orientable. From Lam’s formula [9],

one has the bundle isomorphism

(22) úM ³
X

1�iÚ j�s
òi 
 òj

We shall now focus on the p.o. flag manifolds X = G(1 j 3Ò 1), Y = G(1 j 7Ò 1),
Z = G(6Ò 1Ò 1Ò 1 j 1Ò 1), and W = G(6 j 1Ò 1Ò 1). We shall use the following well known
facts about vector bundles in the course of our proof of Theorem 4 (cf. [7], or using the
fact that a line bundle is determined by its first Stiefel-Whitney class):

LEMMA 3. Let ò and ë be real line bundles over a paracompact base space. Then
(i) ò is orientable if and only if it is isomorphic to a trivial line bundle,

(ii) ò 
 ò ³ ¢,
(iii) ò ý ë is orientable if and only if ò ³ ë.

For a vector bundle ã over a space S, its class in K(S) (or in KO(S)) will be denoted
[ã].

THEOREM 4. With the above notation,
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(i) [úX] = 4[ò3] + 3 2 KO(X)Ò
(ii) [úY] = 8[ò3] + 7 2 KO(Y)Ò

(iii) [úZ] = 16[ò6] + 24 2 KO(Z)Ò
(iv) [úW] = 8[ò2 ý ò3 ý ò4] � 3 2 KO(W).

Proof of (i). From (2.2), we get (noting ò1 ³ ¢, so from 2.1 [ò2] + [ò3] = 4)

úX ³ ò1 
 (ò2 ý ò3) ý ò2 
 ò3 ³ ò2 ý ò3 ý ò2 
 ò3

Therefore, using Lemma 3(ii), we get

[úX] = [ò2] + [ò3] +
�
4 � [ò3]

�
[ò3] = 4 + 4[ò3]� 1 = 4[ò3] + 3

The proof of (ii) is similar.
Proof of (iii). From Lemma 3(iii), we see that ò5 ³ ò6. Using 2.1, we now get

[ò1] + 2[ò6] = 8 in KO(Z). Also note that ò2 ³ ò3 ³ ò4 ³ ¢ Substituting this in (2.2),
we get

[úZ] = 3[ò1 ý ò5 ý ò6] + 3 + [ò1 
 ò5 ý ò5 
 ò6 ý ò1 
 ò6]
= 3

�
[ò1] + [2ò6]

�
+ 3 + 2[ò1][ò6] + 1

= 3 Ð 8 + 4 + 2[ò6]
�
8 � 2[ò6]

�
= 28 + 16[ò6] � 4
= 16[ò6] + 24

Proof of (iv). Note that ò := ò2 ý ò3 ý ò4 is an orientable 3-plane bundle over W,
and ò1 ý ò ³ 9¢. Hence ò ³ ï2(ò) ³ ò2 
 ò3 ý ò3 
 ò4 ý ò4 
 ò2. In particular,
[ò]2 = [ò2]2 + [ò3]2 + [ò4]2 + 2[ò] = 3 + 2[ò]. Thus, from (2.2), we get

[úW] = [ò1 
 ò] +
h
ï2(ò)

i
=
h
(9 � ò)

i
[ò] + [ò]

= 10[ò]� [ò]2

= 10[ò]� 3 � 2[ò]
= 8[ò]� 3

This completes the proof.
The proof that XÒYÒZÒW are not stably parallelizable, and hence of Theorems 1 and 2,

now can be completed by computation of the additive order of [ò] � rank(ò) in KO(M)
(or in K(M)), where ò = ò3 when M = X, Y, ò = ò6 when M = Z, and ò = ò2 ý ò3 ý ò4

when M = W. This is done in the following three sections.

3. KO-groups of X and Y. We preserve the notation of the previous section. In
particular X = G(1 j 3Ò 1) and Y = G(1 j 7Ò 1). We shall compute the group gKO(X)
using known facts about the projective space RP4 and the Atiyah-Hirzebruch spectral
sequence, thus determining the additive order of [ò3]� 1 2 gKO(X). Computations for Y
are generally quite similar and for the most part omitted. We will also use the notation,
for a vector bundle ã over a space S, [ã] � rank(ã) = hãi 2 gKO(S).
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First note that one has the usual projection p3: X �! RP4, (A1ÒA2ÒA3) 7! A3. Under
this map the canonical line bundle ò over RP4 pulls back to ò3. It follows from [1]
that 8[ò3] = 8 2 KO(X), or equivalently 8hò3i = 0. We wish to show that the order of
hò3i is in fact 8. Of course this will imply 4hò3i 6= 0 2 gKO(X) and consequently, using
Theorem 3(i), that úX is not stably trivial.

To apply the Atiyah-Hirzebruch spectral sequence, we must first determine the co-
homology of X with Z and ZÛ2 coefficients. Let p1: X �! S4 be the bundle pro-
jection (A1ÒA2ÒA3) 7! A1, whose fibre is RP3. Using the Leray-Serre spectral se-
quence (Z coefficients) and a dimension argument one shows that H1(X) = H5(X) = 0,
H2(X) ≤ H6(X) ≤ ZÛ2, and H7(X) ≤ Z. In order to determine H3(X) and H4(X) we

have to determine the differential Z ≤ H3(RP3) ≤ E0Ò3
4

d4�! E4Ò0
4 ≤ H4(S4) ≤ Z. This is

seen to be multiplication by 4 using the map between spectral sequences induced by the
projection map V5Ò2 �! X. Note that the Stiefel manifold V5Ò2 is fibred by S3 over S4

and the projection map V5Ò2 �! X is a map of fibre bundles covering the identity map
of S4. Indeed one has the following commutative diagram

Z ≤ H3(RP3) ≤ E0Ò3
4

îŁ
�! Ẽ0Ò3

4 ≤ H3(S3) ≤ Z

d4

???y
???yd̃4

Z ≤ H4(S4) ≤ E4Ò0
4 = Ẽ4Ò0

4 ≤ H4(S4) ≤ Z

in which fẼpÒq
r Ò d̃rg is the spectral sequence for V5Ò2, and î: S3 ! RP3 is the standard

double cover. Both the transgression map d̃4 and îŁ are well-known to be multiplication
by 2. This shows that d4 is multiplication by 4. Hence we see that H4(X) ≤ ZÛ4, and
H3(X) = 0.

Having determined the cohomology groups of X, we now proceed to determine its
ring structure. Let yi denote the generator of Hi(X), i = 2Ò 4Ò 7.

CLAIM. y2
2 = 2y4 in H4(X).

First note that the projection map X̃ = V5Ò2 �! X is a universal double covering. Let
q: X �! RP1 denote the classifying map of the double covering X̃ �! X. Applying the
Borel construction one can replace the space X by a homotopically equivalent space X0

and the map q by a bundle projection X0 �! RP1 with fibre V5Ò2. In the resulting spectral
sequence, the local coefficients can be shown to constant. In any case the automorphism
groups of Hi(X̃) are trivial for 1 � i � 6 and hence the corresponding local coefficient
systems are constant in this range. This is all that we need to prove our claim. The
multiplicative property of the spectral sequence, and the fact that H4(X) ≤ ZÛ4 now
establishes our claim. In fact the spectral sequence also shows that y2y4 generates the
group H6(X) ≤ ZÛ2, and y3

2 = 0 since d5: E1Ò4
5 ! E6Ò0

5 = ZÛ2 is an isomorphism. We
summarize this in the following proposition. The results for Y can be established in an
entirely analogous manner.

PROPOSITION 5. (i) The manifold X is 7-dimensional, its cohomology being given
by HŁ(X) = Z[ y2Ò y4Ò y7]Û ¾ where deg( yi) = i and the ideal of relations is
generated by the elements 2y2, y2

2 � 2y4, y2
4, y2

7, y2y7, y4y7,
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(ii) HŁ(X;ZÛ2) = (ZÛ2)[ y1Ò y4]Û¾, deg( yi) = i and the ideal of relations is generated
by y4

1, y2
4,

(iii) the manifold Y is 15-dimensional and HŁ(Y) = Z[ y2Ò y8Ò y15]Û¾, where deg( yi) = i
and the ideal of relations is generated by 2y2, y4

2 � 2y8, y2
8, y2

15, y2y15, y8y15,
(iv) HŁ(Y;ZÛ2) = (ZÛ2)[ y1Ò y8]Û¾, deg( yi) = i and the ideal of relations is generated

by y8
1Ò y2

8

PROOF. Parts (i) and (iii) have been proved above. Part (ii) follows from the result
for the integral cohomology algebra and the Leray-Hirsch theorem using the fibration
RP3 !̈ X �! S4 Similarly one proves (iv).

REMARK. In each case of Proposition 5, the given relations of course imply many
other relations in the ideal. For example, in (i) it is easy to deduce the further relations:
4y4, y3

2, y2
2 y4, and all classes with deg ½ 8. Similarly for (ii), (iii), and (iv).

COROLLARY 6. The canonical projection maps j: X �! RP4 and k: Y �! RP8

induce monomorphisms in integral cohomology. Furthermore, jŁ: Hp(RP4;ZÛ2) �!
Hp(X;ZÛ2) and kŁ: Hq(RP8;ZÛ2) �! Hq(Y;ZÛ2) are isomorphisms for 0 � p � 3 and
0 � q � 7.

We are now ready to apply the Atiyah-Hirzebruch spectral sequence to compute
KO(X).

One sees that the non-zero terms along the diagonal in the Atiyah-Hirzebruch spectral
sequence fEpÒq

r (X)g for KO(X) are Ep�p
2 (X)Ò p = 0Ò 1Ò 2Ò 4 The only possible non-zero

differentials mapping into a term along the diagonal are d3: E1Ò�2
3 (X) ≤ H1(X;ZÛ2) ≤

ZÛ2 �! E4Ò�4
3 (X) ≤ H4(X) = ZÛ4 and d4: E0Ò�1

4 (X) ≤ H0(X;ZÛ2) ≤ ZÛ2 �!
E4Ò�4

4 (X) ≤ H4(X) = ZÛ4. Using the map of the spectral sequences induced by j one
obtains the following commutative diagram

H0(RP4;ZÛ2) ≤ E0Ò�1(RP4)
jŁ
�! E0Ò1(X) ≤ H0(X;ZÛ2)

0
???y

???yd4

H4(RP4) ≤ E4Ò�4(RP4)
jŁ
�! E4Ò�4(X) ≤ H4(X)Ò

where the horizontal maps are isomorphisms from Corollary 6 and the differential under
consideration for RPn is well-known to be zero [1]. It follows that d4: E0Ò�1

4 (X) �!
E4Ò�4

4 (X) is also zero. Similarly one shows that d3: E1Ò�2
3 (X) �! E4Ò�4

3 (X) is zero.
It follows that EpÒ�p

1 (X) = EpÒ�p
2 (X) for all p. To complete our calculation of KO(X),

we make use of the map j again. Proposition 4(i), (ii) shows that jŁ: EpÒ�p
2 (RP4) ≤ ZÛ2 !

EpÒ�p
2 (X), p = 1Ò 2Ò 4 is injective. Then the same holds for E1 at these positions by the

above remarks on differentials. Consequently jŁ: gKO(RP4) ≤ ZÛ8 ! gKO(X) is also
injective, whence hò3i = jŁhòi has order 8.

The argument for Y is completely analogous, showing jŁ: gKO(RP8) ≤ ZÛ16 ! gKO(Y)
injective, and completes the proof of (i) in the following theorem. We remark that with
a little extra effort in reassembling the short exact sequences relating the usual quotients
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of successive filtrations of gKO(X) with EpÒ�p
1 one can also prove (ii) in this theorem. We

omit this since only (i) is needed for our present purposes. We also remark that findinggKO(Y) seems more difficult, due to terms EpÒ�p
2 6= 0 for p Ù 8.

THEOREM 7.
(i) The order of hò3i 2 gKO(X) is 8, and the order of hò3i 2 gKO(Y) is 16.

(ii) gKO(X) ≤ ZÛ8 ý ZÛ2.

4. Calculation of K(Z). In this section we compute K(Z), where Z is, as before,
G(6Ò 1Ò 1Ò 1 j 1Ò 1) It will be convenient to think of Z as consisting of flags (A1Ò    ÒA6)
in R11 where A1ÒA4ÒA5ÒA6 are oriented, dim A1 = 6, dim Ai = 1Ò 2 � i � 6 We can then
readily identify Z with the homogeneous space SO(11)Û

�
SO(6)ðS

�
O(1)ðO(1)

�
ðf1g

�
where SO(6) ð S

�
O(1) ð O(1)

�
ð f1g is the subgroup of SO(11) which preserves the

p.o. flag (R6Ò Re7Ò Re8Ò Re9Ò Re10Ò Re11) (the first, fourth, fifth, and sixth subspaces of this
flag being oriented) in Z. We wish to apply the Hodgkin spectral sequence to compute
the complex K-ring of the space Z. This method has been used in [2] to compute the
K-ring of the projective Stiefel manifolds X4nÒk. More recently Barufatti and Hacon [3]
have computed the K-ring for any projective Stiefel manifold using the Hodgkin spectral
sequence. It turns out that our computation is very similar to the case of X8Ò2 which is
not surprising since as a homogeneous space X8Ò2 = SO(8)ÛSO(6) ð S

�
O(1) ð O(1)

�
,

and there is a fibration X8Ò2 !̈ Z ! V11Ò3. The following calculation is arranged so that
steps 4.1, 4.2 and 4.3 are the same as in the calculation of K(X8Ò2) and we refer to [2], [3]
for further details on these steps.

As a first step in applying the Hodgkin spectral sequence, we must express the space
Z as a quotient GÛH with ô1(G) torsion free. This is achieved by using the universal
(double) cover û: Spin (11) ! SO(11). Thus we see that Z = Spin (11)ÛH, where
H = Spin (6) ð ZÛ2 ² Spin (8) ² Spin (11), the factor ZÛ2 being generated by the
element ° = e1 Ð Ð Ð e8 2 Spin (8). (For basic facts about spin groups see [7].)

The next step is to understand the structure of the complex representation ring RHas an
RSpin (11)-module via the restriction map j #: RSpin (11) ! RH, where j: H !̈ Spin (11).

4.1. As in [2], [3] RH ≤ RSpin (6)
 RZÛ2 = Z[ p1Ò∆+
3 Ò∆�

3 ]
Z[ y]Ûhy2 + 2yi, where
p1 denotes the first Pontrjagin class, ∆+

3Ò∆�
3 are the half-spin representations each of

degree 4. The class y is the degree zero class x� 1 where x is the representation defined
by the nontrivial character H ! ZÛ2 ² U(1). One has relations on the Pontrjagin
classes pi:

(i) p2 = ∆+
3∆�

3 � 4p1 � 16,
(ii) p3 = ∆2

3 � 4p2 � 16p1 � 64,
where ∆3 = ∆+

3 + ∆�
3 .

4.2. Let i: H !̈ Spin (8) and let k: Spin (8) !̈ Spin (11). Then j = k Ž i. The map i#

can be calculated as in [2] or [3] to obtain
(i) p01 := i#(P1) = 8y + (1 + y)p1,

(ii) p02 := i#(P2) = �(6yp1 + 48y) + p2,
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(iii) p03 := i#(P3) = 128y + 24yp1 + 4yp2 + (1 + y)p3,
(iv) i#(é4) = ( y + 2)é3 + 8y,

where ér = ∆r � 2r.

4.3. It is well-known that

k#: RSpin (11) = Z[P1ÒP2ÒP3ÒP4Ò∆5] ! Z[P1ÒP2Ò∆+
4 Ò∆�

4 ] = RSpin (8)

is given by
(i) k#(Pi) = PiÒ 1 � i � 4,

(ii) k#(∆5) = 2∆4.

4.4. Since j # = i# Ž k#, it follows that
(i) j #(Pi) = p0iÒ 1 � i � 3,

(ii) j #(é5) = 2( y + 2)é3 + 16y,
(iii) j #(P4) = �128y� 2y( p3 + 4p2 + 16p1).

The first two are trivial, while (iii) can be computed from 4.2 and 4.3 using the relation
P4 = ∆2

4 � 4P3 � 16P2 � 64P1 � 256 in RSpin (8).

4.5. The next step is to compute Tor žRSpin (11)(RHÒ Z), which yields the E2-term of the
Hodgkin spectral sequence. This is achieved by applying the change of rings theorem
([4], p. 349). Let Λ = Z[P1ÒP2ÒP3] ² RSpin (11), and let A = RSpin (11)ÛhP1ÒP2ÒP3i ≤
Z[P4Ò é5]. We set B = RH Ûh p01Ò p

0
2Ò p

0
3i so that j # defines a map í: A ! B making B a

module over A. One readily sees that RH is free as a Z[ yÒ p1Ò p2Ò p3]Ûhy2 + 2yi-module
with basis f1Ò é�3 g [ f(é+

3)mgm½1. From 4.2 and the fact that (1 + y) is a unit in RH, it
follows that Z[ yÒ p1Ò p2Ò p3]Ûhy2 + 2yi = Z[ yÒ p01Ò p

0
2Ò p

0
3]Ûhy2 + 2yi is free over Λ on basis

f1Ò yg. Therefore it follows that RH is Λ-free. Now an application of the change of rings
theorem shows that

Tor žA
�
Tor žΛ(RHÒ Z)Ò Z

�
≤ Tor žA(BÒ Z) ≤ Tor žRSpin (11)(RHÒ Z)

4.6. We now describe the structure of B as an algebra over A. Let í: A ≤ Z[P4Ò é5] !
B ≤ Z[ yÒ é+

3 Ò é
�
3 ]Û¾ denote the map induced by j #. The relations in B are

(i) y2 = �2yÒ
(ii) é2

3 + 16é3 � 64y = 0Ò
(iii) é+

3é
�
3 + 4é3 + 16y = 0,

and í is given by
(iv) í(P4) = 128yÒ
(v) í(é5) = 2( y + 2)é3 + 16y
The relations (i)–(iii) above follow from 4.2 and the well-known expressions for

∆+
3∆�

3 and (∆+
3 +∆�

3 )2 in terms of the Pontrjagin classes. Indeed one obtains the following
relations from 4.2: p1 = 8y, p2 = �48y, and p3 = 128y. The above relations (i)–(iii) can
then be derived from 4.1 by substitution. Equations (iv) and (v) above follow from 4.4
(note that p3 + 4p2 + 16p1 = 64y in B).

One can now compute Tor ŁA(BÒ Z) using the Koszul resolution of Z. This leads to
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PROPOSITION 8. Tor 0
A(BÒ Z) = BÛh2( y + 2)é3 + 16yi, Tor 1

A(BÒ Z) = BuÛ
D�

2( y + 2)é3 +

16y
�
u
E
, and Tor q

A(BÒ Z) = 0, for q ½ 2

Here u = U + 4yV, where UÒV are the standard Koszul generators in degree 1 with
d1(U) = 128y, d1(V) = 2( y + 2)é3 + 16y. As in [2] we can now conclude that the
Hodgkin spectral sequence collapses and then apply [2] 6.1–6.5 to conclude that KŁ(Z)
is isomorphic to Tor ŁA(BÒ Z). Therefore we obtain

THEOREM 9. K0(Z) = BÛh2( y + 2)é3 + 16yi ≤ Z[ yÒ é+
3 Ò é

�
3 ]Û¾, where the relations

are
(i) y2 + 2y = 0,

(ii) é2
3 + 16é3 � 64y = 0,

(iii) é+
3é

�
3 + 4é3 + 16y = 0,

(iv) 2( y + 2)é3 + 16y = 0,
and é3 = é+

3 + é�3 .

REMARK. From the above theorem it follows that

0 = y
�
2( y + 2)é3 + 16y

�
= 16y2 = �32y

That is 32y = 0 Therefore (ii) above reduces to the relation
(ii)0 é2

3 + 16é3 = 0.
Taking into account Theorem 4(iii) above, our proof that Z is not stably parallelizable

is completed by the next result.

PROPOSITION 10. The additive order of y in K0(Z) is 32.

PROOF. From the above remark 32y = 0, so we shall complete the proof by showing
that 16y 6= 0 in a certain quotient ring R of K0(Z) (abusing notation slightly by writing
y for the image of y in R). Indeed, we obtain R by adjoining, to K0(Z), the relations
é+

3 = é�3 =: d (whence é3 = 2d), and d2 = yd = 0. One easily checks that the resulting
ring is

R := Z[ yÒ d]Ûhy2 + 2yÒ 8d + 16yÒ d2Ò ydi

To analyze this ring let us introduce an “intermediate” ring

T := Z[ yÒ d]Ûhy2 + 2yÒ d2Ò ydi

It is trivial to verify that as a ring T is the abelian groupZýZýZ, with generators 1Ò yÒ d
and multiplication given by 1 is the multiplicative identity, y2 = �2y, yd = d2 = 0.

Next, we clearly have R ≤ TÛJ , where the ideal J = h8é + 16yi ² T. Now let J 0 be
the abelian subgroup of T generated by 8é + 16y and 32y. It is clear that J 0 is an ideal
so that J ² J 0. On the other hand it is easy to check that J 0 � J . Therefore we see that
J = J 0. It follows that as an abelian group, R is isomorphic to ZýZýZ, with generators
1Ò yÒ d, modulo the abelian subgroup generated by 32yÒ 8d + 16y. A simple exercise in
elementary divisors now shows that (again as abelian groups) R ≤ ZýZÛ32ýZÛ8 with
respective generators 1Ò yÒ d + 2y.
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5. Calculation of K(W). We first express W as Spin (9)ÛH where H = û�1
�
SO(6)ð

D
�
, with û: Spin (9) �! SO(9) being the double covering; D denotes the diagonal

subgroup of SO(3) and SO(6) ð D ² SO(6) ð SO(3) ² SO(9). We let Q = û�1(D),
G = Spin (9). We wish to apply the Hodgkin Spectral Sequence to compute KŁ(W).

5.1. Computation of RH. First note that D ≤ ZÛ2ýZÛ2. Denoting the standard basis
of R9 by e1Ò    Ò e9, it is easy to check that Q = fš1Ò še7e8Ò še8e9Ò še7e9g. One has

(e7e8)2 = (e7e9)2 = (e8e9)2 = �1Ò (e7e8)(e8e9) = e9e7Ò etc

Hence Q is isomorphic to the quaternion group fš1Ò šiÒ šjÒ škg of order 8. The calcu-
lation of RQ, its complex representation ring, is a fairly routine exercise in the use of
characters (cf. [5], pp. 22–23); nevertheless it will be useful for us to give a few details.
Clearly Q has an irreducible representation of dimension 2 over C, obtained from the
quaternion algebra H. More precisely, we regard H as the left C-vector space V = C ý C
where (z1Ò z2) 2 V is identified with z1 + z2 j, z1Ò z2 2 C. Now V becomes a complex
Q-module where

e7e8 Ð (z1Ò z2) = (z1iÒ �z2i) e8e9 Ð (z1Ò z2) = (�z2Ò z1)

We shall denote the class of V in RQ by q. Since QÛfš1g
≤
�! D ≤ ZÛ2 ý ZÛ2,

we obtain (irreducible) 1 dimensional representations of Q induced from D on which
�1 2 Q acts as the identity. They are the trivial representation 1, and XÒYÒZ where e7e8

acts on X as �1 and e8e9 acts as 1 on X. On Y, e7e8 acts as 1, and e8e9 acts as �1. On Z
both e7e8 and e8e9 act as �1. We shall denote their class in RQ by 1Ò xÒ yÒ z respectively.
Clearly one has x2 = y2 = z2 = 1, and xy = z. Using characters one readily finds that
q2 = (1 +x)(1 +y) in RQ. The basic facts about representations of finite groups now show
that RQ = Z[xÒ yÒ q]Û¾, the relations being

(i) x2 = y2 = 1Ò
(ii) q2 = (1 + x)(1 + y)Ò

(iii) qx = q = qy.
To compute RH first note that H ≤ Spin (6)ðZÛ2Q. Indeed one has the multiplication map
ñ: Spin (6) ð Q �! Spin (9), which is a homomorphism of groups because a Ð b = b Ð a
for every a 2 Spin (6) and b 2 Q. It is obvious that H = Imñ and that Kerñ =
f(1Ò 1)Ò (�1Ò �1)g. It follows that H ≤ Spin (6)ðZÛ2 Q, where ZÛ2 acts on Spin (6)ðQ
via the involution (aÒ b) 7�! (�aÒ �b). Therefore

RH =
�

R
�
Spin (6) ð Q

��ZÛ2

=
�
RSpin (6) 
 RQ

�ZÛ2
Ò

and one also has injections Spin (6) !̈ H, Q !̈ H.

LEMMA 11. Let í: Spin (6) ð Q �! Spin (6) ð Q denote the involution í(aÒ b) =
(�aÒ �b). Then í induces the automorphism í#: RSpin (6)
RQ �! RSpin (6)
 RQ =
Z[ p1Ò∆+

3 Ò∆�
3 Ò xÒ yÒ q]Û¾, where
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(i) í#( p1) = p1Ò
(ii) í#(∆š

3 ) = �∆š
3 Ò

(iii) í#(x) = xÒ í#( y) = yÒ
(iv) í#(q) = �q

PROOF. We omit the proof, which involves a straightforward verification.

COROLLARY 12.

RH ≤ Z
h

p1Ò p2Ò (∆+
3)2Ò (∆�

3 )2Ò∆+
3qÒ∆�

3 qÒ xÒ y
i
Û¾

≤ Z[ p1Ò p2Ò p3]
h
(∆+

3)2Ò∆+
3qÒ∆�

3 qÒ xÒ y
i
Û¾ 

The relations are, when expressed over the polynomial algebra Z[ p1Ò p2Ò p3], as
follows:

(i) x2 = y2 = 1Ò
(ii) (∆+

3q)2 = (∆+
3)2 Ð (1 + x)(1 + y)Ò

(iii) (∆�
3 q)2 =

�
p3 + 2p2 + 8p1 + 32 � (∆+

3)2
�
Ð (1 + x)(1 + y)Ò

(iv) (∆+
3q)(∆�

3 q) = ( p2 + 4p1 + 16) Ð (1 + x)(1 + y)Ò
(v) (∆+

3q)x = (∆+
3q)y = ∆+

3qÒ
(vi) (∆�

3 q)x = (∆�
3 q)y = ∆�

3 qÒ
(vii) (∆+

3)4 = (∆+
3)2( p3 + 2p2 + 8p1 + 32)� ( p2 + 4p1 + 16)2Ò

(viii) (∆+
3)2(∆�

3 q) = (∆+
3q) Ð ( p2 + 4p1 + 16)Ò

(ix) (∆+
3)2(∆+

3q) = p3(∆+
3q) + (2∆+

3q � ∆�
3 q) Ð ( p2 + 4p1 + 16).

We caution the reader that ∆+
3q and ∆�

3 q are not a product in RH, indeed q is not in RH
although q2 is in RH.

5.2. The restriction map j #: RSpin (9) �! RH.
Recall that RSpin (9) = Z[P1ÒP2ÒP3Ò∆4]. It will be useful to define the class ° :=

x + y + xy � 3 = q2 � 4 2 RH. Note that °2 = �4° and hence °n = (�4)n�1° for any
integer n Ù 1.

LEMMA 13. The restriction map j #: RSpin (9) �! RH is given by
(i) j #(P1) = p1 + ° =: p01Ò

(ii) j #(P2) = p2 + °p1 =: p02Ò
(iii) j #(P3) = p3 + °p2 =: p03Ò
(iv) j #(P4) = p3°Ò
(v) j #(∆4) = ∆3 Ð q = ∆+

3q + ∆�
3 q.

PROOF. Let uiÒ u�1
i have their usual meaning as elements of the representation ring of

the standard reference torus T4, so that the Pi are the elementary symmetric polynomials
in

u2
1 + u�2

1 � 2Ò    Ò u2
4 + u�2

4 � 2
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Note that u2
4 +u�2

4 �2 is “concentrated” on the subgroup S = fcos 2ôí+sin 2ôíÐe7e8 :
0 � í � 1g ² T4, the ‘standard’ maximal torus of Spin (9). Also, the subgroup S is
the standard maximal torus of Spin (3) ² Spin (6) ðZÛ2 Spin (3) which is contained in

Spin (9) and based on the last three coordinates, e7Ò e8Ò e9 2 R9. Now

(u2
4 + u�2

4 � 2)(e7e8) = (u2
4 + u�2

4 � 2)
 

cos
�

2ô Ð
1
4

�
+ sin

�
2ô Ð

1
4

�
e7e8

!

= e2ôiÐ( 1
2 ) + e2ôi(� 1

2 ) � 2

= �4

Also,

(q2 � 4)(e7e8) = (x + y + xy� 3)(e7e8)

= �1 + 1 � 1 � 3 = �4

In Spin (3) ² Spin (9), the element e8e9 is conjugate to e7e8 2 S (as S is the maximal
torus of Spin (3)). It follows that (u2

4 +u�2
4 �2), which represents an element of RSpin (3),

assumes the same value at e8e9 as at e7e8. Hence

(u2
4 + u�2

4 � 2)(e8e9) = (q2 � 4)(e8e9) = �4

Also (u2
4 +u�2

4 �2)(š1) = 0 = (q2�4)(š1). Hence (u2
4 +u�2

4 �2) corresponds to (q2�4).
Now Lemma 13(i)–(iv) follows immediately from this.

To establish (v), one first proceeds as above to show that u4 + u�1
4 = 1 
 ∆1 2

R
�
Spin (6) ð Spin (3)

�
restricts to 1 
 q 2 R

�
Spin (6) ð Q

�
; indeed both take values

0Ò 0Ò 2Ò �2 respectively on e7e8Ò e8e9Ò 1Ò �1. The image of ∆4 =
Q4

i=1(ui+u�1
i ) under j # can

then be seen to be the element ∆+
3q + ∆�

3 q 2 RH. This is because
Q4

i=1(ui + u�1
i ) = ∆3∆1 2

R
�
Spin (6)ð Spin (3)

�
maps to the element (∆+

3 + ∆�
3 )q = ∆+

3q + ∆�
3 q 2 R

�
Spin (6)ðQ

�
which is actually in RH. This gives (v).

5.3. Change of rings. Let Λ = Z[P1ÒP2ÒP3], and let

A = RSpin (9)ÛhΛ+i ≤ Z[∆4]

Let B = RH ÛhP 0
1ÒP 0

2ÒP 0
3i. Then B is an A-module.

THEOREM 14. Tor žRG(RHÒ Z) ≤ Tor A(BÒ Z), as graded algebras.

PROOF. We apply the change of rings theorem:

Tor žA
�
Tor žΛ(RHÒ Z)Ò Z

�
=) Tor žRG(RHÒ Z)Ò

and show in fact that the spectral sequence (on the left) collapses (in fact lives in one
line) and yields the required isomorphism.

The only non-trivial statement to verify is that RH is Λ-flat, and this is done in the
next lemma (in fact it is Λ-free).

LEMMA 15. RH is Λ-free.
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PROOF. One has maps of Lie groups Spin (6) !̈ Spin (7) ! SO(7), where the
second map is the universal double covering map. As is well known, these maps induce
monomorphisms RSO(7) ! RSpin (7) ! RSpin (6), which we regard as inclusions.
Observe that RSpin (7) ≤ Z[ p1Ò p2Ò∆3] = Z[ p1Ò p2Ò p3][∆3]Û¾ ≤ RSO(7)[∆3]Û¾ is
free over RSO(7) ≤ Z[ p1Ò p2Ò p3], since ∆3 satisfies a monic quadratic relation over
Z[ p1Ò p2Ò p3] and this generates all relations in RSpin (7). Thus a basis for RSpin (7) over
RSO(7) is f1Ò∆3g . Similarly we note

RSpin (6) ≤ Z[ p1Ò∆+
3 Ò∆

�
3 ] ≤ Z[ p1Ò p2Ò∆3][∆+

3]Û¾ ≤ RSpin (7)[∆+
3]Û¾Ò

where all the relations in RSpin (6) over RSpin (7) arise from the single monic quadratic
polynomial (∆+

3)2 = (∆3)(∆+
3)� p2 � 4p1 � 16. Again we conclude that RSpin (6) is free

over RSpin (7) with basis f1Ò∆+
3g. Combining the above we see that RSpin (6) is free over

RSO(7) with basis f1Ò∆3Ò∆+
3 Ò∆3∆+

3g. Using ∆+
3 + ∆�

3 = ∆3, it is clear that an equivalent
basis for RSpin (6) over RSO(7) ≤ Z[ p1Ò p2Ò p3] is S := f1Ò∆+

3 Ò∆�
3 Ò (∆+

3 )2g.
Note that one has the relation

0
BBB@

1 0 0 0
° 1 0 0
0 ° 1 0
0 0 ° 1

1
CCCA
0
BBB@

1
p1

p2

p3

1
CCCA =

0
BBB@

1
p01
p02
p03

1
CCCA 

Now, observe that RH is generated as a Z[ p1Ò p2Ò p3]-algebra by (∆+
3)2, ∆+

3q, ∆�
3 q, x, y.

From Corollary 12, we see readily that f(∆+
3)2Ò (∆+

3 )2xÒ (∆+
3 )2y, (∆+

3)2xy, ∆+
3q, ∆�

3 qÒ 1Ò xÒ yÒ
xyg is a generating set for RH as a module over Z[ p1Ò p2Ò p3]. From the above re-
lation between the p1Ò p2Ò p3, and p01Ò p

0
2Ò p

0
3, it follows easily that Z[ p1Ò p2Ò p3][xÒ y] =

Z[ p01Ò p
0
2Ò p

0
3][xÒ y]. Using this and the relations (i), (v), and (vi) of Corollary 12, one can

show that the same set generates RH as a module over Z[ p01Ò p
0
2Ò p

0
3]. We claim that in

fact RH is a free Z[ p01Ò p
0
2Ò p

0
3]-module with basis

n
(∆+

3)2Ò (∆+
3)2xÒ (∆+

3)2yÒ (∆+
3)2xyÒ∆+

3qÒ∆�
3 qÒ 1Ò xÒ yÒ xy

o


Suppose there exist elements ãÒ åÒ çÒ éÒ ¢Ò ëÒ f Ò gÒ hÒ k 2 Z[ p01Ò p
0
2Ò p

0
3] such that

(Ł) ( f + gx + hy + kxy)(∆+
3)2 + ã + åx + çy + éxy + ¢∆+

3q + ë∆�
3 q = 0 in RH.

We must show that ã = å = ç = é = ¢ = ë = f = g = h = k = 0.
Note that under the restriction map û1: RH �! RSpin (6), x 7! 1, y 7! 1Ò “q 7!

2”(the quotes signifying a shorthand for ∆+
3q 7! 2∆+

3 , etc.). It follows that ° 7! 0, and
consequently û1( p0i) = pi for 1 � i � 3. Since û1 is an algebra map, we see that for any
polynomial P( p0) = P( p01Ò p

0
2Ò p

0
3)Ò û1

�
P( p0)

�
= P( p1Ò p2Ò p3) = P( p).

Applying û1 to (Ł) we see that, in RSpin (6),

�
f ( p)+g( p)+h( p)+k( p)

�
(∆+

3)2 +
�
ã( p)+å( p)+ç( p)+é( p)

�
+2¢( p)∆+

3 +2ë( p)∆�
3 = 0
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Since S is a Z[ p1Ò p2Ò p3]-basis for RSpin (6), it follows that ¢( p) = ë( p) = 0, and

(1a) f + g + h + k = 0Ò ã + å + ç + é = 0

in Z[ p1Ò p2Ò p3], where we have written f for f ( p), etc. Since Z[ p1Ò p2Ò p3] is a polynomial
algebra and hence a free object in the category of commutative rings with unit, ¢( p) =
ë( p) = 0 implies that ¢( p0) = ë( p0) = 0

Now let û̃x: RH �! RSpin (6) be the ring homomorphism defined by pi 7�! pi,
(∆+

3)2 7�! (∆+
3)2, and setting x = �1, y = +1, “q = 0”. Under this map, p01 7! p1 �

4Ò p02 7! p2 � 4p1Ò p03 7! p3 � 4p2. Let ö: RSpin (6) �! RSpin (6) be the abelian group
homomorphism defined as follows: On the polynomial algebra Z[ p1Ò p2Ò p3],ö is the ring
homomorphism such that p1 7! p1 + 4Ò p2 7! p2 + 4p1 + 16Ò p3 7! p3 + 4p2 + 16p1 + 64.
Then extend the map ö to the whole of RSpin (6) by mapping each of the basis elements
1Ò∆+

3 Ò∆�
3 Ò (∆+

3 )2 to itself, so that ö(am) = ö(a)ö(m) for any a 2 Z[ p1Ò p2Ò p3], and m 2
RSpin (6). Finally, let ûx = ö Ž û̃x. We define ûy, and ûxy similarly. Note that for any
P( p0) 2 Z[ p01Ò p

0
2Ò p

0
3], we have

ûx

�
P( p0)

�
= ö

�
P( p1 � 4Ò p2 � 4p1Ò p3 � 4p2)

�
= P

�
ö( p1 � 4)Ò ö( p2 � 4p1)Ò ö( p3 � 4p2)

�
= P( p) 2 Z[ p1Ò p2Ò p3]

Now using ¢ = ë = 0 in Z[ p01Ò p
0
2Ò p

0
3], and applying ûx to (Ł) we obtain

(1b) f � g + h � k = 0Ò ã � å + ç � é = 0

in Z[ p1Ò p2Ò p3] (as before f = f ( p), etc.). Applying ûy and ûxy, we similarly obtain

(1c) f + g � h � k = 0Ò ã + å � ç � é = 0Ò

(1d) f � g � h + k = 0Ò ã � å � ç + é = 0

Therefore A

0
BBB@

f
g
h
k

1
CCCA = O = A

0
BBB@
ã
å
ç
é

1
CCCA Ò where A =

0
BBB@

1 1 1 1
1 �1 1 �1
1 1 �1 �1
1 �1 �1 1

1
CCCA 

Since A is nonsingular, (in fact AAt = 4I) we get f = g = h = k = 0 = ã = å = ç = é in
Z[ p1Ò p2Ò p3]. Since Z[ p1Ò p2Ò p3] is a polynomial algebra, it follows that f = g = h = k =
0 = ã = å = ç = é in Z[ p01Ò p

0
2Ò p

0
3] Hence RH is free over Z[ p01Ò p

0
2Ò p

0
3].

5.4. Calculation of Tor žA(BÒ Z). Let ë: A �! B be the map induced by the restriction
homomorphism j #: RSpin (9) �! RH. One has B = Z[(∆+

3)2Ò∆+
3qÒ∆�

3 qÒ xÒ y]Û¾ where
the relations are as in Corollary 12 and with p1 = �°, p2 = �4°, p3 = �16°. The map
ë: A ≤ Z[∆4] �! B is given by ë(∆4) = ∆+

3q + ∆�
3 q. To compute Tor žA(BÒ Z) we make

use of the Koszul resolution.

0 �! AD
d1
�! A

d0
�! Z �! 0Ò
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where d1 is defined by D 7�! ∆4 � 16, and d0 is the augmentation map.

Thus Tor žA(BÒ Z) is the homology of the chain complex

0 �! BD �! B �! 0

D 7�! ∆+
3q + ∆�

3 q � 16

H0 is BÛh∆+
3q+∆�

3 q�16i ≤ Z[∆+
3)2Ò∆+

3qÒ xÒ y]Û¾where the relations are those coming
from Corollary 12 (with p1 = �°, p2 = �4°, p3 = �16°), together with ∆�

3 q = 16�∆+
3q.

We write them out explicitly:

(i) x2 = y2 = 1,
(ii) (∆+

3q)2 = (∆+
3)2(1 + x)(1 + y) = (∆+

3)2(° + 4),
(iii) (∆+

3q)x = (∆+
3q)y = ∆+

3q,
(iv) (∆+

3)2(∆+
3q) = 32∆+

3q � (16 � ∆+
3q)(16 � 8°)

= 32∆+
3q + 16∆+

3q � 8∆+
3q° � 162

= 48∆+
3q � 256Ò

(v) 16
�
(∆+

3)2 � 4∆+
3q + 16

�
= 0Ò

(vi) 16x = 16y = 16Ò 16° = 0,

(vii)
�
(∆+

3)2 � 16
�2

= 0.

PROOF. It is clear that p1 = �°, p2 = °2 = �4°, p3 = �°3 = �16° in H0 and that,
since j #(∆4) = ∆+

3q + ∆�
3 q in RH, one has ∆+

3q + ∆�
3 q = 16 in H0.

Using ∆+
3q + ∆�

3 q = 16, and the relations ∆+
3qx = ∆+

3q, ∆�
3 qx = ∆�

3 q; we get 16x =
∆+

3qx + ∆�
3 qx = ∆+

3q + ∆�
3 q = 16 in H0. That is, 16x = 16. Similarly 16y = 16. It follows

that 16° = 16(x + y + xy� 3) = 0. In particular p3 = 0. We shall only verify relation (vii),
the rest of them are similarly established.

By Corollary 12(vii) and substituting for p1Ò p2Ò p3, we get

(∆+
3)4 = (∆+

3)2( p3 + 2p2 + 8p1 + 32)� ( p2 + 4p1 + 16)2

= (∆+
3)2(0 � 8° � 8° + 32)� (�4° � 4° + 16)2

= 32(∆+
3)2 � (16)2

Therefore (∆+
3)4 � 32(∆+

3)2 + 162 = 0, i.e.,
�
(∆+

3)2 � 16
�2

= 0.

As in [2] we conclude that

K0(W) = H0 = BÛh∆3q � 16i ≤ Z
h
(∆+

3)2Ò∆+
3qÒ xÒ y

i
Û¾ 

5.5. Order of °.

PROPOSITION 16. 8° 6= 0 in K0(W).
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PROOF. As in the proof of Proposition 10, we will produce a homomorphic image R
of K(W) and show that the image of 8° is non-zero in R. Indeed we have an epimorphism

r: K(W) �! R := (ZÛ16)[uÒ v]Ûhu2 + 2uÒ v2 + viÒ

where r
�
(∆+

3)2
�

= 0, r(∆+
3q) = 0, r(x) = u + 1, r( y) = v + 1. It is a routine matter to

verify that r respects the relations in K(W) and is therefore well-defined. Also note that
r(°) = uv + 2u + 2v, so to complete the proof it suffices to show that 8uv 6= 0 This is
accomplished by representing R as a subring of the ring of 4 ð 4 matrices over ZÛ16.
Indeed let

U =

0
BBB@

0 0 0 0
1 �2 0 0
0 0 0 0
0 0 1 �2

1
CCCA

and let

V =

0
BBB@

0 0 0 0
0 0 0 0
1 0 �2 0
0 1 0 �2

1
CCCA 

Then one checks that U2 + 2U = 0Ò V2 + 2V = 0Ò and

VU = UV =

0
BBB@

0 0 0 0
0 0 0 0
0 0 0 0
1 �2 �2 4

1
CCCA 

It follows that one obtains a representation of R by u 7! UÒ v 7! V. Clearly 8UV 6= 0Ò
completing the proof.

6. Proof of Theorem 1. We are now ready to prove Theorem 1, using the infor-
mation obtained about the spaces XÒYÒZÒW and the inclusion method mentioned in the
Introduction. To apply this method, note that any flag manifold in Theorem 1(i) is fibred
by X = G(1 j 3Ò 1), i.e, the map G(1Ò Ò 1 j 3Ò 1) ! G̃(5Ò 1Ò Ò 1) obtained by combining
the last three orthogonal subspaces of any p.o. flag x 2 G(1Ò Ò 1 j 3Ò 1) to a single
(oriented) 5-dimensional subspace, has fibre X. As mentioned in the Introduction, the
resulting inclusion X !̈ G(1Ò Ò 1 j 3Ò 1) has trivial normal bundle (cf. [10], p. 456, or
simply note that this is clearly true for the fibre inclusion of any locally trivial smooth
fibration of smooth manifolds). Now from Theorem 4(i) and Theorem 7(i), it follows
that X is not stably parallelizable. Hence none of the flag manifolds in 1(i) can be sta-
bly parallelizable. Parts (ii) and (iii) are proved exactly the same way, using Theorem
4(ii), (iii), Theorem 7(ii), and Proposition 10.

To prove part (iv), as in the other cases, we need only show W is not stably paralleliz-
able. Using Theorem 4(iv),

húWi = [úW] � 21 = 8
�
[ò2 ý ò3 ý ò4]� 3

�


Next observe that the complexification of ò2ýò3ýò4 represents the element x + y + xy =
° + 3 in K(W) by the ã-construction. It follows, in K0(W) (indeed in K̃0(W)), that
hc(úW)i = 8°, and the proof is now a direct consequence of Proposition 16.
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