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Abstract. Classification of AS-regular algebras is one of the major projects in non-commutative algebraic geometry. In this paper, we will study when given AS-regular algebras are graded Morita equivalent. In particular, for every geometric AS-regular algebra $A$, we define another graded algebra $\overline{A}$, and show that if two geometric AS-regular algebras $A$ and $A'$ are graded Morita equivalent, then $A$ and $\overline{A}'$ are isomorphic as graded algebras. We also show that the converse holds in many three-dimensional cases. As applications, we apply our results to Frobenius Koszul algebras and Beilinson algebras.
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1. Introduction. Classification of AS-regular algebras is one of the major projects in non-commutative algebraic geometry. In fact, the geometric classification of three-dimensional AS-regular algebras due to Artin, Tate and Van den Bergh [2] was the starting point of this field. This paper tries to answer the question when given AS-regular algebras are graded Morita equivalent, that is, they have equivalent graded module categories. There are two motivations to answer this question.

The first motivation comes from non-commutative algebraic geometry itself. It is a common understanding that the classification of quantum projective planes was regarded as settled since their homogeneous coordinate rings, namely, three-dimensional quadratic AS-regular algebras, were classified [2]. However, it is still interesting to know when two three-dimensional quadratic AS-regular algebras determine isomorphic quantum projective planes in order to say that the classification of quantum projective planes is complete. It was shown in [8, Theorem 5.2] that in many cases, this question is equivalent to the question when two three-dimensional quadratic AS-regular algebras are graded Morita equivalent (see [8] and [19] for details).

The second motivation comes from representation theory of finite-dimensional algebras. It is known that every finite-dimensional algebra of global dimension 1 is a path algebra of a finite acyclic quiver up to Morita equivalence, so such algebras can be classified in terms of quivers. As an obvious next step, it is interesting to classify finite-dimensional algebras of global dimension 2 or higher. Recently, Minamoto
introduced a nice class of finite-dimensional algebras of finite global dimension, called (quasi-)Fano algebras \cite{[6]}, which are very interesting class of algebras to study and classify. It was shown that for every AS-regular algebra \( A \), we can define another algebra \( \vartriangleleft A \), called the Beilinson algebra associated to \( A \), which turns out to be a quasi-Fano algebra \cite[Theorem 4.12]{[7]}, and that two AS-regular algebras \( A \) and \( A' \) are graded Morita equivalent if and only if \( \vartriangleleft A \) and \( \vartriangleleft A' \) are isomorphic as algebras \cite[Theorem 4.17]{[7]}. Moreover, by extending the notion of AS-regularity, every quasi-Fano algebra can be obtained as a Beilinson algebra of some AS-regular algebra, so the classification of AS-regular algebras up to graded Morita equivalence is strongly related to the classification of quasi-Fano algebras up to isomorphism (see \cite{[7]} and \cite{[11]} for details). By this fact, we hope that this paper also appeals to researchers in representation theory of finite-dimensional algebras.

Our main result is as follows. For every geometric AS-regular algebra \( A \), we define another graded algebra \( \vartriangleleft A \), and show that if two geometric AS-regular algebras \( A \) and \( A' \) are graded Morita equivalent, then \( \vartriangleleft A \) and \( \vartriangleleft A' \) are isomorphic as graded algebras. We also show that the converse holds in many three-dimensional cases. We point out that it is in general much easier to determine if two graded algebras are isomorphic as graded algebras than to determine if they are graded Morita equivalent. We also point out that every three-dimensional quadratic AS-regular algebra is geometric, and most of known examples of four-dimensional quadratic AS-regular algebras are geometric, so there are plenty of examples we can apply our results to. In the last section, we apply our results to Frobenius Koszul algebras and Beilinson algebras.

2. AS-regular algebras. Since this paper is expected to be read by non-experts as well as experts, we will first recall basic definitions and facts in non-commutative algebraic geometry, which are needed in this paper.

Throughout this paper, we fix an algebraically closed field \( k \) of characteristic 0, and we assume that all vector spaces and algebras are over \( k \) unless otherwise stated. In this paper, a graded algebra means an \( \mathbb{N} \)-graded algebra \( A = \bigoplus_{i \in \mathbb{N}} A_i \). We denote by \( \text{GrMod} \ A \) the category of graded right \( A \)-modules, and by \( \text{grmod} \ A \) the full subcategory consisting of finitely generated modules. Morphisms in \( \text{GrMod} \ A \) are right \( A \)-module homomorphisms preserving degrees. Note that if \( A \) is noetherian, then \( \text{grmod} \ A \) is an abelian category. We say that two graded algebras \( A \) and \( A' \) are graded Morita equivalent if \( \text{GrMod} \ A \cong \text{GrMod} \ A' \).

For a graded module \( M \in \text{GrMod} \ A \) and an integer \( n \in \mathbb{Z} \), we define the truncation \( M_{\geq n} := \bigoplus_{i \geq n} M_i \in \text{GrMod} \ A \) and the shift \( M(n) \in \text{GrMod} \ A \) by \( M(n)_i := M_{n+i} \) for \( i \in \mathbb{Z} \). Note that the rule \( M \mapsto M(n) \) is a \( k \)-linear autoequivalence for \( \text{GrMod} \ A \) and \( \text{grmod} \ A \), called the shift functor. For \( M, N \in \text{GrMod} \ A \), we write \( \text{Ext}^i_A(M, N) = \text{Ext}^i_{\text{GrMod} \ A}(M, N) \) and

\[
\text{Ext}^i_A(M, N) := \bigoplus_{n \in \mathbb{Z}} \text{Ext}^i_A(M, N(n)).
\]

We denote by \( V^* \) the dual vector space of a vector space \( V \). If \( M \) is a graded right (respectively, left) module over a graded algebra \( A \), then we denote by \( M^* := \text{Hom}_A(M, k) \) the dual graded vector space of \( M \) by abuse of notation, i.e. \( (M^*)_i := (M_{-i})^* \). Note that \( M^* \) has a graded left (resp. right) \( A \)-module structure.

Let \( A \) be a noetherian-graded algebra. We denote by \( \text{tors} \ A \) the full subcategory of \( \text{grmod} \ A \) consisting of finite-dimensional modules over \( k \), and tails \( A := \)
grmod $A/\text{tors} A$ the quotient category, which is called the non-commutative projective scheme associated to $A$ in [4]. If $A$ is a commutative graded algebra finitely generated in degree 1 over $k$, then tails $A$ is equivalent to the category of coherent sheaves on Proj $A$ by Serre, justifying the terminology.

We often denote by $\mathcal{M} \in \text{tails} A$ the image of $M \in \text{grmod} A$. For $M, N \in \text{grmod} A$, $\mathcal{M} \cong \mathcal{N}$ in tails $A$ if and only if $M_{\geq n} \cong N_{\geq n}$ in GrMod $A$ for some $n \in \mathbb{Z}$. Note that the $k$-linear autoequivalence $M \mapsto M(n)$ preserves finite-dimensional modules over $k$, so it induces a $k$-linear autoequivalence $\mathcal{M} \mapsto \mathcal{M}(n)$ for tails $A$, again called the shift functor.

A connected graded algebra is a graded algebra $A = \bigoplus_{i \in \mathbb{N}} A_i$ such that $A_0 = k$. For a connected graded algebra $A$, we view $k = A/A_{\geq 1} \in \text{GrMod} A$ as a graded $A$-module. Recall that the Gelfand–Kirillov dimension of $A$ is defined by

$$\text{GKdim} A := \inf\{d \in \mathbb{R}^+ \mid \dim_k A_i \leq c^{d-1} \text{ for some constant } c > 0, i \gg 0\}.$$ 

An AS-regular algebra defined below is one of the main objects of study in non-commutative algebraic geometry.

**Definition 2.1.** [1]. A connected graded algebra $A$ is called a $d$-dimensional AS-regular algebra of Gorenstein parameter $\ell$ if

1. $\text{grdim} A = d < \infty$,
2. $\text{GKdim} A < \infty$, and
3. $\text{Ext}^i_A(k, A) \cong \begin{cases} k(\ell), & \text{if } i = d, \\ 0, & \text{if } i \neq d. \end{cases}$

We now define the generalised Nakayama automorphism for an AS-regular algebra, which plays an essential role in this paper. Let $A$ be a graded algebra, and $\tau \in \text{Aut}_k A$ a graded algebra automorphism. For a graded right $A$-module $M \in \text{GrMod} A$, we define a new graded right $A$-module $M_\tau \in \text{GrMod} A$ by $M_\tau = M$ as a graded vector space with the new right action $m \star a := m \tau(a)$ for $m \in M$ and $a \in A$. If $M$ is a graded $A$-$A$ bimodule, then $M_\tau$ is also a graded $A$-$A$ bimodule by this new right action. The rule $M \mapsto M_\tau$ is a $k$-linear autoequivalence for GrMod $A$ and grmod $A$. If $A$ is noetherian, then $(-)_\tau \cong - \otimes_A A_\tau \in \text{Aut}_k(\text{grmod} A)$ commutes with the shift functor $(n) \in \text{Aut}_k(\text{grmod} A)$ and preserves tors $A$, so it induces a $k$-linear autoequivalence $(-)_\tau \cong - \otimes_A A_\tau \in \text{Aut}_k(\text{tails} A)$ commuting with the shift functor $(n) \in \text{Aut}_k(\text{tails} A)$.

Let $A$ be a connected graded algebra and $m = A_{\geq 1}$ the maximal homogeneous two-sided ideal of $A$. For $M \in \text{GrMod} A$, we define the $i$-th local cohomology of $M$ by

$$H^i_m(M) := \lim_{n \to \infty} \text{Ext}^i_A(A/A_{\geq n}, M) \in \text{GrMod} A.$$ 

If $A$ is a noetherian $d$-dimensional AS-regular algebra of Gorenstein parameter $\ell$, then $H^i_m(A) = 0$ for all $i \neq d$. The graded $A$-$A$ bimodule $\omega_A := H^d_m(A)^*$ is called the canonical module of $A$. It is known that there exists a graded algebra automorphism $\nu \in \text{Aut}_k A$ such that $\omega_A \cong A_\nu(-\ell)$ as graded $A$-$A$ bimodules (c.f. [5, Theorem 1.2]). We call this graded algebra automorphism $\nu \in \text{Aut}_k A$ the generalised Nakayama automorphism of $A$. The canonical module induces the Serre functor defined below.

**Definition 2.2.** Let $C$ be a $k$-linear category such that $\dim_k \text{Hom}_C(M, N) < \infty$ for all $M, N \in C$. An autoequivalence $S \in \text{Aut}_k C$ is called the Serre functor for $C$ if
we have a functorial isomorphism

\[ \text{Hom}_C(\mathcal{M}, \mathcal{N}) \cong \text{Hom}_C(\mathcal{N}, S(\mathcal{M}))^* \]

for all \( \mathcal{M}, \mathcal{N} \in \mathcal{C} \).

Note that the Serre functor is unique if it exists. Let \( A \) be a noetherian \( d \)-dimensional AS-regular algebra with the canonical module \( \omega_A \). Since \( \omega_A \cong A_v(-\ell) \), where \( v \in \text{Aut}_k A \) is the generalised Nakayama automorphism, \( - \otimes_A \omega_A \cong (-)^{\ell} \in \text{Aut}_k \text{grmod} A \) induces an autoequivalence \( - \otimes_A^L \omega_A \in \text{Aut}_k \mathcal{D}^b(\text{tails } A) \), where \( \mathcal{D}^b(\text{tails } A) \) denotes the bounded derived category of tails \( A \). It was shown in [13] that \( - \otimes_A^L \omega_A[d - 1] \) is the Serre functor for \( \mathcal{D}^b(\text{tails } A) \).

We will recall below geometric techniques to classify three-dimensional quadratic AS-regular algebras due to Artin, Tate and Van den Bergh [2]. Note that every graded algebra finitely generated in degree 1 over \( k \) can be presented as \( A = T(V)/I \), where \( V \) is a finite-dimensional vector space, \( T(V) \) is the tensor algebra on \( V \) over \( k \) and \( I \) is a homogeneous two-sided ideal of \( T(V) \). Let \( A = T(V)/(R) \) be a quadratic algebra, that is, \( R \subset V \otimes_k V \) is a subspace and \( (R) \) is the two-sided ideal of \( T(V) \) generated by \( R \). Since every element \( f \in R \subset V \otimes_k V \) defines a bilinear form \( f: V^* \otimes_k V^* \cong (V \otimes_k V)^* \rightarrow k \), we can define

\[ \mathcal{V}(R) := \{(p, q) \in \mathbb{P}(V^*) \times \mathbb{P}(V^*) | f(p, q) = 0 \text{ for all } f \in R\}. \]

**Definition 2.3.** Let \( A = T(V)/(R) \) be a quadratic algebra. A geometric pair \((E, \sigma)\) consists of a subscheme \( E \subset \mathbb{P}(V^*) \) and an automorphism \( \sigma \in \text{Aut}_k E \).

1. We say that \( A \) satisfies (G1) if there exists a geometric pair \((E, \sigma)\) such that
   \[ \mathcal{V}(R) = \{(p, \sigma(p)) \in \mathbb{P}(V^*) \times \mathbb{P}(V^*) | p \in E\}. \]
   In this case, we write \( P(A) = (E, \sigma) \).

2. We say that \( A \) satisfies (G2) if there exists a geometric pair \((E, \sigma)\) such that
   \[ R = \{f \in V \otimes_k V | f(p, \sigma(p)) = 0 \text{ for all } p \in E\}. \]
   In this case, we write \( A = (E, \sigma) \).

3. A noetherian quadratic algebra \( A \) is called geometric if \( A \) satisfies both (G1) and (G2) with \( A \cong A(P(A)) \).

Note that every three-dimensional quadratic AS-regular algebra is geometric, and most of known examples of four-dimensional quadratic AS-regular algebras are geometric. As a typical example, a four-dimensional Sklyanin algebra is a geometric AS-regular algebra. However, it was shown in [18] that there exists a family of four-dimensional AS-regular algebras that do not satisfy (G2). As far as we know, there exists no example of an AS-regular algebra that does not satisfy (G1).

The purpose of this paper is to provide a way to determine when geometric AS-regular algebras are graded Morita equivalent. The notion of twisting system defined below plays an essential role for graded Morita equivalence.

**Definition 2.4.** [20]. Let \( A \) be a graded algebra. A twisting system \( \theta \) of \( A \) is a sequence \( \{\theta_l\} \) of graded vector space automorphisms of \( A \) such that \( \theta_l(a \theta_m(b)) = \theta_l(a) \theta_{l+m}(b) \) for all \( l, m, n \in \mathbb{Z} \) and all \( a \in A_m, b \in A_n \).
Let $\theta$ be a twisting system of a graded algebra $A$. We define a new graded algebra $A^\theta$, called a twist of $A$, by $A^\theta = A$ as a graded vector space with the new multiplication $a \ast b = \theta_m(b)$ for all $a \in A_m$, $b \in A_n$. Similarly, for $M \in \text{GrMod} A$, we define a new graded right $A^\theta$-module $M^\theta$ by $M^\theta = M$ as a graded vector space with the new right action $x \ast a = \theta_m(a)$ for all $x \in M_m$, $a \in A^\theta_n$. The rule $M \mapsto M^\theta$ defines an equivalence functor $\text{GrMod} A \rightarrow \text{GrMod} A^\theta$. Conversely, every graded Morita equivalence is obtained in this way (see [20] for details). Note that every graded algebra automorphism $\tau \in \text{Aut}_k A$ defines a twisting system $\{\tau_i\}$ of $A$. In this case, we write $A^\tau := A^{\{\tau_i\}}$.

Geometric pairs can be used to classify geometric algebras by the following lemmas. Since these lemmas are refinements of [8, Theorem 4.7], we will leave the proofs to the reader. If quadratic algebras $A = T(V)/(R)$, $A' = T(V')/(R')$ are graded Morita equivalent, then $V \cong V'$ by [20], so we may assume that $V = V'$ in the lemma below.

**Lemma 2.5.** Let $A = T(V)/(R)$ and $A' = T(V')/(R')$ be quadratic algebras satisfying (G1) with $P(A) = (E, \sigma)$, $P(A') = (E', \sigma')$.

1. If $A \cong A'$ as graded algebras, then there exists an automorphism $\tau$ of $\mathbb{P}(V^*)$ which restricts to an isomorphism $\tau : E \rightarrow E'$ such that

$$
\begin{array}{ccc}
E & \xrightarrow{\tau} & E' \\
\sigma \downarrow & & \downarrow \sigma' \\
E & \xrightarrow{\tau} & E'
\end{array}
$$

commutes.

2. If $\text{GrMod} A \cong \text{GrMod} A'$, then there exists a sequence of automorphisms $\tau_n$ of $\mathbb{P}(V^*)$ which restrict to isomorphisms $\tau_n : E \rightarrow E'$ such that

$$
\begin{array}{ccc}
E & \xrightarrow{\tau_n} & E' \\
\sigma \downarrow & & \downarrow \sigma' \\
E & \xrightarrow{\tau_{n+1}} & E'
\end{array}
$$

commute for all $n \in \mathbb{Z}$.

**Lemma 2.6.** Let $A = T(V)/(R)$ and $A' = T(V')/(R')$ be quadratic algebras satisfying (G2) with $A = A(E, \sigma)$, $A' = A(E', \sigma')$.

1. If there exists an automorphism $\tau$ of $\mathbb{P}(V^*)$ which restricts to an isomorphism $\tau : E \rightarrow E'$ such that

$$
\begin{array}{ccc}
E & \xrightarrow{\tau} & E' \\
\sigma \downarrow & & \downarrow \sigma' \\
E & \xrightarrow{\tau} & E'
\end{array}
$$

commutes, then $A \cong A'$ as graded algebras.
If there exists a sequence of automorphisms \( \tau_n \) of \( \mathbb{P}(V^*) \) which restrict to isomorphisms \( \tau_n : E \rightarrow E' \) such that
\[
\begin{array}{ccc}
E & \xrightarrow{\tau_n} & E' \\
\downarrow{\sigma} & & \downarrow{\sigma'} \\
E & \xrightarrow{\tau_{n+1}} & E'
\end{array}
\]
commute for all \( n \in \mathbb{Z} \), then \( \text{GrMod } A \cong \text{GrMod } A' \).

In [2], three-dimensional quadratic AS-regular algebras were classified in terms of geometric pairs. (In the classification, \( E \subset \mathbb{P}(V^*) \) could be a non-reduced subscheme and in this case, we need to modify the definition of a geometric algebra, for which we refer to [8, Definition 4.3].) For the purpose of this paper, we define the types of (reduced and reducible) geometric pairs \( (E, \sigma) \) of three-dimensional quadratic AS-regular algebras \( A = A(E, \sigma) \), slightly modifying and extending the types defined in [1] and [2].

- **Type \( \mathbb{P}^2 \):** \( E \) is \( \mathbb{P}^2 \), and \( \sigma \in \text{Aut}_k \mathbb{P}^2 = \text{PGL}_3(k) \).
- **Type \( S_1 \):** \( E \) is a triangle, and \( \sigma \) stabilises each component.
- **Type \( S_2 \):** \( E \) is a triangle, and \( \sigma \) interchanges two of its components.
- **Type \( S_3 \):** \( E \) is a triangle, and \( \sigma \) circulates three components.
- **Type \( S'_1 \):** \( E \) is a union of a line and a conic meeting at two points, and \( \sigma \) stabilises each component and two intersection points.
- **Type \( S'_2 \):** \( E \) is a union of a line and a conic meeting at two points, and \( \sigma \) stabilises each component and interchanges two intersection points.
- **Type \( T_1 \):** \( E \) is a union of three lines meeting at one point, and \( \sigma \) stabilises each component.
- **Type \( T_2 \):** \( E \) is a union of three lines meeting at one point, and \( \sigma \) interchanges two of its components.
- **Type \( T_3 \):** \( E \) is a union of three lines meeting at one point, and \( \sigma \) circulates three components.
- **Type \( T'_1 \):** \( E \) is a union of a line and a conic meeting at one point, and \( \sigma \) stabilises each component.

Let \( A = A(E, \sigma) \) be a three-dimensional quadratic AS-regular algebra. If \( E \) is a union of a line and a conic and \( \sigma \) interchanges these two components, then \( A(E, \sigma) \) is not AS-regular by [2, Proposition 4.11]. It follows that if \( E \) is a reduced and reducible cubic in \( \mathbb{P}^2 \), then \( (E, \sigma) \) is one of the above types.

### 3. Main results.

In general, it is easier to determine if two graded algebras are isomorphic as graded algebras than to determine if they are graded Morita equivalent. In this section, for a geometric AS-regular algebra \( A \), we will define a new graded algebra \( \overline{A} \) and compare the condition (A) \( \text{GrMod } A \cong \text{GrMod } A' \) and the condition (B) \( A \cong A' \) as graded algebras.

#### 3.1. The general case.

A point module defined below plays an important role to study a graded algebra in non-commutative algebraic geometry.

**Definition 3.1.** [2]. Let \( A \) be a graded algebra finitely generated in degree 1 over \( k \). A graded module \( M \in \text{GrMod } A \) is called a point module if
Note that if $M$ is a point module, then $M(i)_{i\geq0}$ are also point modules for all $i \in \mathbb{N}$. Let $A = T(V)/I$ be a graded algebra finitely generated in degree 1. For a point $p \in \mathbb{P}(V^*)$, define a graded module $M_p := A/p^\perp A \in \text{GrMod} A$ where $p^\perp := \{ f \in A_1 = V \mid f(p) = 0 \}$. It is easy to see that for points $p, q \in \mathbb{P}(V^*)$, $M_p \cong M_q$ if and only if $p = q$.

Every point module is isomorphic to $M_p$ for some $p \in \mathbb{P}(V^*)$, but the module of the form $M_p$ is not always a point module. Suppose that $A$ satisfies (G1) with $P(A) = (E, \sigma)$. Then $M_p$ is a point module for any point $p \in E$. Moreover, by [9, Lemma 2.5], there is a bijection between the set of (closed) points of $E$ and isomorphism classes of point modules via $p \mapsto M_p$, and $\sigma \in \text{Aut}_k E$ is given by $M_{\sigma(p)} \cong M_p(1)_{\geq0}$.

Note that if $A = T(V)/I$ is a graded algebra finitely generated in degree 1, then every graded algebra automorphism $\tau \in \text{Aut}_k A$ is uniquely determined by $\tau_{|A_1} = \tau_{|V} \in \text{GL}(V)$. If $\tau \in \text{Aut}_k A$ is a graded algebra automorphism, then the dual of the restriction $\tau_{|V} = \tau_{|A_1}$ induces an automorphism $\tau^* \in \text{Aut}_k \mathbb{P}(V^*)$. It is easy to see that if $M \in \text{GrMod} A$ is a point module if and only if $M_\tau \in \text{GrMod} A$ is a point module. By [10, Lemma 3.2], $(M_p)_\tau \cong M_{\tau^*(p)}$ for $p \in \mathbb{P}(V^*)$, so $\tau^*$ restricts to an automorphism $\tau^* \in \text{Aut}_k E$ by abuse of notation. Moreover,

$$M_{\sigma \tau^*(p)} \cong M_{\tau^*(p)}(1)_{\geq0} \cong (M_p)_\tau(1)_{\geq0} \cong (M_p(1)_\tau)_{\geq0} \cong (M_p(1)_\tau)_{\geq0} \cong (M_{\sigma(p)})_\tau \cong M_{\tau^* \sigma(p)},$$

for $p \in E$, so $\tau^*$ commutes with $\sigma$ on $E$. We can now define a new graded algebra $\overline{A}$ as below.

**Definition 3.2.** Let $A$ be an AS-regular algebra of Gorenstein parameter $\ell$ with the generalised Nakayama automorphism $v \in \text{Aut}_k A$. If $A$ satisfies (G1) with $P(A) = (E, \sigma)$, then we define a new graded algebra satisfying (G2) by $\overline{A} := A(E, v^* \sigma^\ell)$.

We now prepare two easy lemmas.

**Lemma 3.3.** Let $A = T(V)/(R)$ and $A' = T(V)/(R')$ be quadratic algebras satisfying (G1) with $P(A) = (E, \sigma)$, $P(A') = (E', \sigma')$. If $\text{GrMod} A \cong \text{GrMod} A'$, then there exists an equivalence functor $F : \text{GrMod} A \to \text{GrMod} A'$ which induces an isomorphism $\tau : E \to E'$ by $F(M_p) \cong M_{\tau(p)}$ for $p \in E$. Moreover, $\tau$ extends to an automorphism $\overline{\tau} \in \text{Aut}_k \mathbb{P}(V^*)$.

**Proof.** If $A$ and $A'$ are quadratic algebras such that $\text{GrMod} A \cong \text{GrMod} A'$, then there exists a twisting system $\theta$ of $A$ such that $A' \cong A^\theta$ as graded algebras by [20, Theorem 1.2], so we may assume that $A' = A^\theta$. We leave the reader to check that the equivalence functor $F : \text{GrMod} A \to \text{GrMod} A^\theta$ defined by $F(M) = M^\theta$ satisfies the desired properties. \( \square \)

**Lemma 3.4.** Let $A$ be a noetherian quadratic algebra satisfying (G1) with $P(A) = (E, \sigma)$. For points $p, q \in E$, $M_p \cong M_q$ in tails $A$ if and only if $p = q$. 
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Proof. If \( p = q \), then clearly \( \mathcal{M}_p \cong \mathcal{M}_q \). Conversely, if \( \mathcal{M}_p \cong \mathcal{M}_q \), then
\[
M_{\sigma^i(p)} \cong M_p(i)_{\geq 0} \cong (M_q)_{\geq 0}(i) \cong M_q(i)_{\geq 0} \cong M_{\sigma^i(q)},
\]
for some \( i \in \mathbb{N} \), so \( \sigma^i(p) = \sigma^i(q) \). Since \( \sigma \in \text{Aut}_k E \) is an automorphism, \( p = q \). \( \square \)

The theorem below shows that (A) \( \Rightarrow \) (B) holds for general geometric AS-regular algebras.

**Theorem 3.5.** Let \( A \) and \( A' \) be noetherian quadratic AS-regular algebras satisfying (G1). If (A) \( \text{GrMod} \ A \cong \text{GrMod} \ A' \), then (B) \( \tilde{A} \cong \tilde{A'} \) as graded algebras.

**Proof.** Let \( A = T(V)/(R), A' = T(V)/(R'), P(A) = (E, \sigma), P(A') = (E', \sigma') \) with Gorenstein parameters \( \ell \) and \( \ell' \) and the generalised Nakayama automorphisms \( \nu \in \text{Aut}_k A, \nu' \in \text{Aut}_k A' \). If \( \text{GrMod} A \cong \text{GrMod} A' \), then \( \text{gldim} A = \text{gldim} A' =: d \) by [20, Theorem 1.3]. By Lemma 3.3, there exists an equivalence functor \( F : \text{GrMod} A \to \text{GrMod} A' \) which induces an isomorphism \( \tau : E \to E' \) by \( F(M_p) \cong M_{\ell(p)} \) for \( p \in E \). Moreover, the equivalence functor \( F : \text{GrMod} A \to \text{GrMod} A' \) induces a triangle equivalence functor \( \tilde{F} : \mathcal{D}^b(\text{tails} A) \to \mathcal{D}^b(\text{tails} A') \), so we have a commutative diagram
\[
\begin{array}{c}
\mathcal{D}^b(\text{tails} A) \xrightarrow{\tilde{F}} \mathcal{D}^b(\text{tails} A') \\
\downarrow \cong \downarrow \cong
\\
\mathcal{D}^b(\text{tails} A) \xrightarrow{\tilde{F}} \mathcal{D}^b(\text{tails} A').
\end{array}
\]
by uniqueness of the Serre functor. Since \( \tilde{F} \) commutes with the suspension functor \( [d - 1] \), we have a commutative diagram
\[
\begin{array}{c}
\mathcal{D}^b(\text{tails} A) \xrightarrow{\tilde{F}} \mathcal{D}^b(\text{tails} A') \\
\downarrow \cong \downarrow \cong
\\
\mathcal{D}^b(\text{tails} A) \xrightarrow{\tilde{F}} \mathcal{D}^b(\text{tails} A').
\end{array}
\]
Since
\[
(M_p \otimes_A \omega_A^{-1})_{\geq 0} \cong (M_p \otimes_A (\ell)_{\geq 0} \cong M_{\nu'(p)}(\ell)_{\geq 0} \cong M_{\sigma^i(p)} \cong M_{\nu\sigma^i(p)}
\]
for \( p \in E \),
\[
\mathcal{M}_p \otimes_A \omega_A^{-1} \cong \mathcal{M}_p \otimes_A \omega_A^{-1} \cong \mathcal{M}_{\nu\sigma^i(p)}.
\]
By Lemma 3.4, the above commutative diagram induces a commutative diagram
\[
\begin{array}{c}
E \xrightarrow{\tau} E' \\
\downarrow \cong \downarrow \cong
\\
E \xrightarrow{\tau} E'.
\end{array}
\]
Since \( \tau \) extends to an automorphism \( \bar{\tau} \in \text{Aut}_k \mathbb{P}(V^*) \) by Lemma 3.3, \( \tilde{A} \cong \tilde{A'} \) as graded algebras by Lemma 2.6. \( \square \)
3.2. The three-dimensional case. Unfortunately, there are examples of four-dimensional geometric AS-regular algebras such that \((B) \Rightarrow (A)\) does not hold \([16, \text{Example 4.2}]\). On the other hand, \((B) \Rightarrow (A)\) has been shown to hold for many three-dimensional geometric AS-regular algebras \([8, 16]\). In this subsection, we will prove that \((B) \Rightarrow (A)\) holds for several more cases. In the proof of the theorem below, we will see that the geometric technique is useful to determine graded Morita equivalence.

**Theorem 3.6.** Let \(A = A(E, \sigma)\) and \(A' = A(E', \sigma')\) be three-dimensional quadratic AS-regular algebras with the generalised Nakayama automorphisms \(v \in \text{Aut}_k A, v' \in \text{Aut}_k A'\). Suppose that \((E, \sigma)\) and \((E', \sigma')\) are of the same type \(\mathbb{P}^2, S_1, S'_1, T_1\) or \(T'_1\). Then (A) \(\text{GrMod} A \cong \text{GrMod} A'\) if and only if \((B) \ A \cong \overline{A'}\) as graded algebras.

**Proof.** For the types \(\mathbb{P}^2, S_1, S'_1\), the result follows from \([16, \text{Theorem 3.1}]\), so it remains to show it for the types \(T_1\) and \(T'_1\). By Theorem 3.5, it is enough to show \((B) \Rightarrow (A)\). In fact, we can show that \((A)\) always holds for these two types. We will show this fact for the type \(T_1\), and leave a proof for the type \(T'_1\) to the reader.

If \((E, \sigma)\) and \((E', \sigma')\) are of type \(T_1\), then we may assume that \(E = l_1 \cup l_2 \cup l_3\) where \(l_1 = \mathcal{V}(x), l_2 = \mathcal{V}(y), l_3 = \mathcal{V}(x - y)\) and \(\sigma \in \text{Aut}_k E\) is given by

\[
\sigma|_{l_1}(0, b, c) = (0, b, ab + \delta c),
\]

\[
\sigma|_{l_2}(a, 0, c) = (a, 0, \beta a + \delta c),
\]

\[
\sigma|_{l_3}(a, a, c) = (a, a, -\gamma a + \delta c),
\]

where \(\alpha + \beta + \gamma \neq 0, \delta \neq 0\). In this case, \(A = A(E, \sigma)\) is given by

\[
A = k\langle x, y, z \rangle/(yz - \delta zy - \alpha y^2 + (\alpha + \gamma)yx, xz - \delta zx - \beta x^2 + (\beta + \gamma)xy, xy - yx}\).

By a Hilbert series calculation, we can show that \(\delta = 1\) is necessary for \(A\) to be a three-dimensional quadratic AS-regular algebra. Similarly, we may assume that \(E' = l_1 \cup l_2 \cup l_3\) and \(\sigma' \in \text{Aut}_k E'\) is given by

\[
\sigma|_{l_1}(0, b, c) = (0, b, \alpha' b + c),
\]

\[
\sigma|_{l_2}(a, 0, c) = (a, 0, \beta' a + c),
\]

\[
\sigma|_{l_3}(a, a, c) = (a, a, -\gamma' a + c),
\]

where \(\alpha + \beta + \gamma \neq 0\). For \(n \in \mathbb{Z}\), we define \(\tau_n \in \text{Aut}_k E\) by

\[
\tau_n|_{l_1}(0, b, c) = \left(0, b, \frac{n(-\lambda' \alpha + \lambda \alpha')}{\lambda}b + \frac{\lambda'}{\lambda}c\right),
\]

\[
\tau_n|_{l_2}(a, 0, c) = \left(a, 0, \frac{n(-\lambda' \beta + \lambda \beta')}{\lambda}a + \frac{\lambda'}{\lambda}c\right),
\]

\[
\tau_n|_{l_3}(a, a, c) = \left(a, a, \frac{n(-\lambda' \alpha + \beta) + \lambda (\alpha' + \beta')}{\lambda}a + \frac{\lambda'}{\lambda}c\right),
\]

where \(\lambda := \alpha + \beta + \gamma, \lambda' := \alpha' + \beta' + \gamma'\). It is easy to check that \(\tau_n\) extend to

\[
\bar{\tau}_n = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
\frac{n(-\lambda' \beta + \lambda \beta')}{\lambda} & \frac{n(-\lambda' \alpha + \lambda \alpha')}{\lambda} & \lambda'
\end{pmatrix} \in \text{PGL}_3(k) = \text{Aut}_k \mathbb{P}^2,
and that \( \tau_n \) induce the commutative diagrams

\[
\begin{array}{ccc}
E & \xrightarrow{\tau_n} & E' \\
\sigma & \downarrow & \downarrow \sigma' \\
E & \xrightarrow{\tau_{n+1}} & E'
\end{array}
\]

for all \( n \in \mathbb{Z} \), so it follows from Lemma 2.6 that \( \text{GrMod} \, A \cong \text{GrMod} \, A' \) holds for any \( A, A' \). \( \square \)

We will now extend the above theorem for any reduced and reducible cubic \( E \) in \( \mathbb{P}^2 \). Let \( A \) be a graded algebra. Recall that an element \( w \in A \) is called regular if \( aw = 0 \) implies \( a = 0 \) and \( wa = 0 \) implies \( a = 0 \). An element \( w \in A \) is called normalising if \( A(w) = wA \). If \( w \in A_i \) is a homogeneous regular normalising element, then the map \( \tau_w : A \to A \) defined by \( w \tau_w(a) = aw \) is a graded algebra automorphism of \( A \).

Let \( A \) and \( A' \) be connected graded algebras such that \( \text{GrMod} \, A \cong \text{GrMod} \, A' \). Then \( A \) is a three-dimensional quadratic AS-regular algebra if and only if so is \( A' \) by [20, Theorems 1.2 and 1.3].

**Lemma 3.7.** Let \( A = A(E, \sigma) \) be a three-dimensional quadratic AS-regular algebra. If \( (E, \sigma) \) is of type \( X_2 \), then there exists a homogeneous regular normalising element \( w \in A_1 \) such that \( A \tau_w \) is a three-dimensional geometric AS-regular algebra of type \( X_1 \) where \( X = S, S' \) or \( T \).

*Proof.* First note that \( A \) is a domain by [3, Theorem 3.9], so every element of \( A \) is regular. We will give a proof for the type \( T_2 \), and leave the rest to the reader. If \( (E, \sigma) \) is of type \( T_2 \), then we may assume that \( E = l_1 \cup l_2 \cup l_3 \) where \( l_1 = V(x), l_2 = V(y), l_3 = V(x - y), \sigma \in \text{Aut}_k E \) is given by

\[
\begin{align*}
\sigma|_{l_1}(0, b, c) &= (b, 0, \alpha b + c), \\
\sigma|_{l_2}(a, 0, c) &= (0, a, \beta a + c), \\
\sigma|_{l_3}(a, a, c) &= (a, a, -\gamma a + c),
\end{align*}
\]

where \( \alpha + \beta + \gamma \neq 0 \), and so \( A = A(E, \sigma) \) is given by \( k(x, y, z) \) with the defining relations

\[
yz - zx - \alpha yx + (\alpha + \gamma)y^2, \quad xz - zy - \beta xy + (\beta + \gamma)x^2, \quad x^2 - y^2.
\]

It follows from

\[
\begin{align*}
x(x - y) &= (x - y)(-y), \\
y(x - y) &= (x - y)(-x), \\
z(x - y) &= (x - y)(\alpha x + \beta y - z)
\end{align*}
\]

that \( x - y \) is normalising, so \( \tau := \tau_{x-y} \) defined by

\[
\tau(x) = -y, \quad \tau(y) = -x, \quad \tau(z) = \alpha x + \beta y - z
\]
is a graded algebra automorphism of $A$. Twisting by $\tau$ yields that $A^\tau$ is $k(x, y, z)$ with the defining relations

$$yz - zy + (\alpha + \beta + \gamma)yx, \quad xz - zx + (\alpha + \beta + \gamma)xy, \quad xy - yx,$$

which is a three-dimensional geometric AS-regular algebra of type $T_1$. \hfill \Box

**Lemma 3.8.** Let $A = A(E, \sigma)$ be a three-dimensional quadratic AS-regular algebra. If $(E, \sigma)$ is of type $X_i$, then there exists a three-dimensional geometric AS-regular algebra $A' = A(E', \sigma')$ of type $X_1$ such that $\text{GrMod} A \cong \text{GrMod} A'$, where $X = S, S', T$ and $i = 1, 2, 3$.

**Proof.** For types $S_2, S'_2$ and $T_2$, the result follows from Lemma 3.7, and for the type $S_3$, the result follows from [14, Lemma 1.5], so it remains to show it for type $T_3$. But the result for this type follows quickly by using Lemma 2.6 (2), so we leave the proof to the reader. \hfill \Box

**Theorem 3.9.** Let $A = A(E, \sigma)$ and $A' = A(E', \sigma')$ be three-dimensional quadratic AS-regular algebras such that $E \cong E'$. Suppose that $E = \mathbb{P}^2$ or $E$ is a reduced and reducible cubic in $\mathbb{P}^2$. Then (A) $\text{GrMod} A \cong \text{GrMod} A'$ if and only if (B) $\mathcal{A} \cong \mathcal{A}'$ as graded algebras.

**Proof.** By Theorem 3.5, it is enough to show (B) $\Rightarrow$ (A). If $E \cong E' \cong \mathbb{P}^2$, then the result follows from Theorem 3.6. Otherwise, $(E, \sigma)$ and $(E', \sigma')$ are of types $X_i, X_j$ for $X = S, S', T, T'$ and $i, j = 1, 2, 3$, so there exist three-dimensional geometric AS-regular algebras $B$ and $B'$ of the same type $X_1$ such that $\text{GrMod} A \cong \text{GrMod} B$ and $\text{GrMod} A' \cong \text{GrMod} B'$ by Lemma 3.8. By Theorem 3.5, $\mathcal{B} \cong \mathcal{A} \cong \mathcal{A}' \cong \mathcal{B}'$, so $\text{GrMod} A \cong \text{GrMod} B \cong \text{GrMod} B' \cong \text{GrMod} A'$ by Theorem 3.6. \hfill \Box

4. Applications. In this last section, we will apply the results in the previous section to Frobenius Koszul algebras and Beilinson algebras.

4.1. Frobenius Koszul algebras. First, we apply our results to Frobenius Koszul algebras. A graded algebra $A$ is called $h$-homogeneous if $A \cong T(V)/(R)$, where $R \subset V^\otimes h$ is a subspace for some $h \geq 2$ and $(R)$ is the two-sided ideal of $T(V)$ generated by $R$. If $A = T(V)/(R)$ is an $h$-homogeneous algebra, then we define the dual graded algebra by $A^! := T(V^*)/(R^\perp)$, where

$$R^\perp := \{ \lambda \in (V^*)^\otimes h \cong (V^\otimes h)^* | \lambda(r) = 0 \text{ for all } r \in R \}.$$

Clearly, $A^!$ is again an $h$-homogeneous algebra and $(A^!)^! \cong A$ as graded algebras. The following result may be known. Due to the lack of a suitable reference, we will include a proof for the second statement.

**Lemma 4.1.** Let $A = T(V)/(R)$ and $A' = T(V)/(R')$ be $h$-homogeneous algebras.

1. $A \cong A'$ as graded algebras if and only if $A^! \cong (A')^!$ as graded algebras.
2. $\text{GrMod} A \cong \text{GrMod} A'$ if and only if $\text{GrMod} A^! \cong \text{GrMod}(A')^!$.

**Proof.** We will give a proof for (2). Suppose that $\text{GrMod} A \cong \text{GrMod} A'$. Since $A^!$ is isomorphic to a twist of $A$, there exist graded vector space isomorphisms
Definition 4.2. Let $A$ be a connected graded algebra, and suppose $k \in \text{GrMod } A$ has a minimal free resolution of the form

$$
\cdots \rightarrow \bigoplus_{j=1}^{l_i} A(-s_{ij}) \rightarrow \cdots \rightarrow \bigoplus_{j=1}^{n_i} A(-s_{0j}) \rightarrow k \rightarrow 0.
$$

The complexity of $A$ is defined by

$$
c_A := \inf \{ d \in \mathbb{R}^+ \mid r_i \leq cr^{d-1} \text{ for some constant } c > 0, i \gg 0 \}.
$$

We say that $A$ is Koszul if $s_{ij} = i$ for all $1 \leq j \leq r_i$ and all $i \in \mathbb{N}$.
It is known that if $A$ is Koszul, then $A$ is quadratic, and its dual graded algebra $A^!$ is also Koszul, which is called the Koszul dual of $A$. In this case, $c_A = \text{GKdim } A^!$.

**Definition 4.3.** A graded algebra $A$ is called a graded Frobenius algebra of Gorenstein parameter $\ell$ if $A^! \cong A_{-\ell}(-\ell)$ as graded $A$-$A$ bimodules for some graded algebra automorphism $\nu \in \text{Aut}_k A$, called the Nakayama automorphism of $A$. We say that $A$ is graded symmetric if $A^! \cong A(-\ell)$ as graded $A$-$A$ bimodules.

Note that if $A$ is a connected graded Frobenius algebra, then $A$ is graded symmetric if and only if the Nakayama automorphism $\nu$ of $A$ is the identity. Let $A$ be a connected graded algebra. By [15, Proposition 5.10], $A$ is an AS-regular Koszul algebra of GKdimension $d$ if and only if $A^!$ is a Frobenius Koszul algebra of complexity $d$, so classifying AS-regular Koszul algebras of GKdimension $d$ up to isomorphism of graded algebras (respectively, up to graded Morita equivalence) is equivalent to classifying Frobenius Koszul algebras of complexity $d$ up to isomorphism of graded algebras (respectively, up to graded Morita equivalence) by Lemma 4.1. In this case, if the Gorenstein parameter of $A$ is $\ell$, then it is easy to see that the global dimension of $A$ is $\ell$ and the Gorenstein parameter of $A^!$ is $-\ell$.

**Definition 4.4.** A quadratic algebra $A$ is called co-geometric if $A^! = A(E, \sigma)$ is geometric. In this case, we write $A = A^!(E, \sigma)$.

**Theorem 4.5.** Let $A = T(V)/(R) = A^!(E, \sigma)$ and $A' = T(V)/(R') = A^!(E', \sigma')$ be co-geometric Frobenius Koszul algebras of finite complexities and of Gorenstein parameters $-d, -d'$ with the Nakayama automorphisms $\nu \in \text{Aut}_k A, \nu' \in \text{Aut}_k A'$. If $\text{GrMod } A \cong \text{GrMod } A'$, then $d = d'$ and $A^!(E, \nu \sigma^d) \cong A^!(E', \nu' (\sigma')^d)$ as graded algebras.

**Proof.** If $\text{GrMod } A \cong \text{GrMod } A'$, then $\text{GrMod } A^! \cong \text{GrMod } (A^!)^!$ by Lemma 4.1. Since $A^! = A(E, \sigma), (A^!)^! = A(E', \sigma')$ are geometric AS-regular Koszul algebras of global dimensions $d, d'$, it follows that $d = d'$, and the Gorenstein parameters of $A^!, (A^!)^!$ are both $d$. Moreover, since the generalised Nakayama automorphisms of $A^!$ and $(A^!)^!$ are $(-1)^{d-1} \nu^\ast \in \text{Aut}_k A^!$ and $(-1)^{d-1} (\nu')^\ast \in \text{Aut}_k (A^!)^!$ by [17, Theorem 9.2], and they induce automorphisms $\nu \in \text{Aut}_k E$ and $\nu' \in \text{Aut}_k E'$,

$$\text{GrMod } A \cong \text{GrMod } A^! \quad \iff \quad \text{GrMod } A^! \cong \text{GrMod } (A^!)^! \quad \iff \quad A(E, \nu \sigma^d) \cong (A^!)^! \cong A(E', (\sigma')^d) \quad \iff \quad A^!(E, \nu \sigma^d) \cong (A^!)^! \cong A^!(E', (\sigma')^d),$$

by Lemma 4.1 and Theorem 3.5.

**Corollary 4.6.** Let $A = A^!(E, \sigma)$ and $A' = A^!(E', \sigma')$ be Frobenius Koszul algebras of finite complexities and of Gorenstein parameter $-3$ with the Nakayama automorphisms $\nu \in \text{Aut}_k A, \nu' \in \text{Aut}_k A'$ such that $E \cong E'$. Suppose that $E = \mathbb{P}^2$ or $E$ is a reduced and reducible cubic in $\mathbb{P}^2$. Then $\text{GrMod } A \cong \text{GrMod } A'$ if and only if $A^!(E, \nu \sigma^3) \cong A^!(E', (\sigma')^3)$ as graded algebras.

A skew exterior algebra

$$A = k\langle x_1, \ldots, x_n \rangle/(a_{ij}x_ix_j + x_i x_j, x_i^2),$$
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where \( \alpha_{ij} \in k \) such that \( \alpha_{ij} \alpha_{ji} = \alpha_{ii} = 1 \) for \( 1 \leq i, j \leq n \) is a typical example of a Frobenius Koszul algebra. We apply our results to skew exterior algebras.

**Lemma 4.7.** Let

\[
A = k\langle x_1, \ldots, x_n \rangle / (\alpha_{ij} x_i x_j + x_j x_i, x_i^2),
A' = k\langle x_1, \ldots, x_n \rangle / (\alpha'_{ij} x_i x_j + x_j x_i, x_i^2)
\]

be skew exterior algebras.

1. \( A \cong A' \) as graded algebras if and only if there exists a permutation \( \theta \in S_n \) such that \( \alpha'_{ij} = \alpha_{\theta(i)\theta(j)} \) for \( 1 \leq i, j \leq n \).
2. \( \text{GrMod } A \cong \text{GrMod } A' \) if and only if there exists a permutation \( \theta \in S_n \) and \( 0 \neq m_1, \ldots, m_n \in k \) such that \( \alpha'_{ij} = m_{\theta(i)} m_{\theta(j)}^{-1} \alpha_{ij} \) for \( 1 \leq i, j \leq n \).

**Proof.** (1) This follows from Lemma 4.1 (1) and [19, Lemma 2.3].
(2) This follows from Lemma 4.1 (2) and [19, Theorem 2.5]. \( \square \)

It is known that every (ungraded) Frobenius algebra that is Morita equivalent to symmetric algebra is symmetric. The situation in the graded case is different as the following theorem shows.

**Theorem 4.8.** Every skew exterior algebra is graded Morita equivalent to a graded symmetric skew exterior algebra.

**Proof.** Let

\[
A = k\langle x_1, \ldots, x_n \rangle / (\alpha_{ij} x_i x_j + x_j x_i, x_i^2)
\]

be a skew exterior algebra and \( \beta_i := \alpha_{1i} \alpha_{2i} \cdots \alpha_{ni} \) for \( 1 \leq i \leq n \). Since \( \beta_1 \beta_2 \cdots \beta_n = 1 \), we may choose \( m_i = \sqrt[2n]{\beta_i} \in k \) such that \( m_1 m_2 \cdots m_n = 1 \). We define a new skew exterior algebra \( A' \) by

\[
A' := k\langle x_1, \ldots, x_n \rangle / (\alpha'_{ij} x_i x_j + x_j x_i, x_i^2),
\]

where \( \alpha'_{ij} = m_i m_j^{-1} \alpha_{ij} \). By Lemma 4.7, \( \text{GrMod } A \cong \text{GrMod } A' \). The Nakayama automorphism \( \nu' \) of \( A' \) is given by

\[
\nu'(x_i) = (-1)^{n-1} \prod_{1 \leq i \leq n} \alpha'_{ii} x_i
\]

\[
= (-1)^{n-1} m_1^{n-1} m_2^{-1} \cdots m_n^{-1} \alpha_{1i} \alpha_{2i} \cdots \alpha_{ni} x_i
\]

\[
= (-1)^{n-1} x_i,
\]

for \( 1 \leq i \leq n \) (see the proof of [16, Theorem 4.1]), so if \( n \) is odd, then \( A' \) is graded symmetric.

If \( n \) is even, then define \( m_1' := -m_1, m_i' := m_i \) for \( 2 \leq i \leq n \) and a new skew exterior algebra \( A'' \) by

\[
A'' := k\langle x_1, \ldots, x_n \rangle / (\alpha''_{ij} x_i x_j + x_j x_i, x_i^2),
\]

where \( \alpha''_{ij} = m_i m_j^{-1} \alpha_{ij} \).
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where \( \alpha''_{ij} = m'_i(m'_j)^{-1}\alpha_{ij} \). By Lemma 4.7, \( \text{GrMod} A \cong \text{GrMod} A'' \). The Nakayama automorphism \( \nu'' \) of \( A'' \) is given by

\[

\nu''(x_1) = (-1)^{n-1}\alpha''_{ij}x_1 = (-1)^{n-1}(-1)^{n+1}\prod_{1 \leq t \leq n} \alpha'_{jt}x_1 = x_1,
\]

\[

\nu''(x_i) = (-1)^{n-1}\prod_{1 \leq t \leq n} \alpha''_{it}x_i = (-1)^{n-1}\prod_{1 \leq t \leq n} \alpha'_{it}x_i
\]

so \( A'' \) is graded symmetric.

\[\square\]

4.2. Beilinson algebras. Finally, we apply our results to Beilinson algebras.

**Definition 4.9.** [7, 12]. Let \( A \) be an AS-regular algebra of Gorenstein parameter \( \ell \) or a graded Frobenius algebra of Gorenstein parameter \( \ell \). The Beilinson algebra of \( A \) is defined by

\[

\nabla A := \left( \begin{array}{cccc}
A_0 & A_1 & \cdots & A_{r-1} \\
0 & A_0 & \cdots & A_{r-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_0
\end{array} \right),
\]

where \( r = |\ell| \).

**Theorem 4.10.** If \( A \) and \( A' \) are AS-regular Koszul algebras, then the following are equivalent:

1. \( \text{GrMod} A \cong \text{GrMod} A' \).
2. \( \nabla A \cong \nabla A' \) as algebras.
3. \( \text{GrMod} A^! \cong \text{GrMod}(A')^! \).
4. \( \nabla(A^!) \cong \nabla((A')^!) \) as algebras.

**Proof.** This follows from [7, Theorem 4.17, Theorem 4.24] and Lemma 4.1. \( \square \)

If \( A \) is a \( d \)-dimensional AS-regular algebra, then \( \nabla A \) is a \( (d - 1) \)-dimensional quasi-Fano algebra introduced in [6], which is a nice class of a finite-dimensional algebra of global dimension \( d - 1 \) (see [7] and [12] for details). By the above theorem, classifying \( d \)-dimensional AS-regular algebras up to graded Morita equivalence is the same as classifying Beilinson algebras of global dimension \( d - 1 \) up to isomorphism. This observation is one of the motivations of this paper.

It is known that every finite-dimensional algebra of global dimension 1 is a path algebra of a finite acyclic quiver up to Morita equivalence, so such algebras can be classified in terms of quivers. As an obvious next step, it is interesting to classify finite-dimensional algebras of global dimension 2. Such an algebra is a path algebra of a quiver with relations, and, in general, it is not easy to check if two algebras given as path algebras of quivers with relations are isomorphic as algebras by constructing an explicit algebra isomorphism. On the other hand, it is much easier to check if two graded algebras \( T(V)/I \) and \( T(V')/I' \) generated in degree 1 over \( k \) are isomorphic as graded algebras since any such isomorphism is induced by the vector space isomorphism \( V \rightarrow V' \). In this sense, the geometric techniques developed in this paper are useful.
for the classification of a class of finite-dimensional algebras of global dimension 2, namely, Beilinson algebras of global dimension 2.

**Example 4.11.** Fix the Beilinson quiver

\[ Q = \begin{array}{c}
\bullet & \bullet \\
\alpha \alpha & \beta \\
\gamma & \gamma \\
\delta & \delta \\
\epsilon & \epsilon
\end{array} \]

and let \( B = kQ/I, B' = kQ/I' \) and \( B'' = kQ/I'' \) be the path algebras with admissible relations (which must be generated by linear combinations of paths of length 2)

\[
\begin{align*}
I &= (y_1z_2 - \alpha z_1y_2, z_1x_2 - \beta x_1z_2, x_1y_2 - \gamma y_1x_2), & \alpha \beta \gamma & \neq 0, 1 \\
I' &= (y_1z_2 - \alpha' x_1y_2, z_1x_2 - \beta' y_1z_2, x_1y_2 - \gamma' z_1z_2), & \alpha' \beta' \gamma' & \neq 0, 1 \\
I'' &= (y_1z_2 - \alpha'' z_1y_2, x_1x_2 - \beta'' x_1z_2, x_1y_2 - \beta'' y_1x_2), & \alpha'' (\beta'')^2 & \neq 0, 1.
\end{align*}
\]

It is easy to see that they are the Beilinson algebras of the following three-dimensional geometric AS-regular algebras

\[
\begin{align*}
A &= A(E, \sigma) = k\langle x, y, z \rangle/(yz - \alpha zy, zx - \beta xz, xy - \gamma yx), \\
A' &= A(E', \sigma') = k\langle x, y, z \rangle/(yz - \alpha' x^2, zx - \beta' y^2, xy - \gamma' z^2), \\
A'' &= A(E'', \sigma'') = k\langle x, y, z \rangle/(yz - \alpha'' zy - x^2, zx - \beta'' xz, xy - \beta'' yx)
\end{align*}
\]

of types \( S_1, S_3 \) and \( S'_1 \), respectively. It is not easy to see directly whether or not there exists an algebra isomorphism among \( B, B' \) and \( B'' \). However, since \( E \cong E' \ncong E'' \), we see that

\[ \text{GrMod } A'' \ncong \text{GrMod } A \quad \text{and} \quad \text{GrMod } A'' \ncong \text{GrMod } A' \]

by Lemma 2.5 (2), so we can conclude that

\[ B' \ncong B \quad \text{and} \quad B'' \ncong B', \]

as algebras for any choice of parameters by Theorem 4.10. Moreover, it is not difficult to compute

\[
\begin{align*}
\overline{A} &= k\langle x, y, z \rangle/(yz - \alpha \beta \gamma zy, zx - \alpha \beta \gamma xz, xy - \alpha \beta \gamma yx), \\
\overline{A'} &= k\langle x, y, z \rangle/(\alpha' \beta' \gamma' yz - zy, \alpha' \beta' \gamma' xz - xz, \alpha' \beta' \gamma' xy - yx).
\end{align*}
\]

Since \( \overline{A} \) and \( \overline{A'} \) are skew polynomial algebras, it is easy to check when they are isomorphic as graded algebras [19, Lemma 2.3]. Using Theorem 4.10 and Theorem 3.9, the following are valid:

1. \( B \cong B' \) as algebras.
2. \( \text{GrMod } A \cong \text{GrMod } A' \).
3. \( \overline{A} \cong \overline{A'} \) as graded algebras.
4. \( \alpha' \beta' \gamma' = (\alpha \beta \gamma)^{\pm 1} \).
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